
1 INTRODUCTION 
In the past, several studies showed that road pave-
ment in poor condition can have significant effects 
on vehicle fuel consumption. These are for example 
the studies of Beuving et al. (2004), Sandberg et al. 
(2011), Karlsson et al. (2011), and Chatti & Zaabar 
(2012) that claimed that roughness and macrotexture 
can influence rolling resistance and therefore fuel 
consumption and greenhouse gas (GHG) emissions 
from road vehicles. This implies that a review of 
pavement maintenance strategies reduce overall 
GHG emissions. 

However, existing models, that aim to estimate 
the impact of the road infrastructure on vehicle fuel 
consumption, give clear differences results (Trupia 
et al. 2016) and lack accuracy (Perrotta et al. 2018) 
that means road managers cannot make decisions 
with confidence. 

These models need validation and continuous cal-
ibration, for example,  HDM-4 (Kerali et al. 2006). 

However, calibration and validation of these 
models can be expensive and time consuming as this 
requires experiments to be performed and even then 
may not be representative of real driving conditions. 

Modern trucks are fitted with standard sensors 
(SAE International 2016) that keep track of various 
parameters (including fuel consumption) and  are 
used by fleet managers to monitor the performance 
of their vehicles and optimize the operational costs 
of their fleets The same data, in combination with in-

formation from the road management system, can be 
used to develop accurate fuel consumption models 
using advanced regression techniques (Perrotta et al. 
2017a; Perrotta et al. 2017b). 

The paper applies Boruta Algorithm (BA) (Kursa 
& Rudnicki 2010) for the identification of the most 
significant variables and, following the procedure 
explained in Perrotta et al. (2017a), Artificial Neural 
Networks (NN) for the development of a fuel con-
sumption model for a large fleet of trucks equipped 
with ~11 litres euro 6 engines. Since this is based on 
real data from the field it is expected that the devel-
oped model will give a high level of accuracy, higher 
than existing tools, offering a reliable solution to en-
gineers in the field of pavement LCA for estimating 
the impact of the road surface conditions on vehicle 
fuel consumption during the use phase of the life cy-
cle of the pavement. 

2 DATA 

The available dataset comes anonymized from the 
fleet management database of Microlise Ltd. Micro-
lise is a company based in Nottingham that collects, 
processes, stores and analyses large quantities of da-
ta for fleet managers and manufacturers aiming to 
optimize the operational costs of their fleets. 

By default records are triggered every minute or 
mile (that is approximately 1.6km). The data consid-
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ered in this study include records from 473 trucks 
equipped with ~11 litres euro 6 engines, driving at a 
constant speed on two segments of motorway in 
England; part of the M1 and the entire M18. This 
corresponds to approximately 300km of motorway. 
5,423 records are available in total. These include 
the geographical position (GPS) of the vehicles, the 
vehicle speed, the torque and revolutions from the 
engine, an approximation of the vehicle weight, and 
the fuel consumption measured to the closest 0.001 
litre. It is important to highlight the fact that the ve-
hicle weight is an estimate given by an algorithm 
based on engine parameters. The data from Micro-
lise are enriched by extracting information from the 
HAPMS (the Highways Agency Pavement Manage-
ment System) the management system of Highways 
England, the strategic road agency in UK. In particu-
lar, the average gradient, radius of curvature, and 
measurements of roughness and macrotexture are at-
tached to the data of Microlise based on GPS posi-
tion. This corresponds to the procedure presented in 
Perrotta et al. (2017b). 

The data contains 56 different measurements 
characterizing the performance of each single vehi-
cle in the database, the road geometry, and the con-
dition of the road surface. Roughness and macrotex-
ture are measured as Longitudinal Profile Variance 
(LPV) at three different wavelengths (3, 10 and 30 
meters), and Sensor Measured Texture Depth 
(SMTD), respectively, which are the standard in UK. 

3 METHODOLOGY 

BA is applied first to select the most significant 
variables aiming to avoid overfitting. Then, a NN 
that includes all the variables selected by the BA has 
been developed. This has been trained using approx-
imately 75% of the data, validated with 20% and 
tested using the remaining 5%. Ten-fold cross-
validation has been performed. Thus, the training, 
validation and test process has been repeated 10 
times. 

Similarly to work described in Perrotta et al. 
(2017a),  the test sets have been extracted first by se-
lecting data from trucks that are not to be included in 
the training or validation sets. This filter has been 
applied by randomly selecting all the records that 
come from the same trucks (using an identification 
number that refers to the single truck) until approxi-
mately 5% of data is obtained. This avoids the pos-
sibility that the model can learn the behaviour of the 
single truck and reproduce the performance of the 
vehicles in the test set. 

Therefore, in each iteration of cross-validation 
about 3,904 records are used for training, 1,301 for 
validation, and 218 for testing the developed model. 
However, this can vary slightly due to the initial ex-
traction of the test set. 

The structure of the developed NN has been cho-
sen for optimization of the R2, root mean squared er-
ror (RMSE), mean absolute error (MAE), and the 
calculation time required to perform the ten itera-
tions of cross validation. As the randomized pro-
cesses of cross-validation comes up with 10 different 
measures of R2, RMSE and MAE, the average value 
of the ten iterations for the test set is used as a meas-
ure of performance for the developed model. 

As a last test for the model, the predicted fuel 
consumption for a truck driving at a constant speed 
of 87km/h (that is the average across the considered 
fleet of trucks) on a flat and straight road (that is 
considered to be representative of a motorway) is 
compared to the average of all measured fuel con-
sumption of the considered fleet of trucks. This is 
meant to give an idea of the error made by the de-
veloped model from a quantitative perspective. The 
error in this case is calculated as the difference be-
tween the estimated value and the real average fuel 
consumption as a percentage of the latter. 

Finally, the estimated volume of fuel spent by the 
vehicles can be converted to GHG emissions using 
the emission factors  published in EPA (2016). 

 

3.1 Machine Learning 

3.1.1 Boruta Algorithm 
In Perrotta et al. (2017a) the authors used random 
forests (Breiman 2001), a machine learning algo-
rithm based on the theory of decision trees (Breiman 
et al. 1984), for variable selection. In this study the 
Boruta Algorithm (BA) (Kursa & Rudnicki 2010) is 
used instead. BA is actually based on the random 
forests algorithm (Breiman 2001) but it is optimized 
for variable selection specifically. It actually repre-
sents and improvement to the random forest algo-
rithm as, although based on a similar approach, it 
adds randomness to the processes by creating shad-
ow features. These are generated by shuffling the 
available data. Then the BA compares the accuracy 
of the model that uses the original feature with the 
model that uses the shadow feature. The BA consid-
ers the variable to be significant if the accuracy of 
the model developed by using the original feature is 
higher than the model that uses the shadow version 
of the feature. More detail can be found in Kursa & 
Rudnicki (2010). 

In this study, the BA has been applied to deter-
mine the most important variables among the 56 ini-
tially available in the considered dataset. The BA re-
turns only the list of variables that help the model in 
explaining a larger portion of variance, improving its 
accuracy. 



3.1.2 Artificial Neural Networks 
Neural networks (NNs) (McCulloch & Pitts 1943) is 
a machine learning algorithm that simulates the way 
human brains work and that is commonly used to 
solve complex regression problems. Recently NNs 
have been applied to a number of fields that include 
the modelling of fuel consumption of road vehicles 
(e.g. Ahn 1998; Zeng et al. 2015; Perrotta et al. 
2017a). 
 

 
Figure 1. Structure of the developed NN. 

 
Several different types of NNs are available in the 
literature. In this study, as we analyse data similar to 
those in Perrotta et al. (2017a), we use the resilient 
propagation algorithm with backtracking (rprop+) 
with logistic activation function. The structure of the 
developed NN being a network with 2 hidden layers 
with 4 neurons each (Figure 1). 

4 RESULTS 

Figure 2 shows the results of the BA. The histogram 
shows how each of the considered variables impact 
the accuracy of the developed model. Variables that 
do not show any correlation with the fuel consump-
tion of the considered fleet of vehicles have not been 
included in the graph. 
 

 
Figure 2. Outcome of the BA. Selected features. 

 

From the figure it is possible to see that the BA con-
siders significant many of the parameters that, from 
a physical point of view, can be considered im-
portant for modelling fuel consumption (Haider & 
Kriegisch 2013) avoiding overfitting due to incorrect 
variable selection. These are 14 of the 56 initially 
available and correspond to those that have been 
found significant for a different type of truck in Per-
rotta et al. (2017a). These include, for instance, the 
road gradient, the vehicle weight, the vehicle speed 
and performance of the engine (e.g. torque and revo-
lutions).Among the significant variables, the model 
identifies the LPV03m, LPV10m, LPV30m, and the 
SMTD.  

Table 1 reports the average performance of the 
model for the test set over the ten iterations of the 
cross-validation process used to train the NN. 

 

Table 1. Summary of the performance of the devel-

oped NN for the test set. 
 Average over 10-fold cv 

R2 0.88 

RMSE 4.02 l/100km 

MAE 2.59 l/100km 

 
Figure 3 shows the fit of the developed model for the 
training, validation and test sets of one of the ten 
randomized processes of cross-validation performed 
on the NN. 
 

 
Figure 3. Fit of the developed NN. 

 
Finally, Table 2 shows the results of the test per-
formed on the model where the fuel consumption of 
a truck driving at 87km/h on a motorway has been 
estimated and compared to the average measured 
consumption of the fleet of trucks considered. 
 



Table 2. Outcome of the test performed on the de-
veloped NN. 

Avg Measured FC Avg Estimated FC* Error 

24.73 l/100km 24.35 l/100km -1.5% 

* for a truck driving on a flat and straight road at 87km/h 

 

5 CONCLUSIONS 

The study shows how the BA (Kursa & Rudnicki 
2010) is quickly and effectively able to identify the 
most significant variables for the considered prob-
lem. The algorithm performs well, identifying the 
impact of variables similar to those identified by 
previous studies (Perrotta et al. 2017b) that used 
similar data and a combination of multiple statistics 
variable selection. 

The BA also confirms findings of Perrotta et al. 
(2017a) that, using similar data but different algo-
rithms, found that different wavelengths of rough-
ness and macrotexture can impact significantly the 
fuel consumption of articulated trucks. 

The study shows how using the methodology set 
out in Perrotta et al. (2017a), NN can be used for 
modelling the fuel consumption of the considered 
fleet of trucks effectively. 

Looking at the structure of the developed NN 
(Figure 1), it is possible to see that it is different 
from the structure of the NN presented in Perrotta et 
al. (2017a), for the analysis of a truck fleet with larg-
er engines and higher average fuel consumption. One 
question still open is regarding if and how the struc-
ture and performance of the NN change when data 
from similar vehicle models from different produc-
ers or driving on different roads are considered. 

Although results of this study confirm the find-
ings of previous studies in regard to the effect of 
road roughness and macrotexture on the fuel con-
sumption of the considered fleet of trucks (Sandberg 
1990; Chatti & Zaabar 2012; Haider & Kriegisch 
2013), further research is still needed. 

Exploration of a wider range of road conditions, 
road materials, effect of weather, effect of accelera-
tion and wider range of vehicle speeds, tire pressure, 
and driver behaviour may help in obtaining more 
generally applicable results reducing uncertainties 
towards the estimation of costs and environmental 
impact of the use phase of road pavements. In fact, 
investigating more general conditions may help the 
model in explaining a wider variance across the data 
and improve confidence in the obtained results. 

Performing a parametric and sensitivity analysis 
of the models may help in understanding how the 
NN model addresses the impact of each of the con-
sidered variables on fuel consumption and how ro-
bust the NN is to errors of measurement or faulty 
sensors. 

Also, at the moment, the current frequency of ac-
quisition of the data, that is every one minute or one 
mile, may represent a limitation of the study. For ex-
ample, increasing the frequency of acquisition may 
open possibilities to extend the analysis to urban ar-
eas where the change of route of single vehicles over 
a minute of travel can be various and introduce bias 
in the developed model due to incorrect attribution 
of road characteristics. Further investigation may 
help in verifying this and address the issue. 

All of this will make machine learning, and NN 
models in particular, a better and reliable decision 
support tool for engineers and road managers reduc-
ing uncertainties in the field of pavement LCA. 
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