
PHYSICAL REVIEW A 97, 033612 (2018)

Strong-coupling Bose polarons out of equilibrium: Dynamical renormalization-group approach
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When a mobile impurity interacts with a surrounding bath of bosons, it forms a polaron. Numerous methods have
been developed to calculate how the energy and the effective mass of the polaron are renormalized by the medium
for equilibrium situations. Here, we address the much less studied nonequilibrium regime and investigate how
polarons form dynamically in time. To this end, we develop a time-dependent renormalization-group approach
which allows calculations of all dynamical properties of the system and takes into account the effects of quantum
fluctuations in the polaron cloud. We apply this method to calculate trajectories of polarons following a sudden
quench of the impurity-boson interaction strength, revealing how the polaronic cloud around the impurity forms
in time. Such trajectories provide additional information about the polaron’s properties which are challenging to
extract directly from the spectral function measured experimentally using ultracold atoms. At strong couplings,
our calculations predict the appearance of trajectories where the impurity wavers back at intermediate times as
a result of quantum fluctuations. Our method is applicable to a broader class of nonequilibrium problems. As
a check, we also apply it to calculate the spectral function and find good agreement with experimental results.
At very strong couplings, we predict that quantum fluctuations lead to the appearance of a dark continuum
with strongly suppressed spectral weight at low energies. While our calculations start from an effective Fröhlich
Hamiltonian describing impurities in a three-dimensional Bose-Einstein condensate, we also calculate the effects
of additional terms in the Hamiltonian beyond the Fröhlich paradigm. We demonstrate that the main effect of
these additional terms on the attractive side of a Feshbach resonance is to renormalize the coupling strength of
the effective Fröhlich model.

DOI: 10.1103/PhysRevA.97.033612

I. INTRODUCTION

When a mobile impurity interacts with a surrounding
medium, it becomes dressed by a cloud of excitations. In
equilibrium, this leads to a renormalization of the impurity’s
properties such as its effective mass and energy. This effect
can be understood more generally by the formation of a
quasiparticle, the polaron, which is adiabatically connected
to the free impurity [1–3]. The problem of how an impurity
becomes modified by a surrounding medium has a long history
[4,5], and polarons have been observed in, or near, equilibrium
in numerous systems [6–12]. They have also been realized
recently using ultracold atoms [13–18], where the tunability of
interparticle interactions [19,20] allows access to the strong-
coupling regime.

In this paper, we take the polaron problem to the next
level and ask how a mobile impurity behaves in a far-from-
equilibrium situation. More concretely, we consider a sudden
quench of the interaction strength of the quantum impurity with
a surrounding medium, varying the interaction strength from
very weak to very strong values [see Fig. 1(a)]. We are inter-
ested in the subsequent dynamics on all time scales, ranging
from short-time processes which can be treated perturbatively,
intermediate scales where metastable prethermalized states
can be reached, and long times where we investigate how the
impurity equilibrates.

Far-from-equilibrium situations, as described above, can
be naturally realized in a well-controlled environment using

experiments with ultracold atoms (see, for example, Refs. [21–
24]). In fact, the recent measurements of the polaron spectral
function in the strong-coupling regime [17,18] correspond to
exactly this situation: strong impurity-boson interactions are
suddenly switched on by flipping the spin of the impurity with
the system’s response subsequently recorded [see Fig. 1(b)]. As
the quasiparticle weight of the polaron is strongly suppressed
in this regime [25,26], the observed dynamics of the system
involves states which vastly differ from the equilibrium polaron
state.

A second example concerns the trajectories of moving
impurities: the trajectories can be imaged in a time-resolved
manner after the quench [13,15]. This methodology has been
utilized experimentally to measure the polaron’s effective
mass [13] by investigating adiabatic polaron oscillations in
a trapping potential [27]. Here, we consider a different aspect
of this problem and calculate the impurity trajectory after a
sudden interaction quench. Observing such trajectories allows
study in real time of how the impurity slows down and a polaron
forms while phonons are emitted [see Fig. 1(c)].

In this paper, we investigate the effects of strong corre-
lations and quantum fluctuations on the far-from-equilibrium
dynamics of a mobile quantum impurity. Examining a many-
body system with interacting bosons is a challenging task
requiring powerful methods to unravel the system’s physics.
The restriction to a single impurity, however, makes the
problem amenable to semianalytical treatment, allowing us
to gain important physical insight. To tackle this problem,
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FIG. 1. (a) A mobile impurity atom in a noninteracting spin state can be transferred into an interacting spin state by a radio-frequency (RF)
pulse. We describe the subsequent polaron dynamics using a time-dependent renormalization-group approach (tRG). (b) When the RF pulse is
weak, detecting the spin-flip probability allows measurement of the spectral function of the impurity. (c) When a strong RF π pulse is used,
interesting polaron formation dynamics can be observed. In this case, the trajectories of impurities at strong couplings and with a finite initial
momentum can waver back at intermediate times. In (b), we used the Bogoliubov approximation but included two-phonon terms in the polaron
Hamiltonian as in Refs. [25,26,28]. We used the same parameters as in the experiment by Hu et al. [18] with a mixture of 40K impurities in a
87Rb BEC: n0 = 1.8 × 1014 cm−3, aBB = 100a0, and we employed a UV cutoff �0 = 103/ξ where ξ is the corresponding healing length of the
BEC. We performed calculations at vanishing polaron momentum P = 0. In (c), we solve the problem of an impurity with finite momentum
P > 0 (in the subsonic regime). The polaron trajectory ximp(t) is shown after an interaction quench of the polaronic coupling constant from
α = 0 to 2.1. The initial impurity velocity was P/M = 0.5c, and the mass ratio was M/mB = 0.5. We used a sharp UV cutoff at �0 = 20/ξ

in the calculations, and c denotes the speed of sound in the BEC.

we develop a semianalytical time-dependent renormalization-
group (tRG) approach for solving nonequilibrium dynam-
ics, taking into account quantum fluctuations in the polaron
cloud.

The study of far-from-equilibrium dynamics of quantum
many-body systems is among the most challenging problems
in theoretical physics. Many of the common approximations
familiar from equilibrium problems can no longer be trusted or
even applied. Nevertheless, progress has been made in solving
the dynamics of several model systems. For example, in one di-
mension, the numerical density matrix renormalization-group
(DMRG) method [29,30] has been generalized for calculating
time-dependent quantities and is now a widely used tool in
these systems [31–33]. In higher dimensions, the numerical
dynamical mean field theory (DMFT) method has also been
generalized for solving dynamical problems [34]. Semiana-
lytical methods for solving dynamical problems, on the other
hand, are much less developed. Time-dependent variational
calculations, based on Dirac’s variational principle [35], pro-
vide an important exception; the accuracy of their results,
however, is not known in most cases. Another approach which
can capture dynamics is Wegener’s flow equation method [36]
where the Hamiltonian is approximately diagonalized by a
sequence of unitary transformations. Conceptually, our tRG
approach is closely related to Wegener’s method and is similar
to the time-dependent RG approach introduced by Mathey and
Polkovnikov in Ref. [37].

Our paper is organized as follows. After providing a brief
overview of the research on Bose polarons in ultracold atoms
in the remainder of this Introduction, we discuss the formalism
and introduce the model in Sec. II. Terms beyond the Fröhlich
paradigm are also included in the effective Hamiltonian. In
Sec. III we provide an overview of our method, sketch its basic
principles, and present the tRG flow equations. The equations

of motion are solved for concrete dynamical problems of
mobile impurities in ultracold quantum gases, and we present
our results in Sec. IV. In Sec. V full derivations of the tRG
flow equations are provided. We conclude and give an outlook
in Sec. VI.

Bose polarons in Bose-Einstein condensates

Bose polarons can be realized in a Bose-Einstein condensate
(BEC) by introducing mobile impurity particles that interact
with the particles of the host system [28,38–40]. While the
initial theoretical [38,39,41–51] and experimental [13–16]
work on this problem focused on the effective Fröhlich model
valid at weak couplings, it has been realized first in Ref. [28]
that additional two-phonon terms need to be included in
the Hamiltonian to provide an accurate description of Bose
polarons at strong couplings [25–27,52–62]. It has been argued
recently that, on the attractive side of a Feshbach resonance,
two-phonon terms mainly renormalize the effective Fröhlich
Hamiltonian describing the Bose polaron [26]. Additionally,
it has been pointed out that the two-phonon terms can lead to
three-body correlations which can be related to Efimov physics
in the system [53,59,61,62].

The experimental exploration of the strongly interacting
regime has started recently with the measurement of the
spectral function of the impurity [17,18]. The observed spectra
are in good agreement with theoretical predictions which use
truncated basis methods [17,28,52,53], T -matrix calculations
[28], and time-dependent mean-field (MF) theory [25]. This
widespread agreement is somewhat surprising given how
different the corresponding wave functions for the various
approaches are expected to be [25,26]. Indeed, to distinguish
between different theoretical descriptions and understand
the behavior of the polaron at strong couplings, additional
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measurements are required [26]. For example, the direct obser-
vation of polaron dynamics of the impurity’s trajectory after
a sudden interaction quench provides a compelling alternative
approach [13,27].

So far, theoretical work on Bose polaron dynamics has
mostly focused on transport properties in one dimension
[27,63–70], and on the calculation of spectral functions
[17,25,28,44]. Exceptions include analogies with Brownian
motion [71,72] and studies of trapped systems [73,74]. In
this paper, we develop a time-dependent RG approach to
address general polaron problems far from equilibrium. To
benchmark our method, we also calculate the spectral function,
including the effects of quantum fluctuations and correla-
tions between phonons. In Fig. 1(b), the result is shown
for parameters relevant to the experiments in Ref. [18] and
using the Bogoliubov approximation for a weakly interacting
BEC [25,26,28].

Moreover, we derive tRG flow equations to calculate po-
laron trajectories following a sudden interaction quench, where
the impurity starts with nonvanishing initial velocity below
the speed of sound c in the condensate. This problem has
been addressed before using a time-dependent MF theory [44]
with interesting dynamics predicted in the strong-coupling
regime. We find that interaction effects dramatically modify
the polaron trajectory with phonon correlations leading to
strong deviations from previous MF results. While the MF
approach predicted damped oscillations [44], our calcula-
tions show overdamped behavior; nonmonotonic trajectories,
however, can still be observed on intermediate time scales
[see Fig. 1(c)].

II. MODEL

The starting point for our analysis is the Bogoliubov-
Fröhlich Hamiltonian in d = 3 dimensions (h̄ = 1):

Ĥ = p̂2

2M
+

∫
dd k[Vke

ik·r̂ (âk + â
†
−k) + ωkâ

†
kâk]. (1)

Here, p̂ (r̂) denotes the impurity momentum (position) op-
erator, respectively, and âk annihilates a Bogoliubov phonon.
The mass of the impurity is M . Within Bogoliubov theory the
scattering amplitude is defined by

Vk = √
α

c
√

ξ

2π
√

2

(
1 + mB

M

)(
k2ξ 2

2 + k2ξ 2

)1/4

, (2)

where α = a2
IB/(aBBξ ) is the dimensionless coupling constant

in three dimensions (3D) [39], aIB (aBB) is the impurity-boson
(boson-boson) scattering length, ξ and c denote the healing
length and the speed of sound in the BEC, and mB = 1/(

√
2cξ )

is the mass of bosons in the BEC. The Bogoliubov dispersion
is given by ωk = ck

√
1 + k2ξ 2/2. The dependence of Vk and

ωk is specific for the BEC polaron, but the theoretical analysis
below applies to any Hamiltonian of the type in Eq. (1) in any
spatial dimension d.

The Hamiltonian (1) provides an accurate description of
an impurity in a BEC when the mutual interactions between
bosons and the impurity are weak (see, e.g., Refs. [39,40]
and Sec. II A). In the strong-coupling regime, additional two-
phonon terms need to be included [28]. It has been argued

that these terms lead to a renormalization of the effective
Fröhlich Hamiltonian [26] and to enhanced three-body cor-
relations [17]. We discuss such corrections in Sec. II A and
show for the attractive side of a Feshbach resonance how
their main effect can be captured by using a renormalized
coupling constant α∗ in the Fröhlich Hamiltonian. This result is
established later in the paper by comparison of time-dependent
MF calculations with and without the additional two-phonon
terms.

The equilibrium properties of the Bogoliubov-Fröhlich
model have been discussed in detail in the literature us-
ing strong-coupling theory [42], weak-coupling MF theory
[41,44], perturbation theory [45], Feynman’s path-integral
approach [39,43,46], diagrammatic Monte Carlo techniques
[46], correlated Gaussian variational wave functions [48,50],
and the RG method [40,47,49]. In closely related works [25–
28,52–57,75–77], effects beyond the Fröhlich model were also
considered.

Out of equilibrium, on the other hand, little is known about
the system. In Refs. [25,44,69] the time-dependent variational
MF theory was used to calculate the spectral function as well
as polaron dynamics in optical lattices. For strong couplings,
dynamics have also been discussed using the adiabatic approx-
imation [64–66,78]. Modification of polaron dynamics in the
intermediate-coupling regime, however, is poorly understood.
Neither Feynman’s variational all-coupling theory nor the
diagrammatic Monte Carlo method can easily be generalized
to the description of dynamics. In this paper we generalize the
all-coupling RG method [40,47,49] to nonequilibrium polaron
problems and obtain the first results for polaron dynamics at
intermediate couplings.

A. Beyond the Fröhlich paradigm

A more accurate description of an impurity in a BEC in-
cludes additional two-phonon terms going beyond the Fröhlich
model [28]. They can be included in time-dependent MF
calculations [25], allowing the estimation of their importance.
On the attractive side of a Feshbach resonance, the main effect
of two-phonon terms is to renormalize the effective Fröhlich
model describing the ground state of the model [26]. In this
regime, we now derive an expression for the renormalized
coupling constant in the effective Fröhlich model. Note that
we focus on polaron properties and consider a regime where
Efimov physics and strong three-body correlations caused by
two-phonon terms do not play a decisive role.

Let us reconsider the Hamiltonian of an impurity at finite
momentum P immersed in a weakly interacting BEC of ultra-
cold atoms near a Feshbach resonance [20]. We make use of the
Bogoliubov approximation and consider a weakly interacting
bosonic gas with Bose-Bose contact interaction parameter gBB.
The approximation allows us to expand the bosonic system
around the macroscopically occupied zero-momentum state
ψ̂k=0 = √

n0, where n0 denotes the BEC density, and introduce
Bogoliubov excitations around the condensate.

The impurity interacts with the bosons locally, with the
parameter of the contact interaction g�0 depending on the UV
momentum cutoff �0. As explained in Ref. [25], this leads to
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the following microscopic Hamiltonian:

Ĥ = p̂2

2M
+

∫
dd k ωkâ

†
kâk + g�0n0

+ g�0

√
n0

(2π )3/2

∫
dd k Wke

ikR(â†
−k + âk)

+ g�0

(2π )3

∫
dd k dd k′V (1)

k,k′e
i(k−k′)Râ

†
kâk′

+ g�0

2(2π )3

∫
dd k dd k′V (2)

k,k′e
i(k−k′)R(â†

kâ
†
−k′ + H.c.),

(3)

where we define Wk = [( k2

2mB
)/( k2

2mB
+ 2gBBn0)]

1/4
, and two-

particle interaction vertices are given by V
(1)
kk′ ± V

(2)
kk′ =

(WkWk′ )±1/2.
The first four terms of the Hamiltonian (3) constitute the

Fröhlich model (1). The relation between microscopic contact
interaction strength g�0 and macroscopic scattering length aIB

differs between Fröhlich model and the full Hamiltonian (3)
which includes two-phonon scattering terms. The Fröhlich
model (1) with coupling constant α = a2

IB/(aBBξ ) is obtained
from the Born approximation result

g−1
�0

= μred

2π
a−1

IB , (4)

where μred = MmB/(M + mB) is the reduced mass.
The full Hamiltonian (3), in contrast, allows for a proper

regularization of the contact interaction between the impurity
and bosons using the Lippmann-Schwinger equation

g−1
�0

= μred

2π
a−1

IB − 1

(2π )3

∫ �0

dd k
2μred

k2 . (5)

Here, the UV cutoff scale �0 ∼ 1/r0 is related to a finite
range r0 of the impurity-boson interaction potential. In the limit
�0 → ∞, contact interactions are recovered.

Due to the interplay between the few-body physics generat-
ing the Feshbach resonance and the many-body environment,
the position of the resonance is shifted as compared to the
vacuum two-body scattering problem (impurity and single
boson). This shift can be calculated analytically in the MF
approximation for the zero total momentum case as [25]

a−1
∗ = 1

(2π )3

∫ �0

dd k
μred

2π

(
2μred

k2 − W 2
k

ωk + k2

2M

)
. (6)

We note that in principle the position of the resonance depends
on the polaron momentum. However, this dependence is weak
and we will neglect it in this paper.

Comparing system dynamics under the Fröhlich model
to that under the full Hamiltonian (3) necessitates being the
same relative distance from resonance in both cases. We can
take the described resonance shift into account by introducing
a renormalized effective scattering length for the Fröhlich
model,

[aIB,Fr(aIB)]−1 = a−1
IB − a−1

∗ . (7)

The dimensionless interaction constant can thus be redefined as
α∗(aIB) = [aIB,Fr(aIB)]2/(aBBξ ). In the weak-coupling regime,

aIB → 0, the Born approximation result is recovered, and at
the shifted resonance α∗ → ∞.

Using the mapping in Eq. (7), we provide a direct com-
parison between the Fröhlich and beyond-Fröhlich models
on a MF level in Sec. IV. We emphasize, however, that this
simple correspondence only applies on the attractive side of the
Feshbach resonance (aIB,Fr < 0), where the full Hamiltonian
renormalizes to an effective Fröhlich model [26]. Additional
bound states exist on the repulsive side, which are not captured
by the Fröhlich model but play a role in far-from-equilibrium
dynamics [25]. We also note that Efimov physics expected
to play a role both on the repulsive and the attractive side
[53,59,61,62] cannot be captured by the renormalized Fröhlich
model.

B. Nonequilibrium problems

We will now describe the specific nonequilibrium problems
which we address in this paper using the tRG method and time-
dependent MF theory. The approach is sufficiently general
such that other problems can be considered as well, but
for concreteness we will restrict ourselves to two primary
scenarios relevant for experiments with ultracold atoms.

In both cases, we start from a noninteracting impurity
at finite momentum P . Phonons are assumed to be in their
vacuum state |0〉 initially. Then, at t = 0, the impurity-phonon
interactions are suddenly switched on, and the system evolves
coherently in time. Experimentally, this scenario can be real-
ized, for example, by quickly ramping the magnetic field close
to a Feshbach resonance, or by flipping the internal state of the
impurity from a noninteracting (↓) to an interacting one (↑).
The second possibility is depicted in Fig. 1(a).

1. Dynamics of polaron formation

The first question that naturally arises is how the trajectory
of the impurity is modified when interactions are switched on
[44]. We consider the case when the initial impurity momentum
P is sufficiently small, such that the emission of Cherenkov
phonons is forbidden by conservation laws. The impurity
will start to get dressed by phonons, forming a polaron, and
correlations between the phonons begin to build up. As a
consequence, the impurity slows down until a steady state is
reached.

Classically, one would expect that the impurity comes to
complete rest at long times after its kinetic energy is emitted
into phonons. However, quantum mechanically we obtain
a steady state where the impurity is moving through the
superfluid with a constant velocity. This can be understood
by noting that equilibrium polaron ground states with nonzero
momentum exist which sustain a finite impurity current,
provided that the velocity is below the speed of sound [28,44].
As the initial state without phonons has a finite overlap with
such equilibrium states, the average impurity momentum is
nonvanishing in the steady state reached after the interaction
quench.

When strong interactions are suddenly switched on, a large
amount of energy is released into the system. Subsequently,
this energy is divided between the polaron and the emitted
phonons. We will show in Sec. IV that this may result in polaron
trajectories where the impurity wavers back at intermediate
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times before a steady state is reached [see, for example,
Fig. 1(c)].

Using the tRG method, we investigate how the impurity
relaxes to a polaron at long times. The resulting steady state
contains excitations in the form of emitted phonons on top
of the true polaronic ground state, as can be seen from
the conservation of energy after the interaction quench. We
also investigate the properties of this steady state. The key
observable to look at will be the time dependence of the average
impurity momentum 〈 p̂(t)〉. Using Ehrenfest’s theorem, we
can then calculate the trajectory of the impurity, characterized
by its position x̂(t), as

ximp(t) ≡ 〈x̂(t)〉 =
∫ t

0
dτ

〈 p̂(τ )〉
M

. (8)

2. Spectral function

In a problem closely related to the interaction quench
described above, one considers an impurity initialized in a
noninteracting state ↓. By coupling it to an interacting state
↑, with a matrix element of strength 	 and frequency ω,
polarons can be created in the ↑ state. When the Rabi frequency
	 is sufficiently weak, this problem can be solved in linear
response, and it follows that the probability for the impurity
to be in the interacting ↑ state is proportional to the spectral
function I (ω).

Using Fermi’s golden rule one obtains

I (ω) =
∑

n

|〈ψn
↑|Ŝ+

imp|ψ0
↓〉|2δ[ω − (En

↑ − E0
↓)], (9)

where Ŝ+
imp = |↑〉〈↓| describes a spin flip of the impurity; |ψ0

↓〉
denotes the ground state of the system at energy E0

↓ when the
impurity is in its ↓ state and |ψn

↑〉 are all eigenstates (labeled
by n) at energies En

↑ when the impurity is in its ↑ state. In
the rest of this paper we consider only this so-obtained inverse
RF spectrum, as opposed to the direct RF spectrum where an
interacting state is flipped into a noninteracting one.

For calculations of the spectral function we use a standard
mapping to a dynamical problem. Equation (9) can be recast
in the form

I (ω) = Re
1

π

∫ ∞

0
dt eiωtA(t) (10)

(see, e.g., Ref. [44]). Here, the time-dependent overlap (related
to the Loschmidt echo, see e.g. [79]) is defined as

A(t) = eiE0
↓t 〈0|e−iĤt |0〉. (11)

It describes the amplitude for the phonons to return to their
initial vacuum state |0〉 after the system has evolved in time,
|0〉 → e−iĤt |0〉, while the impurity is interacting with the
phonons. This problem is closely related to the problem of
polaron formation. Below, we will use the tRG to calculate
the time-dependent overlap. Unlike usual physical observables
(e.g., the phonon momentum), the time evolution contains
only the forward direction. Thus, the time-dependent overlap
requires a special treatment.

III. OVERVIEW OF THE METHOD

Before we start to develop the tRG method for the Fröhlich
Hamiltonian (1), we perform the same steps as in the equi-
librium RG [40,47,49] and bring the Hamiltonian into a more
convenient form. To this end, we first apply the unitary polaron
transformation introduced by Lee, Low, and Pines (LLP) [80]:

ÛLLP = eiŜ , Ŝ = r̂ · P̂ph, (12)

where the total phonon momentum is given by P̂ph =∫
ddk kâ

†
kâk. In the new frame the impurity is localized in

the origin and the resulting Hamiltonian

ĤP = 1

2M

(
P −

∫
dd k kâ

†
kâk

)2

+
∫

dd k[Vk(âk + â
†
−k) + ωkâ

†
kâk] (13)

commutes with the momentum operator p̂ = P which takes
the role of the conserved total momentum P of the system (see
Refs. [12,40] for review). In the following discussion, we will
always assume a given value P of the total momentum.

Next, we change into the frame of quantum fluctuations
around the MF solution αMF

k by applying the unitary MF shift

ÛMF = exp

(∫
dd k αMF

k â
†
k − H.c.

)
. (14)

The MF amplitude is given by [44] αMF
k = −Vk/	MF

k where
the phonon dispersion in the new frame is

	MF
k = ωk + k2

2M
− 1

M
k · (

P − PMF
ph

)
. (15)

Here, PMF
ph denotes the MF phonon momentum

PMF
ph =

∫
dd k k

∣∣αMF
k

∣∣2
. (16)

The last expression defines the self-consistency equation of
Lee-Low-Pines MF theory.

The Hamiltonian H̃ = Û
†
MFÛ

†
LLPĤÛLLPÛMF in the new

frame can be written in a very compact form now [47]. Using
generalized notations which will become useful later in the
RG, we obtain for fixed P

H̃ = E0 +
∫ �

dd k â
†
kâk	k

+
∫ �

dd k dd k′ 1
2
kμM−1

μν k
′
ν : �̂k�̂k′ : , (17)

where μ,ν = x,y, . . . denote spatial coordinates (which are
summed over according to Einstein’s convention) and : . . . :
stands for normal ordering. We have introduced an ultraviolet
(UV) momentum cutoff � at high energies for regularization
and defined operators

�̂k(�) = αk(�)(âk + â
†
k) + â

†
kâk. (18)

The phonon dispersion in the new frame reads as

	k(�) = ωk + 1
2kμM−1

μν (�)kν + kμM−1
μν (�)κν(�) (19)

and both coupling constants Mμν(�) and κν(�) will be
flowing in the tRG. The coherent amplitude is given by
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αk(�) = −Vk/	k(�), similar to the MF expression. Note that
this leads to a dependence of the operators �̂k(�) on the UV
cutoff �.

Before applying the RG protocol to effectively eliminate
high-energy phonons from the problem, the UV cutoff is set to
a constant � = �0. This is where the initial conditions for the
tRG protocol are defined:

κμ(�0) = δμx

(
P MF

ph − P
)
, Mμν(�0) = δμνM. (20)

In the first expression, we assumed for simplicity that the total
system momentum always points along the x direction, i.e.,
P = P ex . Note that the coherent amplitudes start from the
MF result αk(�0) = αMF

k .

A. tRG method: Physical observables

One of the goals of this paper is to calculate the dynamics
of physical observables Ô in the polaron problem, defined in
the laboratory frame by

O(t) = 〈ψ0|eiĤt Ôe−iĤt |ψ0〉, (21)

where |ψ0〉 is the initial state. For simplicity, we restrict
ourselves to observables which do not involve correlations
between different phonon momenta in the polaron frame and
hence can be written as

Ô = ÛLLP

∫ �0

dd k ÔkÛ
†
LLP. (22)

Here, we assume that operators Ôk involve only phonons âk,
â
†
k at momenta k.

Now, we outline the basic structure of the tRG approach for
the calculation of time-dependent observables O(t). Similar
ideas can be applied to the calculation of the time-dependent
overlap [see Eq. (11)], although in that case the Hamiltonian
generated in the RG flow can become non-Hermitian because
the amplitude A(t) ∈ C is complex valued in general and only
one time direction is involved. All details can be found in
Sec. V.

As a first step, we formulate the problem in the frame of
quantum fluctuations around the MF polaron, i.e., we introduce
the unitary transformation ÛMF to obtain

O(t) =
∫ �0

dd k〈ψ̃0|eiH̃t ôke
−iH̃t |ψ̃0〉. (23)

Here, we have defined ôk = Û
†
MFÔkÛMF and the initial state

in the polaron frame reads as |ψ̃0〉 = Û
†
MFÛ

†
LLP|ψ0〉.

The key idea of the tRG method is to introduce another set of
unitary transformations Û� in Eq. (23). They are chosen such
that the Hamiltonian is diagonalized for fast phonon degrees of
freedom in a small shell with momenta k between � − δ� <

|k| � �, where δ� can be infinitesimally small. Repeating
this procedure shell by shell reduces the UV cutoff from �0

ultimately down to zero. Conceptually, this approach is similar
to the procedure used in the equilibrium RG [40,47,49] for
finding the ground state. The main difference is that out-of-
equilibrium fast phonons can be in excited states, modifying
the effect on slow phonons during the RG procedure.

We start by applying the unitary transformations Û� to the
Hamiltonian

Û
†
�H̃(�)Û� = H̃(0)(� − δ�) +

∫
F
dd k â

†
kâk(	k + 	̂S(k)).

(24)
Here, H̃(0)(� − δ�) is a renormalized Hamiltonian of the form
(17) involving slow phonons with momenta | p| � � − δ�

only (we label slow phonons by S). The rightmost term de-
scribes dynamics of fast phonons (labeled by F) with momenta
� − δ� < |k| � �. The frequency of fast phonons is modified
by a term 	S(k) which involves only slow-phonon operators
â p, â

†
p.

Assuming that the frequency renormalization is small,
||	̂S(k)|| � 	k, the last term in Eq. (24) can be treated
perturbatively. To leading order, the frequency renormalization
	̂S(k) has no effect on the fast-phonon dynamics, which is
then determined only by H̃F = ∫

F dd k â
†
kâk	k. We thus obtain

additional renormalization of the slow-phonon Hamiltonian

δH̃S(t) =
∫

F
dd kF〈ψ̃0|eiH̃Ft â

†
kâke

−iH̃Ft |ψ̃0〉F	̂S(k), (25)

where we assumed for simplicity that the initial state factorizes
into contributions from fast and slow phonons, respectively,
after the RG step

Û
†
�|ψ̃0〉 = |ψ̃0〉S ⊗ |ψ̃0〉F. (26)

In the equilibrium RG, only the renormalization described
by H̃(0)(� − δ�) was relevant. Out of equilibrium we obtain
the additional term δH̃S(t) and the new Hamiltonian describing
slow phonons reads as

H̃(� − δ�) = H̃(0)(� − δ�) + δH̃S(t). (27)

In general, this Hamiltonian can depend on time t explicitly,
but in the Fröhlich problem H̃F conserves the phonon number
and thus Eq. (25) is time independent. By comparing the new
Hamiltonian (27) to the universal expression (17), the tRG
flow equations for the coupling constants can be derived. Our
detailed calculations for the Fröhlich model will be presented
in Sec. V.

Now, we return to the observables of interest, Eq. (23).
By introducing unitaries Û� we will show in Sec. V that an
expression of the following form is obtained:

O(t) =
∫

F
dd kF〈ψ̃0|eiH̃Ft Û

†
�ôkÛ�e−iH̃Ft |ψ̃0〉F

+
∫

S
dd pS〈ψ̃0|eiH̃(�−δ�)t ô pe

−iH̃(�−δ�)t |ψ̃0〉S. (28)

The term in the first line describes the contribution of fast
phonons to the observable O(t), which can be cast in the form
of a tRG flow equation for O(t ; �). The final expression is
obtained when the limit � → 0 is performed. Note that the
time dependence in this expression is purely harmonic and can
thus be calculated analytically. The second line of Eq. (28)
describes slow-phonon contributions and has a similar form as
Eq. (23), which was the starting point of our analysis. The tRG
can be applied to this expression again, and in this way, a tRG
flow is generated.
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B. tRG flow equations: Physical observables

The calculations described in the last paragraph are somewhat cumbersome, so we postpone their detailed discussion to Sec.
V. Here, we summarize the tRG flow equations for the phonon number and momentum, which will be solved numerically in the
following section.

For the renormalized impurity mass we obtain the following RG flow equation:

∂M−1
μν

∂�
= 2M−1

μλ

∫
F
dd−1k

V 2
k

	3
k

kλkσM−1
σν , (29)

where
∫

F dd−1k denotes the integral over the (d − 1)-dimensional momentum shell with radius �. For the momentum κx (recall

that P = P ex), we derive

∂κx

∂�
= −∂M−1

xx

∂�
Mxxκx + (

1 + 2M−1
xx I (2)

)−1

[
2M−1

xx I (2)

(∫
F
dd−1k kx |λk(t)|2

)
− I (3)

μν

∂M−1
μν

∂�

]
.

(30)

Here, we introduced the following integrals:

I (2)(�) =
∫ �

dd k k2
x

V 2
k

	3
k

, (31)

I (3)
μν (�) =

∫ �

dd k kxkμkν

V 2
k

	3
k

, (32)

and we define

λk(t) = −αk

[
1 + 1

	k
kμM−1

μν

∫
S
dd p pν |α p|2

]
e−i	k t . (33)

For the zero-point energy E0, which is given initially by the MF ground-state energy E0(�0) = E0|MF, we obtain

∂E0

∂�
= 1

2

∂M−1
μν

∂�

∫
S
dd p pμpν(α p)2. (34)

The tRG flow equation for the phonon momentum Pph(t) = lim�→0 Pph(t,�) contains an auxiliary variable χ (t,�) which is
also flowing in the tRG. Its origin will become clear later; at this stage, it is merely required to calculate the tRG flow of Pph(t,�).
It needs to be supplemented with the initial condition χ (t,�0) = 1 for all times t . The tRG flow equations read as

∂Pph(t,�)

∂�
= χ (t,�)

{
2

∫
S
dd p pxα p

∂α p

∂�

∫
F
dd−1k kx[|λk(t)|2 + 2αkReλk(t)]

}
,

Pph(t,�0) = P MF
ph , (35)

∂χ (t,�)

∂�
= 2M−1

xx χ (t,�)
∫

F
dd−1k k2

x

αk

	k
[Reλk(t) + αk],

χ (t,�0) = 1. (36)

A similar set of equations can be derived for the total phonon
number in the polaron cloud (see Sec. V A 2). In Appendix A,
we generalize these tRG flow equations to deal with explicitly
time-dependent Hamiltonians.

IV. RESULTS

Now, we present results for polaron dynamics, relevant
to recent experiments with ultracold atoms [17,18,81,82]. In
Sec. IV A we calculate polaron trajectories after a sudden
interaction quench, as described in Sec. II B 1. For light im-
purities, M � mB, and strong interactions, α � 1, our results
deviate substantially from the time-dependent MF predictions
in Ref. [44]. At the same time, the dominant effects from

two-phonon terms are captured by an effective Fröhlich Hamil-
tonian when the renormalized coupling from Eq. (7) is used.

In Sec. IV B, we calculate the spectral function of the impu-
rity. For strong interactions, we predict a shift of the spectral
weight to higher energies, accompanied by the development of
a gaplike structure with strongly suppressed spectral weight at
low energies above the polaron peak. This effect is reminiscent
of the dark continuum predicted in strongly interacting Fermi
polarons [83]. It is also much more pronounced than expected
from time-dependent MF calculations [44].

A. Dynamics of polaron formation

We start by comparing polaron trajectories for different
values of the coupling constant α after the quench in Fig. 2(a).
For weak couplings, α = 0.5, we find that the tRG approach
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FIG. 2. Polaron trajectories are shown after an interaction quench
at time t = 0, from noninteracting to different values of α. The initial
impurity velocity was P/M = 0.5c, and we used a sharp UV cutoff
at �0 = 20/ξ in the calculations. In (a) we compare the result for
different values of the final couplingα, at a mass ratio ofM/mB = 0.5.
In (b) we set α = 1 for all curves and varied the mass ratio M/mB.
We compare tRG simulations and MF results for the Fröhlich model
with MF calculations including beyond-Fröhlich effects.

follows the time-dependent MF result and the corrections
due to quantum fluctuations are small. Notably, solving tRG
flow equations is numerically less demanding than solving the
coupled MF equations. Therefore, the good agreement at weak
couplings not only serves as a benchmark of our method but
also enables us to solve polaron dynamics more efficiently in
the weak-coupling regime.

Our MF and tRG calculations are performed for the Fröh-
lich Hamiltonian from Eq. (1). We compare them to results
of the time-dependent MF approach [25,44] applied to the
beyond-Fröhlich Hamiltonian (3). In this case, the microscopic
scattering length aIB is chosen such that the same effective
coupling strength α = α∗(aIB) is obtained which is used in the
Fröhlich Hamiltonian [see Eq. (7)].

We find from Fig. 2(a) that corrections of the tRG to the
time-dependent MF results start to become sizable around
α ≈ 1. We observe a quick deceleration of the impurity, which
can be intuitively understood by noting that the effective mass
of strongly coupled polarons in equilibrium is enhanced by
quantum fluctuations. For a wide range of couplings α, we

10-1 100 101
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100
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0 0.5 1 1.5 2
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0.1

0.2

0.3

0.4

0.5

0.6

FIG. 3. The polaron trajectory is shown after an interaction
quench from α = 0 to 2 at time t = 0. The initial impurity velocity
was P/M = 0.5c, and the mass ratio is M/mB = 0.5. We used a
sharp UV cutoff at �0 = 20/ξ in the calculations. In (b), the same
data as in (a) are shown, but on a double-logarithmic scale.

find that beyond-Fröhlich effects are very well captured by
the use of the renormalized coupling constant in the Fröhlich
Hamiltonian, at least on a MF level.

In Fig. 2(b) we use α = 1 and compare the resulting impu-
rity trajectories for different values of the impurity-to-boson
mass ratio M/mB. In the limit M � mB, the time-dependent
MF theory becomes exact, which explains why our tRG and
MF calculations almost coincide when M = mB. For light
impurities, on the other hand, quantum fluctuations lead to
strong corrections to the impurity trajectories. We believe that
this reflects the large mass renormalization of the polaron
ground states in this regime [47,49].

In Fig. 3 we show a polaron trajectory calculated for an even
larger final interaction strength of α = 2 after the quench. The
impurity slows down dramatically and deviates from the MF
trajectory at short times. At much longer times, the impurity
reaches a steady state with a constant velocity [see Fig. 3(b)].
Notably, the final impurity velocity is much smaller than in the
case where the interactions are switched on adiabatically. In the
latter case, the impurity would slowly turn into a polaron of
mass MRG

p , with a velocity P/MRG
p . The small polaron velocity

after the quench thus requires emission of many phonons,
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which carry away part of the initial impurity momentum P .
A similar behavior is predicted by time-dependent MF theory,
although the effect is much less pronounced in this case (see
Fig. 3 and Ref. [44]).

From the long-time dynamics shown in Fig. 3(b) we note
that two-phonon terms do not change the final velocity of
the impurity substantially. At short times, their effect is more
pronounced, leading to a faster polaron than expected from
the pure Fröhlich model. This observation demonstrates that
the mapping introduced in Eq. (7) allows explanation of the
long-time dynamics of strongly coupled Bose polarons on
the attractive side of a Feshbach resonance with an effective
Fröhlich model.

In Fig. 1(c), we calculate the polaron trajectory in the
strong-coupling regime, α = 2.1. In this case, we observe
a nonmonotonic behavior at intermediate times, where the
impurity wavers back. At long times, we find similar behavior
as presented in Fig. 3(b). This wavering demonstrates that
quantum fluctuations not only modify the impurity trajectories
on a quantitative level, but they also introduce qualitative
changes in comparison to MF results. In the regime under
consideration, the coupling strength α of the effective Fröhlich
Hamiltonian is still sufficiently weak that the effects of two-
phonon terms are almost entirely captured by the introduction
of the renormalized coupling constant according to Eq. (7).
Thus, we expect that nonmonotonic polaron trajectories are not
an artifact of the effective Fröhlich model, but can be observed
experimentally for strongly coupled Bose polarons near a
Feshbach resonance. The discrepancy between MF and tRG
is so striking that we expect quantum fluctuations to play an
important role in this strongly interacting far-from-equilibrium
regime.

For even larger couplings and sufficiently light impurities,
we find that effects of quantum fluctuations are further en-
hanced. Because it is unclear how reliable this approach is for
very strong couplings, a detailed study of the regime α � 1
will be done in future work.

Finally, we discuss the dependence of impurity trajectories
on the magnitude P of the initial impurity momentum. In Fig. 4
we show the dynamics after an interaction quench for a range
of momenta P . They are all in the subsonic regime where
Cherenkov phonons cannot be emitted because the velocity
of the impurity is too small. For a noninteracting impurity,
according to Landau’s criterion, this requires P < Mc. In an
interacting system, the effective mass becomes renormalized
and even for momenta P slightly larger than Mc the impurity
remains subsonic.

From Fig. 4 we see that the impurity trajectory is only
weakly dependent on P for small momenta P � Mc. In
this regime, only the impurity velocity is rescaled by an
amount which is approximately linear in P . For values of P

closer to the transition to a supersonic polaron, P ≈ Mc, the
dependence on P is nontrivial. In this case even the shape of
the impurity trajectory depends sensitively on P , in particular
for strong couplings α.

B. Spectral function

The spectral function I (ω) = Icoh(ω) + Iincoh(ω) can be
written as a sum of a coherent part Icoh(ω) = Zδ(ω − E0),
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FIG. 4. Polaron trajectories after an interaction quench from α =
0 to 1.5 (a) and α = 2 (b) at time t = 0 are shown for different initial
impurity momenta P . The mass ratio is M/mB = 0.5 and we used a
sharp UV cutoff at �0 = 20/ξ in the calculations.

consisting of a delta peak at the ground-state polaron energy
E0, and the incoherent part Iincoh(ω) which is nonzero only for
ω > E0. Our results for the incoherent part of the polaron spec-
tral function I (ω) are shown in Fig. 5. We chose a mass ratio
M/mB = 0.26 (corresponding to a Li-Na mixture [14,39]) and
varied the coupling strength α. From the quasiparticle residue
Z of the polaron ground state, shown in Fig. 5(a), we expect
a pronounced crossover from weak to strong coupling around
α ≈ 3 (see Refs. [39,47,48]).

Indeed, below α ≈ 3 the polaron spectra predicted by tRG,
shown in Fig. 5(b), and by MF theory, shown in Fig. 5(c),
are very similar. For larger coupling strengths α � 3 the tRG
predicts a substantial shift of spectral weight to higher energies.
This can be seen most prominently by analyzing the width �ω

of the incoherent part of the spectrum. While �ω ≈ c/ξ is ap-
proximately constant for weak couplings, it increases quickly
in the strong-coupling regime due to quantum fluctuations.

In addition, we observe a strong suppression of spectral
weight at low energies above the ground state for α � 3.
This effect is reminiscent of the dark continuum predicted
in strongly interacting Fermi polarons [83]. It is caused by
quantum fluctuations and can only be described by tRG as it is

033612-9



GRUSDT, SEETHARAM, SHCHADILOVA, AND DEMLER PHYSICAL REVIEW A 97, 033612 (2018)

0 10 20 30 40 50
0

0.02

0.04

0.06

0.08

0.1

0.12

0 5 10 15 20
0

0.02

0.04

0.06

0.08

0.1

10-2 10-1 100 101 102
0

0.2

0.4

0.6

0.8

1
MF
RG

FIG. 5. (a) The polaron quasiparticle weight Z is calculated as a function of the coupling strength α in the Fröhlich Hamiltonian. In (b) and
(c) the incoherent part of the spectral function is shown, calculated from tRG (a) and MF (b), respectively. Energies are measured as a difference
�ω from the polaron ground-state energy E0 where the coherent delta peak Icoh(ω) = Zδ(ω − E0) is located. Note the different scales in (b)
and (c). In all curves, we have chosen M/mB = 0.26.

absent in MF calculations. The formation of a gaplike structure
can be understood by the buildup of correlations between
phonons at low energies due to phonon-phonon interactions
induced by the mobile impurity. As a result, the effect is
completely absent for an infinite-mass impurity [44].

In Fig. 6 we present calculations for a heavier impurity
with a mass ratio M/mB = 1. Here, the crossover from weak
to strong coupling is less pronounced. For small couplings
(α � 5), MF theory and tRG agree very well. For stronger
couplings, both methods predict a shift of spectral weight to
higher energies, although for MF theory larger values of α are
required to observe this effect.

In Fig. 7 we show results in the time domain. Note that
the overlaps A(t) can be directly measured using Ramsey
interferometry [84,85]. We find that the amplitude |A(t)|
decays quickly on a time scale which is slightly faster than
c/ξ . In the long-time limit, |A(t)| → Z approaches a con-
stant value given by the polaron quasiparticle weight. When
quantum fluctuations are included on top of the MF solution,
we find that the phase argA(t) starts to oscillate before it
approaches its asymptotic form. This does not lead to a
pronounced peak in the spectral function as |A(t)| is strongly
suppressed on time scales when these oscillations become
relevant.

In Fig. 8 we calculate the spectral function for Bose polarons
at strong coupling. Parameters relevant to the experiments
of Ref. [17] are chosen. Here, we generalized the tRG flow
equations following Ref. [26] and included two-phonon terms
beyond the Fröhlich Hamiltonian, which is not difficult for van-

ishing polaron momentum P = 0. Note that this generalized
tRG approach also includes higher-order correlations, which
are expected to play a role in the strong-coupling regime [17].
Comparison with the experimental data in Fig. 8(b), taken
directly from Ref. [17], yields very good agreement. While
Fourier broadening was included in our calculations, we did
not account for trap averaging which is expected to contribute
to the observed deviations.

In the region around the Feshbach resonance we have
no theoretical data because the RG becomes unstable due
to phonon-phonon interactions (see discussion in Ref. [26]).
In this regime, MF theory predicts a broad spectrum due to
multiparticle bound states [25], and several works concluded
that interaction effects in the background Bose gas play an
important role [26,27,55]. These effects are consistent with the
featureless spectrum observed in the experiment. We also note
that the tRG approach does not include the molecular bound
states on the repulsive side of the Feshbach resonance which
have been predicted by time-dependent MF calculations of the
Bose polaron problem [25], or even more intricate multiparticle
Efimov states [53,59,61,62].

V. DYNAMICAL RG APPROACH

In this section we derive the tRG flow equations. To this
end, we generalize the RG approach introduced for equilib-
rium problems in Refs. [40,47]. The following calculations
include the extensions suggested in Ref. [49] to obtain an RG
approach for the Fröhlich model valid for arbitrary coupling
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FIG. 6. The same data as in Fig. 5 are shown, but calculated for a larger mass ratio of M/mB = 1. (b) Corresponds to tRG results and
(c) to MF theory. They resemble each other much more closely in this case of a heavier impurity than in Fig. 5.
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FIG. 7. The time-dependent overlap A(t), defined in Eq. (11), is shown for M/mB = 0.26 at α = 5 in (a) and for M/mB = 1 at α = 30 in
(b). For long times, the complex phase argA(t) approaches an asymptotic form E0t , where E0 is the polaron ground-state energy. This part was
subtracted and we only show how the asymptotic behavior is approached.

strengths. The notations in this section are the same as in
Sec. III.

This section contains two parts. In the first part, we for-
mulate the tRG for time-dependent physical observables. In
the second part, we generalize the approach to the calcu-
lation of time-dependent overlaps required for the spectral
function. Using the results from Ref. [26], these calcula-
tions can be generalized to include two-phonon terms [28]
and calculate the Bose polaron spectra shown in Figs. 1(b)
and 8(a).

A. Physical observables

Here, we calculate the time dependence of the phonon
momentum Pph(t) and the phonon number Nph(t) in the
polaron cloud. We consider the physical situation described in
Sec. II B 1 where the initial state corresponds to the phonon vac-
uum |ψ0〉 = |0〉, and impurity-boson interactions are switched
on suddenly at time t = 0.

Both N̂ph = ∫
dd k â

†
kâk and P̂ph = ∫

dd k kâ
†
kâk commute

with the LLP transformation (12). For applying the MF shift
in Eq. (14) we use that

Û
†
MFâ

†
kâkÛMF = �̂k(�0) + (

αMF
k

)2
. (37)

The initial state in the frame of quantum fluctuations around the
MF polaron reads as |ψ̃0〉 = Û

†
MF|0〉 = |−αMF

κ 〉. Here, |−αMF
κ 〉

is a shorthand notation for
∏

κ |−αMF
κ 〉. We find the following

expressions in the basis of quantum fluctuations, Nph(t) =
NMF

ph + �Nph(t) and Pph(t) = PMF
ph + �Pph(t), where

�Nph(t) =
∫ �0

dd k
〈−αMF

κ

∣∣eiH̃t �̂k(�0)e−iH̃t
∣∣−αMF

κ

〉
, (38)

�Pph(t) =
∫ �0

dd k k
〈−αMF

κ

∣∣eiH̃t �̂k(�0)e−iH̃t
∣∣−αMF

κ

〉
.

(39)

Now, we will derive the tRG flow for the observable ôk =
�̂k [cf. Eq. (23)], from which expressions for �Nph(t) and
�Pph(t) can easily be derived.

1. tRG step

The RG transformation Û� discussed in Sec. III A consists
of two parts in the extended RG scheme of Ref. [49], Û� =
Ŵ�V̂MF(�). We will discuss their effects one after the other
now.

We start every tRG step by introducing the unitary trans-
formation Ŵ� derived for the equilibrium problem in the
perturbative RG approach [47,49]. We utilize it to diagonalize
fast-phonon degrees of freedom in the universal Hamiltonian
(17) at a given UV cutoff �. This transformation is defined by

Ŵ� = exp

(∫
F
dd k[F̂ †

k âk − F̂kâ
†
k]

)
(40)

and describes the displacement of fast phonons by an amount
which depends on slow-phonon variables

F̂k = αk

	k
kμM−1

μν

∫
S
dd p pν�̂ p + O

(
	−2

k

)
. (41)

We dropped the arguments in αk = αk(�), 	k = 	k(�),
Mμν = Mμν(�), and �̂ p = �̂ p(�) to retain clarity in our
notation.

Now, the contribution to the phonon number reads as

�Nph(t) =
∫ �

dd k〈−ακ |Ŵ�eiŴ
†
�H̃Ŵ�t

× Ŵ
†
��̂kŴ�e−iŴ

†
�H̃Ŵ�t Ŵ

†
�|−ακ 〉. (42)

Here, we assumed that the initial state is given by the product of
coherent states |−ακ 〉, which is true initially because αk(�0) =
αMF

k . We will show below that the amplitude αk of the initial
state is exactly the renormalized MF-type amplitude flowing
in the extended tRG scheme, i.e., αk = −Vk/	k.

Next, we separate the Hamiltonian into fast- and slow-
phonon contributions H̃S and H̃F, respectively, as well as
couplings between them H̃MIX. As in the equilibrium RG
[47,49], we find that Ŵ� diagonalizes fast phonons

Ŵ
†
�H̃Ŵ� =

∫
F
dd k(	k + 	̂S(k))â†

kâk + H̃S + δH̃S. (43)
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FIG. 8. (a) The spectral function is calculated after including
two-phonon terms beyond the Fröhlich Hamiltonian, but still using the
Bogoliubov approximation of noninteracting phonons (see Ref. [26]).
We used the same parameters as in the experimental observation
of Bose polarons [17], M/mB = 1 and n0 = 2.3 × 1014 cm−3. A
UV cutoff �0 = 1/60a0 corresponding to the inverse effective range
estimated in Ref. [17] was used (a0 is the Bohr radius). We performed
calculations at vanishing polaron momentum P = 0, and included the
same Fourier broadening as discussed in Ref. [17]. For comparison,
the measured spectrum is shown in (b), taken from Ref. [17].

The slow-phonon Hamiltonian is renormalized by

δH̃S = −
∫

F
dd k

1

	k

[
αkkμM−1

μν

∫
s

dd p pν�̂ p

]2

+
∫

F
dd k

kμM−1
μν kν

2
α2

k + O(	k)−2, (44)

as in the equilibrium RG. The frequency renormalization of
fast phonons by

	̂S(k) = kμM−1
μν

∫
S
dd p pν�̂ p (45)

leads to additional renormalization of the slow-phonon Hamil-
tonian. This term is specific to the tRG.

We treat the new terms 	̂S(k) perturbatively. From a Trotter
decomposition of the time evolution we obtain the leading-

order contribution

e−iH̃t = e−i
∫

F dd k 	k â
†
k âk

[
e−i(H̃S+δH̃S)t − i

∫ t

0
dτ

× e−i(H̃S+δH̃S)(t−τ )
∫

F
dd k â

†
kâk	̂S(k)e−i(H̃S+δH̃S)τ

]
.

(46)

In Eq. (42) we need to evaluate the last expression in the state
Ŵ

†
�|−ακ 〉. To this end, we note that the slow-phonon coherent

states |−α p〉 are eigenstates of �̂ p,

�̂ p|−α p〉S = −(α p)2|−α p〉S, (47)

as one easily verifies. Hence, Ŵ
†
�|−αk〉F|−α p〉S =

|λk〉F|−α p〉S yields a coherent state with the fast-phonon
amplitude λk = fk − αk:

fk = − αk

	k
kμM−1

μν

∫
S
dd p pν(α p)2. (48)

a. Slow phonons: Hamiltonian renormalization. Now, we
proceed differently for fast- and slow-phonon contributions to
the phonon number. For slow phonons we use that Ŵ †

��̂ pŴ� =
�̂ p + O(	−2

k ), allowing us to approximate Ŵ
†
��̂ pŴ� ≈ �̂ p

(we work accurately to order 	−1
k ). Noting that

〈λk|ei
∫

F dd k â
†
k âk	k t â

†
kâke

−i
∫

F dd k â
†
k âk	k t |λk〉 = |λk|2 (49)

and using Eq. (46) we arrive at

�Nph(t)|S =
∫

S
dd pS〈−α p|ei(H̃S+δH̃S+∫

F dd k|λk |2	̂S(k))t

× �̂ pe
−i(H̃S+δH̃S+∫

F dd k|λk |2	̂S(k))t |−α p〉S,

(50)

i.e., the slow-phonon Hamiltonian is renormalized to

δH̃′
S = −

∫
F
dd k

1

	k

[
αkkμM−1

μν

∫
s

dd p pν�̂ p

]2

+
∫

F
dd k|λk|2kμM−1

μν

∫
dd p pν�̂ p

+
∫

F
dd k

kμM−1
μν kν

2
α2

k + O
(
	−2

k

)
. (51)

Comparison to the universal Hamiltonian (17) shows that
the term in the first line of (51) gives rise to mass renormal-
ization. The renormalized expression after the RG step reads
as

M̃−1
μν = M−1

μν − 2M−1
μλ

∫
F
dd k

α2
k

	k
kλkσM−1

σν , (52)

leading to the RG flow equation (29) for the tensorial mass. The
last line in Eq. (51) gives rise to a tRG flow of the zero-point
energy.

Most interesting to us is the term in the middle line of
Eq. (51), which causes a tRG flow of the phonon momentum.
To show this, we bring the renormalized slow-phonon Hamil-
tonian H̃′

S = H̃S + δH̃′
S to the following normal-ordered
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form:

H̃′
S = E′

0(�) +
∫

S
dd p dd p′ 1

2
pμM̃−1

μνp
′
ν : �̂ p�̂ p′ :

+
∫

S
dd p[â†

pâ p	 p + W p�̂ p]. (53)

Here, we find

E′
0(�) = E0(�) + 1

2

∫
S
dd p pμ

[
M̃−1

μν − M−1
μν

]
pν(α p)2,

(54)
which yields the tRG flow equation (34) for the zero-point
energy. In Eq. (53) we introduced

W p = 1

2
pμ

[
M̃−1

μν − M−1
μν

]
pν + pμM−1

μν

∫
F
dd k|λk|2kν,

(55)
which is of order O(δ�). Therefore, we may restrict ourselves
to a perturbative treatment of such terms to first order in δ�

now.
Next, we consider the slow-phonon Hamiltonian (53) in

the basis of quantum fluctuations around its MF saddle point,
which was the key novelty in the extended RG scheme of
Ref. [49]. To this end, we apply a unitary MF shift

V̂MF(�) = exp

(∫
S
dd p δα pâ

†
p − H.c.

)
, (56)

which leads to a tRG flow of the coherent amplitudes αk

appearing in the definition of operators �̂k in the universal
Hamiltonian (17). In Ref. [49] we have shown that picking the
saddle-point solution δα p leads to a tRG flow of the renor-
malized dispersion which is given by 	′

p = 	 p(1 − δα p/α p).
Because δα p = O(δ�), this proves that the tRG flow of the
coherent amplitudes is given by

α p(� − δ�) := α p(�) + δα p = − Vp

	 p(� − δ�)
. (57)

We derive the tRG flow of the the renormalized dispersion
relation 	k(�) as in Ref. [49] and obtain

	′
p = 	 p + W p + pxM̃−1

xx ζx, (58)

where ζx := 2
∫

S dd p pxα pδα p describes how much the MF
phonon momentum changes due to the tRG flow of the coherent
amplitude α p. As in Ref. [49], because we work perturbatively
in δα p = O(δ�), it can easily be determined from the MF
saddle-point equations. We find

ζx = −
2

∫
S dd p px

α2
p

	 p
W p

1 + 2M−1
xx

∫
S dd p p2

x

α2
p

	 p

. (59)

We plug this result into Eq. (58) and confirm that the massMμν

in the dispersion flows as described by the tRG flow equation
(29). Then, it is easy to derive also the tRG flow equation (30)
for κx .

Finally, we return to Eq. (50) where we introduce the
unitary MF rotation (56). In the new basis we obtain the
fully renormalized Hamiltonian H̃(� − δ�) = V̂

†
MFH̃′

SV̂MF.
The MF rotation acts on the initial states where the coherent
amplitudes are renormalized as expected, V̂

†
MF|−α p(�)〉 =

|−α p(� − δ�)〉. The operator �̂ p(�) transforms as

V̂
†

MF�̂ p(�)V̂MF = �̂ p(� − δ) + 2α p(�)δα p. (60)

Hence, we end up with an expression for �Nph(t)|S = δNS
ph +

�N ′
ph(t) consisting of two parts. The first term originates from

the tRG flow of the coherent amplitude and it contributes to
the phonon number

δNS
ph = 2

∫
S
dd p α pδα p. (61)

The second term �N ′
ph(t) is of the same algebraic form as the

initial expression at cutoff �:

�N ′
ph(t) =

∫ �−δ�

dd k〈−ακ (� − δ�)|eiH̃t

× �̂k(� − δ�)e−iH̃(�−δ�)t |−ακ (� − δ�)〉 (62)

[cf. Eq. (38)]. We can apply subsequent tRG steps to this
expression and obtain the entire tRG flow.

b. Fast phonons: Flow of observables. For the evaluation
of the fast-phonon contribution to the phonon number, we need
to calculate the effect of the RG transformation Ŵ� on �̂k:

Ŵ
†
��̂kŴ� = (αk − F̂k)(âk + â

†
k) + â

†
kâk

− 2αkF̂k + O
(
	−2

k

)
. (63)

Here, we used that F̂
†
k = F̂k and F̂k = O(	−1

k ).
From Eqs. (42) and (47) we thus obtain

�Nph(t)|F =
∫

F
dd kF〈λk|S〈−α p|eiH̃′t [(αk − F̂k)

× (âk + â
†
k)+â

†
kâk−2αkF̂k]eiH̃′t |−α p〉S|λk〉F.

(64)

In the transformed Hamiltonian H̃′ = H̃S + δH̃S +∫
F dd k â

†
kâk(	k + 	̂S(k)) the terms leading to renormalization

of the slow-phonon Hamiltonian, i.e., δH̃S and 	̂S(k), can be
neglected because they yield corrections to �Nph(t)|F of order
O(δ�2) only. We may thus write

H̃′ ≈ H̃S +
∫

F
dd k â

†
kâk	k. (65)

The fast-phonon dynamics in Eq. (64) can easily be eval-
uated because F̂k contains only slow phonons [see Eq. (41)].
To this end, we use that e−iâ

†
k â	k t |λk〉 = |λk(t)〉, where |λk〉 is

a coherent state and

λk(t) = λke
−i	k t . (66)

We find for the contribution from fast phonons

�Nph(t)|F =
∫

F
dd k[|λk|2 + 2αkReλk(t)]

+
∫

S
dd p pμ〈−α p|eiH̃St �̂ pe

−iH̃St |−α p〉

× 2M−1
μν

∫
F
dd k kν

Vk

	2
k

[Reλk(t) + αk]. (67)
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We can bring the expression in the middle in the usual form required to apply the next tRG step

〈−α p(�′)|eiH̃(�′)t �̂ p(�′)e−iH̃(�′)t |−α p(�′)〉 = 〈−α p|eiH̃St �̂ pe
−iH̃St |−α p〉 + O(δ�), (68)

where �′ = � − δ�. This requires only modifications of order δ�2 in �Nph(t)|F.

2. tRG flow equations

By combining Eq. (67) with the contribution from slow phonons [see Eq. (61)], we will now derive tRG flow equations for
the phonon momentum and the phonon number. To this end, we define

�Nph(t,�) :=
∫ �

dd k〈−ακ (�)|eiH̃t �̂k(�)e−iH̃(�)t |−ακ (�)〉, (69)

and analogously for the phonon momentum (always directed along ex)

�Pph(t,�) :=
∫ �

dd k kx〈−ακ (�)|eiH̃t �̂k(�)e−iH̃(�)t |−ακ (�)〉. (70)

From the calculations above we find the following set of coupled flow equations for δNph(t,�) = �Nph(t,� − δ�) − �Nph(t,�)
and δPph(t,�) = �Pph(t,� − δ�) − �Pph(t,�):

δNph(t,�) = −2
∫

S
dd p α pδα p −

∫
F
dd k

[
|λk|2 + 2αkReλk(t) − �Pph(t,� − δ�)2M−1

xx kx

αk

	k
[Reλk(t) + αk]

]
, (71)

δPph(t,�) = −2
∫

S
dd p pxα pδα p −

∫
F
dd k kx

[
|λk|2 + 2αkReλk(t) − �Pph(t,� − δ�)2M−1

xx kx

αk

	k
[Reλk(t) + αk]

]
. (72)

We start by solving the equation for the phonon momentum. To this end, we note that for any value of the UV cutoff �, we
may write for the phonon momentum Pph(t) as

Pph(t) = Pph(t,�) + �Pph(t,�)χ (t,�). (73)

Before applying the tRG protocol we have

Pph(t,�0) = P MF
ph , χ (t,�0) = 1 (74)

for all times t . Although Eq. (73) is true for arbitrary �, it is not very helpful in most cases because �Pph(t,�) still involves
complicated dynamics [see Eq. (70)]. However, after running the tRG, �Pph(t,� → 0) → 0 because there are now phonons left
leading to further renormalization when � → 0. Assuming that χ (t,�) does not diverge when � → 0, we thus obtain

Pph(t) = lim
�→0

Pph(t,�). (75)

From Eq. (72) it is now easy to derive the tRG flow equations (35) and (36).
We apply the same trick to calculate the phonon number next. Its most general form at an arbitrary UV cutoff � is

Nph(t) = Nph(t,�) + �Nph(t,�) + �Pph(t,�)θ (t,�). (76)

Initially, we have for all times t that

Nph(t,�0) = NMF
ph , θ (t,�0) = 0, (77)

and the phonon number we want to calculate is given by

Nph(t) = lim
�→0

Nph(t,�). (78)

From Eqs. (71) and (72) we derive the following tRG flow equations:

∂Nph(t,�)

∂�
= θ (t,�)

{
2

∫
S
dd p pxα p

∂α p

∂�
−

∫
F
dd−1k kx[|λk|2 + 2αkReλk(t)]

}

+ 2
∫

S
dd p α p

∂α p

∂�
−

∫
F
dd−1k[|λk|2 + 2αkReλk(t)], (79)

∂θ (t,�)

∂�
= 2M−1

xx θ (t,�)
∫

F
dd−1k k2

x

αk

	k
[Reλk(t) + αk] + 2M−1

xx

∫
F
dd−1k kx

αk

	k
[Reλk(t) + αk]. (80)
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B. Time-dependent overlaps and spectral function

Now, we turn to the discussion of the time-dependent over-
lap A(t). The original expression in Eq. (11) was formulated in
the laboratory frame, but because there are no phonons in the
initial state, the LLP transformation (12) has no effect on this
state. Assuming that the noninteracting impurity has a well-
defined initial momentum P , we obtain AP (t) = 〈0|e−iĤP t |0〉.

Next, we introduce the unitary transformation ÛMF to
change into the frame of quantum fluctuations around the MF
solution, obtaining

AP (t) = 〈0|ÛMFe
−iÛ

†
MFĤP ÛMFt Û

†
MF|0〉

= 〈−αMF
k

∣∣e−iH̃(�0)t
∣∣−αMF

k

〉
. (81)

As for the time-dependent observables, we calculate AP (t)
shell by shell by applying infinitesimal transformations Û�

which diagonalize fast phonons in the Hamiltonian H̃ = H̃S +
H̃MIX + H̃F in every step. Here, H̃S (H̃F) contains only slow
(fast) phonons and H̃MIX defines their coupling. In contrast
to the previous cases, the transformations Û� are no longer
unitary, although their form is closely related to the unitaries
Û� used so far.

1. tRG step

Our starting point is Eq. (81). We start every tRG step by
performing the infinitesimal tRG transformation Ŵ�:

AP (t) = 〈−αk|Ŵ�e−itŴ−1
� H̃Ŵ�Ŵ−1

� |−αk〉. (82)

In contrast to the previous RG schemes, we only demand that
Ŵ� is invertible but it no longer has to be unitary. We will
show that during the tRG flow, the Hamiltonian H̃ is no longer
Hermitian in general.

To ensure that fast degrees of freedom are diagonalized in
the transformed Hamiltonian Ŵ−1

� H̃Ŵ�, we choose Ŵ� to be
of the following form:

Ŵ� = exp

(∫
F
dd k F̂k[âk − â

†
k]

)
. (83)

This expression is very similar to the unitary transformations
used previously, the only difference being that âk is multiplied
by F̂k instead of F̂

†
k , making the transformation nonunitary in

general. As before, we assume that F̂k contains slow-phonon
operators only. In cases where F̂

†
k = F̂k, there is no difference

with the unitary case.
Before proceeding with the calculation, let us derive some

basic properties of the transformation in Eq. (83). For simplic-
ity, we will consider a single-mode expression

D̂f = exp[f (â† − â)], f ∈ C (84)

which can be interpreted as a nonunitary generalization of the
coherent state displacement operator D̂α = exp (αâ† − α∗â),
where α ∈ C. Using similar manipulations as in the unitary
case we can show that

D̂−1
f âD̂f = â + f, (85)

D̂−1
f â†D̂f = â† + f, (86)

and, as in the unitary case, D̂−1
f = D̂−f .

Now, we are in a position to generalize the RG protocol to
non-Hermitian Hamiltonians. To this end, we apply Eqs. (85)
and (86) and derive an equation for F̂k in Eq. (83), such that fast
phonons are diagonalized in the new Hamiltonian Ŵ−1

� H̃Ŵ�.
Demanding that terms linear in â

†
k vanish, we obtain

	kF̂k = (αk − F̂k)kμM−1
μν

∫
S
dd p pν�̂ p

+ [F̂k,ĤS] + O
(
	−2

k

)
, (87)

as in the previously discussed RG schemes. For terms linear in
âk to vanish, we obtain a separate equation

	kF̂k = (αk − F̂k)kμM−1
μν

∫
S
dd p pν�̂ p

− [F̂k,ĤS] + O
(
	−2

k

)
. (88)

In contrast to the previously discussed RG schemes, the
second equation (88) poses a condition on F̂k instead of F̂

†
k .

The last two equations for F̂k differ only in a minus sign in front
of the commutator [F̂k,ĤS], which leads to a second-order
contribution O(	−2

k ). Therefore, the leading-order solution for
F̂k is the same as in Eq. (41):

F̂k = αk

	k
kμM−1

μν

∫
S
dd p pν�̂ p + O

(
	−2

k

)
. (89)

As before, the renormalized slow-phonon Hamiltonian is of
the form

Ŵ−1
� H̃Ŵ� = H̃S + δH̃S +

∫
dd k â

†
kâk(	k + 	̂S(k)) (90)

[see Eqs. (43) and (44)].
Next, we generalize the notion of coherent states to the

nonunitary transformations (84). To this end, we define λ =
(f,α)T , λ = (f ∗,α)T and

|λ〉 := D̂f D̂α|0〉, |λ〉 := (
D̂−1

f

)†
D̂α|0〉 = D̂f ∗D̂α|0〉. (91)

In addition, we define a positive-semidefinite scalar product by

λ
∗
λ := λ

†
(

1 1
1 1

)
λ = (f ∗ + α)∗(f + α). (92)

The last equation shows that we may formally set λ = f + α

and λ = f ∗ + α for evaluating the scalar product.
Before proceeding with the calculation, we derive two more

properties of the generalized coherent states. The first concerns
the time-dependent overlap for a single mode, for which we
find

Aλ(t) = 〈λ|e−i	â†ât |λ〉 = exp[−(1 − e−i	t )λ
∗
λ]. (93)

The second concerns the time-dependent overlap including the
number operator, for which we find the following generalized
expression:

nλ(t) = 〈λ|e−i	â†ât â†â|λ〉 = Aλ(t)λ
∗
λe−i	t . (94)

We will now evaluate Eq. (82), but using a more general
expression which will be required for the subsequent tRG steps.
We make use of the fact that αMF

k ∈ R is real [see discussion
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around Eq. (15)]. In the initial tRG step we can thus write
|−αMF

k 〉 ≡ |(0, − αMF
k )T 〉 = |(−αMF

k ,0)T 〉. We will now show
that the tRG describes a flow of time-dependent overlaps of
the form

AP (t) = 〈(−αk,0)T |Ŵ�e−itŴ−1
� H̃Ŵ�Ŵ−1

� |(−αk,0)T 〉. (95)

In order to evaluate Eq. (95), we need to calculate the action
of Ŵ−1

� on |(−αk,0)T 〉. First, we generalize Eq. (47) and note
that F̂k|(−α p,0)T 〉S = fk|(−α p,0)T 〉S, i.e., the slow-phonon
generalized coherent MF states |(−α p,0)T 〉S are eigenstates of

F̂k. Here, fk is defined as in Eq. (48). As in the previous tRG
scheme for physical observables, we find

Ŵ−1
� |(−αk,0)T 〉F|(−α p,0)T 〉s = |λk〉F|(−α p,0)T 〉S, (96)

where λk = (fk − αk,0)T , and similarly

S〈(−α p,0)T |F〈(−αk,0)T |Ŵ� =S 〈(−α p,0)T |F〈λk|. (97)

Combining Eqs. (90), (96), and (97), we can bring the time-
dependent overlap (95) into the simplified form

AP (t) = S〈(−α p,0)T |F〈λk|e−it[
∫

F dd k â
†
k âk(	k+	̂S(k))+H̃S+δH̃S]|λk〉F|(−α p,0)T 〉S + O

(
	−2

k

)
. (98)

As in Sec. V A 1, we proceed by treating the fast-phonon frequency renormalization ∝	̂S(k) perturbatively. Using Eqs. (46),
(93), and (94), we obtain

AP (t) = S〈(−α p,0)T |
[(∏

k∈F

Aλk (t)

)
e−it(H̃S+δH̃S) − i

∫ t

0
dτ

∫
F
dd k e−i(t−τ )(H̃S+δH̃S)nλk (t)	̂S(k)e−iτ (H̃S+δH̃S)

]
|(−α p,0)T 〉S

=
(∏

k∈F

Aλk (t)

)
S

〈(−α p,0)T | exp

[
−i

(
H̃S + δH̃S +

∫
F
dd k λ

∗
kλke

−i	k t 	̂S(k)

)
t

]
|(−α p,0)T 〉S, (99)

as always up to corrections of order O(	−2
k ,δ�2). We thus derived the following factorization:

AP (t) = AF(t)AS(t), (100)

AS(t) = S〈(−α p,0)T | exp

[
−i

(
H̃S + δH̃S +

∫
F
dd k λ

∗
kλke

−i	k t 	̂S(k)

)
︸ ︷︷ ︸

=H̃′
S

t

]
|(−α p,0)T 〉S, (101)

AF(t) =
∏
k∈F

Aλk (t) = exp

[
−

∫
F
dd k(1 − e−i	k t )λ

∗
kλk

]
. (102)

Next, we will bring the renormalized slow-phonon Hamiltonian into a basis of quantum fluctuations around its MF solution.
To this end, we apply the nonunitary MF shifts

V̂MF(�) = exp

(∫
S
dd p δα p(â†

p − â p)

)
, (103)

which differ from their unitary equivalents (56) in that both â p and â
†
p are multiplied by δα p in the exponent [cf. Eq. (84)]. This

allows us to deal with the nonunitary Hamiltonian in Eq. (101).
The calculations to obtain δα p such that terms linear in â p and â

†
p vanish in the new Hamiltonian

H̃(� − δ�) = V̂
†

MF(�)H̃′
SV̂MF(�) (104)

are completely analogous to those presented in Sec. V A 1. They lead to the same form of tRG flow of the generalized coherent
amplitudes, given by α p = −Vp/	 p. The tRG flow equations for the coupling constants also take a similar form.

2. tRG flow equations: Coupling constants

For the mass Mμν and the zero-point energy, we obtain the same equations as for time time-dependent observables and as in
equilibrium:

∂M−1
μν

∂�
= 2M−1

μλ

∫
F
dd−1k

V 2
k

	3
k

kλkσM−1
σν , (105)

∂E0

∂�
= 1

2

∂M−1
μν

∂�

∫
S
dd p pμpν(α p)2. (106)
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For the momentum κx , on the other hand,

∂κx

∂�
= −∂M−1

xx

∂�
Mxxκx + (

1 + 2M−1
xx I (2)

)−1

[
2M−1

xx I (2)

(∫
F
dd−1k kxλ

∗
kλke

−i	k t

)
− I (3)

μν

∂M−1
μν

∂�

]
. (107)

The integrals I (2) and I (3)
μν are defined in Eqs. (31) and (32). Recall that

λk =
(

−αk

[
1 + 1

	k
kμM−1

μν

∫
S
dd p pν |α p|2

]
,0

)T

. (108)

Before discussing the tRG flow equations further, let us
point out an important connection to the ground-state RG flow.
In the long-time limit we can formally set limt→∞ e−i	k t = 0,
i.e., quantum fluctuations have no effect on average. Then,
comparison to the equilibrium flow equations (see Ref. [49])
shows that the tRG is equivalent to the ground-state flow in the
long-time limit.

Although it may be unexpected at first sight that the
time-dependent overlap is determined by a non-Hermitian
Hamiltonian evolution, there is an intuitive explanation why
this is the case: Unlike the time-dependent observables O(t)
discussed in Sec. V A, the time-dependent overlap describes
the amplitude for the state |0〉 to return to itself after a unitary
time evolution |0〉 → e−iH̃t |0〉. Therefore, the information
about any contribution which does not return to |0〉 is com-
pletely lost. The corresponding decay of |AP (t)| in time is
described by the imaginary part of the Hamiltonian.

3. tRG flow equations: Time-dependent overlap

In the remainder of this section, we derive tRG flow
equations for the time-dependent overlap AP (t), starting from
Eqs. (100)–(102). As AP (t) factorizes in every RG step [see
Eq. (100)], it is more convenient to consider the logarithm
of AP (t) which (suppressing the index P for simplicity) we
denote by

B(t) = ln AP (t). (109)

Thus, after running the RG from the initial cutoff �0 down
to a value �, we have

B(t) = B>
� (t) + B<

� (t). (110)

In this expression, the yet unsolved dynamics at smaller
momenta is accounted for by

B<
� (t) = ln〈(−α p,0)T |e−iH̃(�)t |(−α p,0)T 〉, p � �.

(111)

On the other hand, the dynamics at larger momenta is captured
by B>

� (t), which flows in the RG and starts from

B>
�0

(t) = 0. (112)

Let us emphasize again that the time t enters these expres-
sions only as a fixed parameter, while the tRG flow corre-
sponds to a variation of model parameters with �, described
by a differential equation of the form ∂�B>

� (t) = . . . [see
Eq. (116) below]. At the end of the tRG, we will arrive
at a fully converged value for the time-dependent overlap,
B(t) = lim�→0 B>

� (t) + B<
� (t). While lim�→0 B>

� (t) will be

determined from a tRG flow equation, B<
� (t) contains a C-

number contribution E0(t) flowing in the course of the tRG,
plus corrections of order O(�3). Therefore, as � → 0

B(t) = −iE0(t)t + lim
�→0

B>
� (t), (113)

which is the final result of the tRG. As shown above, in
the long-time limit, the ground-state RG flow is recovered,
and consequently E0(t) → E0 converges to the ground-state
polaron energy E0 as t → ∞.

With the notations introduced above, we can now proceed
by discussing the tRG flow equations for B(t). For a single
tRG step we obtain from Eqs. (100) and (101)

B(t) = B>
� (t) + δB� + B<

�−δ�(t), (114)

where we read off (in generalization of the usual coherent
states)

δB� = lnF〈λk|e−it
∫

F dd k 	k â
†
k âk |λk〉F

= −
∫

F
dd k λ

∗
kλk(1 − e−i	k t ). (115)

Thus, we arrive at the following tRG flow equation:

∂B>
� (t)

∂�
=

∫
F
dd−1k λ

∗
kλk(1 − e−i	k t ). (116)

Some comments are in order about the tRG flow equation
(116). To begin with, we note that in the limit t → ∞, the
complex phase factors e−i	k t vanish because of dephasing, and
we can effectively set limt→∞ e−i	k t = 0. Thus, by comparing
to the RG flow equation of the logarithm of the quasiparticle
weight ln Z (see Ref. [40]) and employing Eq. (113), we obtain

lim
t→∞ B(t) ≡ lim

t→∞ ln AP (t) = −iE0t − ln Z. (117)

This result represents an important consistency check for the
tRG procedure; it can be shown rigorously, using a standard
Lehman-type spectral decomposition, that in the long-time
limit the time-dependent overlap AP (t) is determined solely
by ground-state properties (see Ref. [44] for a discussion).

A second important remark concerns the relation of the
tRG flow equation (116) to the MF result for the time-
dependent overlap AP (t). In Appendix B, we discuss the
spherically symmetric situation (i.e., P = 0) and show that
both expressions for AP (t) (from tRG and MF) have an almost
identical form in that case. To obtain the MF expression, one
has to merely discard the tRG flow, i.e., replace 	k → 	MF

k
and λk,λk → −αMF

k in the tRG expression, and drop energy
corrections �E in the expression for E0 due to the RG.
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VI. SUMMARY AND OUTLOOK

We developed a time-dependent renormalization group
(tRG) technique to solve far-from-equilibrium quantum impu-
rity problems. We applied the method to the ubiquitous class of
Fröhlich Hamiltonians, for which we presented derivations of
the tRG flow equations. We demonstrated that our approach
allows calculation of the spectral function as well as the
formation dynamics of polarons. We analyzed the latter by
studying impurity trajectories following an interaction quench.

We applied the tRG method to analyze the dynamics of
impurity atoms inside a Bose-Einstein condensate. At weak
couplings, the Fröhlich Hamiltonian provides an accurate
description of this problem. We also studied corrections be-
yond the Fröhlich paradigm which need to be included at
stronger couplings. For the spectral function, we generalized
the tRG equations to include two-phonon terms and quantum
fluctuations when the total polaron momentum is zero. We also
performed time-dependent MF calculations of the full model
within the Bogoliubov approximation and calculated polaron
trajectories. On the attractive side of a Feshbach resonance, we
demonstrated that the main effect of the additional two-phonon
terms is to renormalize the coupling constant of the effective
Fröhlich model, even far from equilibrium. Therefore, we
expect that our predictions are relevant for current experiments
with ultracold atoms.

For light impurities in the intermediate-coupling regime,
we predict nontrivial polaron trajectories following a sudden
interaction quench. We have shown that the impurity can
be dramatically slowed down. Because the velocity of the
impurity stays below the speed of sound in the surrounding
superfluid, phonons cannot be emitted efficiently. Hence, the
dramatic slowdown can serve as an indirect indicator for
strong polaronic mass renormalization in the system. This
conclusion is supported by the observation that the effect of
quantum fluctuations is to renormalize the effective mass in
the tRG approach to larger values. Assuming that the polaron
momentum is approximately conserved in the dynamics, the
impurity velocity in the steady state at long times is thus ex-
pected to decrease by a corresponding amount due to quantum
fluctuations. This picture is consistent with our result that the
MF approach, neglecting quantum fluctuations, predicts higher
impurity velocities at long times compared to tRG simulations
including such fluctuations.

Currently, it is unclear as to how large the effective polaron
mass is for the experimentally realized Bose polarons at strong
couplings [17,18]. While experimental measurements are still
lacking, the question has been controversially discussed by
theorists [17,26,28]. We expect, therefore, that experiments
realizing polaron dynamics as discussed in this paper can shed
new light on this question. A more direct measurement of
the effective polaron mass can be obtained by adiabatically
switching on the impurity-boson interactions and detecting the
resulting slowdown of the polaron.

In the spectral function, we found a dramatic shift of spectral
weight to higher energies in the strong-coupling regime for
light impurities. This is consistent with recent measurements
[17,26].

Our theoretical method can also be applied to even stronger
couplings. Our initial calculations showed that the polaron

trajectories could reverse direction after the interaction quench
for light impurities and strong couplings. However, it remains
unclear how reliable this prediction is, and this regime will be
explored further in future work.

We now comment on possible extensions of our work
beyond the polaron problems. The basic idea of our approach is
to diagonalize phonon modes step by step at different momenta.
Each mode is described by a free harmonic oscillator in the new
frame of reference chosen during the tRG protocol. In general,
this type of methodology is well suited for solving problems
involving multiple time scales. It can be easily generalized
to analyze other far-from-equilibrium problems. A system
closely related to the quantum impurity problem is the so-called
angulon, i.e., a problem of rotational excitations of molecules
immersed in a quantum fluid [86–89]. This system was
shown to exhibit quasiparticles similar to polarons, but with
a conserved total angular momentum and a cloud of angular
excitations renormalizing the moments of inertia. We expect
that the tRG approach can be straightforwardly generalized to
study far-from-equilibrium dynamics of angulons.

The tRG method can be generalized to problems with an
explicit time dependence, as demonstrated in Appendix A.
This allows calculating different types of dynamics relevant
in ongoing experiments with ultracold atoms, including aver-
aging over trap effects, finite ramping times through Feshbach
resonances, or polaron transport in the presence of an external
force. Another important aspect of cold atom experiments
are effects of finite temperatures [58,60,90,91]. By keeping
track of thermal populations of phonon modes in the tRG, we
expect that our approach can also be generalized to address
far-from-equilibrium polaron problems at finite temperatures
in the future.
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APPENDIX A: tRG FOR HAMILTONIANS
WITH EXPLICIT TIME DEPENDENCE

In this Appendix we generalize our tRG method to Hamil-
tonians Ĥ(t) with an explicit time dependence. This situation
appears naturally, for example, when an external force F is
applied to the impurity and the total system momentum P(t) =
P(0) + ∫ t

0 dτ F(τ ) in the LLP Hamiltonian becomes time
dependent. Another example is when interactions are ramped
up slowly instead of considering an infinitesimal interaction
quench as above. This scenario is naturally realized when a
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magnetic field is ramped through a Feshbach resonance in a
finite time, making the coupling constant α(t) time dependent.

1. Derivation

Our goal is to calculate time-dependent observables such
as the phonon number. As before, the idea is to expand around
the instantaneous MF solution αk(t) of the Hamiltonian ĤP (t).
Starting from the phonon vacuum |ψ0〉 = |0〉 as in the main
text, we obtain Nph(t) = NMF

ph (t) + �Nph(t), where NMF
ph (t) is

the MF phonon number obtained from the instantaneous MF
solution αk(t) of the Hamiltonian ĤP (t). Corrections are given
by

�Nph(t) =
∫ �0

dd k
〈−αMF

κ (0)
∣∣T ei

∫ t

0 dτ H̃eff(τ )�̂k(�0,t)

× T e−i
∫ t

0 dτ H̃eff(τ )
∣∣−αMF

κ (0)
〉
. (A1)

Here, the effective Hamiltonian is given by

H̃eff(t) = H̃(t) + i

∫ �0

dd k
[(

∂α∗
k(t)

∂t

)
âk − H.c.

]
, (A2)

where the first term is the Hamiltonian (17) obtained from
expanding around the instantaneous MF solution αk(t), and
the second term describes nonadiabatic corrections.

To apply the same diagonalization of fast phonons as in the
main text, we introduce a Trotter decomposition in Eq. (A1).
This leaves us with a discrete set of time steps τ1, . . . ,τN with
a spacing δτ . At any infinitesimal step, we can diagonalize
fast phonons by inserting the unitary transformations Ŵ�(τj )
[see Eq. (40)], defined now for the instantaneous Hamiltoni-
ans H̃(τj ). First of all, this leads to additional nonadiabatic
corrections because

Ŵ
†
�(τj+1)Ŵ�(tj ) = exp

[
δτ

∫
F
dd k â

†
k

∂F̂k(τj )

∂t
− H.c.

]
.

(A3)

As these terms go like F̂k = O(	−1
k ), they can be neglected

and we obtain the same solution F̂k(t) required for the diago-
nalization of fast phonons [Eq. (41)] as before.

Next, we calculate the renormalized Hamiltonian
Ŵ

†
�(τ )H̃eff(τ )Ŵ�(τ ). The nonadiabatic corrections in Eq. (A2)

lead to an additional renormalization of the slow-phonon
Hamiltonian

i

∫
F
dd k

[
F̂

†
k

∂αk

∂t
− F̂k

∂α∗
k

∂t

]
, (A4)

which vanishes when αk(t) ∈ R is real (such that F̂
†
k = F̂k).

As we expand around the instantaneous MF solutions, we have
enough gauge freedom to make this choice.

The most important difference to the time-independent
protocol is that the fast-phonon Hamiltonian now contains
nonadiabatic corrections linear in âk [see Eq. (A2)]. Hence,
the dynamics of the fast-phonon coherent states |λk(τ )〉 [cf.
Eq. (66)] are determined by

i∂t |λk(t)〉 =
[
	k(t)â†

kâk + i
∂αk(t)

∂t
(âk − â

†
k)

]
|λk(t)〉.

(A5)

The initial condition is the same as before:

λk(0) = −αk(0)

[
1 + kμM−1

μν (t = 0)

	k

∫
S
dd p pνα

2
p(0)

]
.

(A6)

Finally, we can introduce the tRG flow of the MF amplitudes
αk(�,t) by inserting unitary transformation V̂MF(�,τj ) as
in Eq. (56) in the Trotter decomposition. This changes the
Hamiltonians H̃(τj ) as before. The nonadiabatic corrections
(A2) retain their form, but the MF amplitudes αk(�,t) depend
on both � and t .

2. Result

Summarizing the results from above, we end up with the
following universal Hamiltonian:

H̃(�,t) = E0(�,t) +
∫ �

dd k â
†
kâk	k(�,t)

+
∫ �

dd k dd k′ kμM−1
μν (�,t)k′

ν

2
: �̂k(�,t)�̂k′(�,t) :

+ i

∫ �

dd k
∂αk(�,t)

∂t
(âk − â

†
k), (A7)

similar to Eq. (17).
For every point in time t , we obtain the same tRG flow

equations as in Eqs. (29), (30), and (34)–(36). Note that the
coupling constants M−1

μν (�,t) and κx(�,t) as well as E0(�,t)
become explicitly time dependent. Most importantly, λk(t)
is now determined by Eqs. (A5) and (A6). These equations
contain information about all higher momenta and all previous
times. Nevertheless, they are easy to solve numerically because
different k modes can be considered independently.

APPENDIX B: MEAN-FIELD EXPRESSION
FOR TIME-DEPENDENT OVERLAPS

As discussed in Ref. [44], the time-dependent overlap AP (t)
can easily be calculated from a time-dependent variational MF
wave function |ψ(t)〉 = e−iχ(t) ∏

k |αk(t)〉. In this appendix,
we clarify the relation between the time-dependent overlap
AP (t) obtained from the MF variational calculation and from
the dynamical RG protocol. For simplicity, we focus on the
spherically symmetric case when the total system momentum
P = 0 vanishes.

We start by deriving an exact analytic expression for the
time-dependent overlap AMF

0 (t) obtained from the variational
MF ansatz. To this end, we solve the equations of motion
for αk(t) and χ (t), obtained from Dirac’s time-dependent
variational principle in Ref. [44]. The initial condition is
αk(0) = 0, which respects the spherical symmetry. Because
P = 0, we see that PMF

ph (t) = 0 for all times t . This leads to
the exact expressions

αk(t) = −iVk

∫ t

0
dτ e−i	MF

k (t−τ ), (B1)

χ (t) = Re
∫ t

0
dτ

∫
dd k Vkαk(τ ), (B2)

where 	MF
k = ωk + k2

2M
.
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From the variational wave function one directly derives the
following result for the time-dependent overlaps:

AMF
0 (t) = e−iχ (t)− 1

2 NMF
ph (t), NMF

ph (t) =
∫

dd k|αk(t)|. (B3)

Using Eqs. (B1) and (B2) in this expression, we end up with
an analytical expression for AMF

0 (t),

AMF
0 (t) = e

∫
dd k

V 2
k

	MF
k

[it− 1
	MF

k
(1−e

−i	MF
k t )]

. (B4)

The variational MF theory becomes integrable in the spher-
ically symmetric case because of the absence of coupling
elements between phonons of different momenta k �= k′. When
quantum fluctuations are included, we expect such couplings to
become relevant, and this is indeed the case for the Hamiltonian
in Eq. (17). The goal of the dynamical RG, on the other hand, is
to eliminate these couplings by a series of infinitesimal unitary
transformations, which we achieve perturbatively in every

momentum shell. We end up with a simpler but renormalized
Hamiltonian for every momentum shell, the dynamics of which
is solved exactly by a MF wave function.

Indeed, integrating the tRG flow equations (116) for AP (t)
in the case P = 0, we obtain

ARG
0 (t) = e

−it�E+it
∫

dd k
V 2
k

	k
−∫

dd k λ
∗
kλk(1−e−i	k t )

. (B5)

Here, �E = E0 − EMF
0 denotes polaron ground-state energy

corrections by the RG and 	k is the renormalized phonon
frequency [see Eq. (19)], where the coupling constantM−1

μν (�)
has to be evaluated at � = k (note that κμ = 0 when P = 0).
Moreover, λk is defined in Eq. (108), and to leading order

λk = −αk
[
1 + O

(
	−1

k

)]
. (B6)

In conclusion, the form of Eq. (B5) is closely related to the
MF result (B4). If the tRG flow is discarded, the MF result is
exactly reproduced by the tRG approach.
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