
 

 

Martin Anthony and Joel Ratsaby 

Large width nearest prototype 
classification on general distance spaces 
 
Article (Accepted version) 
(Refereed) 
 
 

 Original citation: 
Anthony, Martin and Ratsaby, Joel (2018) Large width nearest prototype classification on 
general distance spaces. Theoretical Computer Science. ISSN 0304-3975 (In Press) 
 
© 2018 Elsevier B.V. 
 
This version available at: http://eprints.lse.ac.uk/87680/ 
Available in LSE Research Online: April 2018 
 
LSE has developed LSE Research Online so that users may access research output of the 
School. Copyright © and Moral Rights for the papers on this site are retained by the individual 
authors and/or other copyright owners. Users may download and/or print one copy of any 
article(s) in LSE Research Online to facilitate their private study or for non-commercial research. 
You may not engage in further distribution of the material or use it for any profit-making activities 
or any commercial gain. You may freely distribute the URL (http://eprints.lse.ac.uk) of the LSE 
Research Online website.  
 
This document is the author’s final accepted version of the journal article. There may be 
differences between this version and the published version.  You are advised to consult the 
publisher’s version if you wish to cite from it. 
 
 
 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by LSE Research Online

https://core.ac.uk/display/156786051?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.lse.ac.uk/researchAndExpertise/Experts/profile.aspx?KeyValue=m.anthony@lse.ac.uk
https://www.sciencedirect.com/journal/theoretical-computer-science
http://eprints.lse.ac.uk/87680/


Large width nearest prototype classification on general
distance spaces

Martin Anthony, Joel Ratsaby

Department of Mathematics, London School of Economics and Political Science, Houghton
Street, London WC2A2AE, U.K.

Department of Electrical and Electronics Engineering, Ariel University of Samaria, ARIEL
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Abstract

In this paper we consider the problem of learning nearest-prototype classifiers
in any finite distance space; that is, in any finite set equipped with a distance
function. An important advantage of a distance space over a metric space is that
the triangle inequality need not be satisfied, which makes our results potentially
very useful in practice. We consider a family of binary classifiers for learning
nearest-prototype classification on distance spaces, building on the concept of
large-width learning which we introduced and studied in earlier works. Nearest-
prototype is a more general version of the ubiquitous nearest-neighbor classifier:
a prototype may or may not be a sample point. One advantage in the approach
taken in this paper is that the error bounds depend on a ‘width’ parameter,
which can be sample-dependent and thereby yield a tighter bound.

1. Introduction

Learning Vector Quantization (LVQ) and its various extensions introduced by
Kohonen [22] are used successfully in many machine learning tools and applica-
tions. Learning pattern classification by LVQ is based on adapting a fixed set of
labeled prototypes in Euclidean space and using the resulting set of prototypes
in a nearest-prototype rule (winner-take-all) to classify any point in the input
space. As [21] mentions, LVQ fails if Euclidean representation is not well-suited
for the data; and there have been extensions of LVQ to try to allow different
metrics [21, 26] and take advantage of samples for which a more confident (or a
large margin) classification can be obtained. Generalization error bounds with
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dependence on this sample margin are stated in [21, 26] for learning over Eu-
clidean spaces and, as is usually the case for large-margin learning [1], the error
bounds are tighter than ones with no sample-margin dependence. The results
of such work are important as they explain why LVQ works well in practice in
Euclidean metric spaces.

There are learning domains in which it is difficult to formalize quantitative fea-
tures that are encoded as numerical variables which together constitute a vector
space (usually Euclidean) to discriminate between objects that belong to dif-
ferent classes [24]. Learning over such domains requires a qualitative approach
which tries to describe the structure of objects in a way that is similar to how
humans do, for instance, in terms of morphological elements of objects. Ob-
jects are then represented not by numerical vectors but by other means such
as strings of symbols which can be compared using a dissimilarity (or distance)
function. This approach is much more flexible than the one based on numerical
features since there are many existing distance functions [23] and new ones can
be defined easily for any kind of objects, for instance, bioinformatic sequences,
graphs, images, etc., and they do not have to satisfy the requirements of a met-
ric. However, most learning algorithms, in particular neural networks which
have been very succesfull recently, require a Euclidean, or more generally vector
spaces, that are represented by numerical features. Such problem domains are
potential applications of prototype-based learning over non-Euclidean, or more
generally, non-metric spaces.

In [10] we studied learning binary classification with nearest-prototype classi-
fiers over metric spaces and obtained sample-dependent error bounds. In the
current paper we consider learning binary classification on finite distance spaces;
that is, finite sets equipped with a distance function (often called ‘dissimilarity
measure’ [23]) where the classifiers (which we call nearest-prototype classifiers)
are generalizations of the well known nearest neighbor classifier [16]. An im-
portant advantage of a distance space over a metric space is that the triangle
inequality need not be satisfied, which makes our results potentially very useful
in practice. Our definition of distance function is quite loose in that it does not
need to satisfy any of the non-negativity, symmetry or reflexivity properties of
a proper distance function [23]. We still call it a distance because, as far as we
can expect in applying our learning results, any useful space has at least the
non-negativity property and so we will assume in the paper that the distance
function satisfies the non-negativity property.

We consider a family of binary classifiers for learning nearest-prototype clas-
sification on distance spaces, building on the concept of large-width learning
which was introduced in [3] and expanded in various classification settings [4–
12]. The advantage in this approach is that the error bounds depend on the
‘width’ parameter which can be sample-dependent and thereby yield a tighter
error bound. While both width and margin functions represent a form of confi-
dence in classification, width functions are not based on any real-valued function
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(in contrast to the notion of margin) but instead are always based specifically on
functions that measure the distance between a point and some set of points that
are labeled oppositely. Analysis of learning with width functions is more effi-
cient because the underlying class of real-valued functions (which is discretized
in order to obtain the classifiers) is less rich than general-real valued classes that
are used in margin-learning. Thus learning classification with a class of width
functions yields tighter data-dependent bounds on the generalization error.

In the current paper, we define a width function which measures the difference
between the distance from a test point x (to be classified) to its nearest negative
prototype and the distance to its nearest positive prototype. The classifier’s
decision is defined as the sign of this difference. The set of prototypes from
which these two nearest ones are obtained is very general in that it can be
any set of points in the distance space. In particular, it can be a subset of
the sample and can be determined via any algorithm. The error bounds that
we state in the current paper apply regardless of the algorithm that is used
to determine these prototypes. The fact that we deal with a distance space,
rather than a metric space, means that the triangle inequality need not be
satisfied. The error bound depends on quantities that can be evaluated directly
from a matrix which consists of the half-space functions over the distance space.
This matrix is a function of the distance matrix of the space and hence it can be
computed efficiently using massively parallel processing techniques, for instance,
as in [13, 14].

Also, as mentioned above, our use of the concept of distance is loose, so that,
for instance, not only that the triangle inequality need not be satisfied, but also
none of the three standard properties of a distance need to be satisfied either
(though, we do assume non-negativity in the current application).

2. Setup

2.1. Nearest-prototype classifiers

For a positive integer n, let [n] := {1, 2, . . . , n}. We consider a finite set X :=
{x1, . . . , xN} with a binary set Y = {−1, 1} of possible classifications. Let d,
a ‘distance function’, be a function from X × X to R. Let us assume that d is
normalized such that

diam (X ) := max
1≤i,j≤N

d(xi, xj) = 1.

A prototype pi ∈ X is a point in the distance space that has an associated label
σi ∈ Y. We denote by

p+
i , p

−
j
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a prototype with label σi = 1 and a prototype with label σj = −1, respectively.
When the label of a prototype is not explicitly mentioned we write pi. Given
a fixed integer n ≥ 2, we consider learning the family of classifiers that are
defined by the nearest-neighbor rule defined by a set of n prototypes. We refer
to any such classifier by hR,σ and it is defined by an ordered set of prototypes
R = {pi}ni=1 and their corresponding label vector σT := [σ1, . . . , σn], σi ∈ Y,
1 ≤ i ≤ n. The order of the set R can be defined based on any ordering of X
and it allows us to fix σ in advance and consider all classifiers obtained by all
ordered sets R. We define hR,σ to be a nearest-prototype classifier as follows:
let

N+ = N+(σ) := {i ∈ [n] : σi = 1} , N− = N−(σ) := {i ∈ [n] : σi = −1} .

Then, given x,

hR,σ(x) =

{
−1 if argmin1≤i≤nd(x, pi) ∈ N−
1 otherwise.

(1)

Let us denote by ξ a sample of m labeled examples

ξ := {(Xi, Yi)}mi=1 . (2)

In the current paper, a prototype pi may be any point in X ; in particular,
one that depends on the sample ξ directly or via some learning algorithm. For
instance, if (R, σ) = ξ, then hR,σ is the well known nearest-neighbor classifier
[16]. If the labeled prototype set is only a subset of the sample, (R, σ) ⊆ ξ, then
hR,σ belongs to a family of the so-called ‘edited nearest-neighbor’ classifiers [19].
The prototype set (R, σ) may not necessarily be a subset of the sample ξ, but
could be derived from it via some adaptive procedure such as the LVQ algorithm
[22], in which case hR,σ would be the LVQ classifier. In the current paper, any
such classifier is referred to as a nearest-prototype classifier and, as mentioned
above, is denoted by hR,σ.

2.2. Probabilistic modeling of learning

We work in the framework of the popular ‘PAC’ model of computational learning
theory (see [15, 29]). This model assumes that the labeled examples (Xi, Yi) in
the training sample ξ have been generated randomly according to some fixed
(but unknown) probability distribution P on Z = X × Y. (This includes, as
a special case, the situation in which each Xi is drawn according to a fixed
distribution on X and is then labeled deterministically by Yi = t(Xi) where
t is some fixed function.) Thus, a sample (2) of length m can be regarded as
being drawn randomly according to the product probability distribution Pm. In
general, suppose that H is a set of functions from X to {−1, 1}. An appropriate
measure of how well h ∈ H would perform on further randomly drawn points is
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its error, erP (h), the probability that h(X) 6= Y for random (X,Y ) which can
be expressed as

erP (h) = P (h(X) 6= Y ) = P (Y h(X) < 0) . (3)

Given any function h ∈ H, we can measure how well h matches the training
sample through its sample error

erξ(h) =
1

m
|{i : h(Xi) 6= Yi}|

(the proportion of points in the sample incorrectly classified by h). Much clas-
sical work in learning theory (see [15, 29], for instance) related the error of a
classifier h to its sample error. A typical result would state that, for all δ ∈ (0, 1),
with probability at least 1− δ, for all h ∈ H we have erP (h) < erξ(h) + ε(m, δ),
where ε(m, δ) (known as a generalization error bound) is decreasing in m and δ.
Such results can be derived using uniform convergence theorems from probabil-
ity theory [20, 25, 30], in which case ε(m, δ) would typically involve a quantity
known as the growth function of the set of classifiers [1, 15, 29, 30]. More re-
cently, emphasis has been placed on ‘learning with a large margin’. (See, for
instance [1, 2, 27, 28].) The rationale behind margin-based, or width-based gen-
eralization error bounds is that if a classifier has managed to achieve a ‘wide’
separation between the points of different classification, then this indicates that
it is a good classifier, and it is possible that a better generalization error bound
can be obtained. Margin-based results apply when the classifiers are derived
from real-valued function by ‘thresholding’ (taking their sign). A more direct
approach which does not require real-valued functions as a basis for classifica-
tion margin, uses the concept of width (introduced in [3]) and studied in various
settings in [4–12].

2.3. Width and error of a classifier

We define the width of hR,σ at a point x∈ X as follows:

whR,σ (x) := min
1≤i≤n:σi 6=h(x)

d (x, pi)− min
1≤i≤n:σi=h(x)

d (x, pi) . (4)

In words, the width of h at x is the difference between the distance to the nearest-
unlike-prototype of x and the distance to the nearest-prototype to x where unlike
means of a different sign than x. In [12] we consider binary classifiers that are
based on a pair of oppositely labeled prototypes and use this definition of width,
which, in this case, becomes simply d(x, p−)− d(x, p+).

The signed width (or margin) function corresponding to (4) is defined as

fR,σ(x) := fhR,σ (x) = hR,σ(x)whR,σ (x). (5)
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Note that this definition means that for x equidistant from two oppositely la-
beled prototypes p, q ∈ R that are each the closest to x from all other proto-
types of the same label, the value of the margin fR,σ(x) at this x is zero. This
definition is intuitive and actually makes the analysis simpler compared to an
alternative definition of width [7].

This definition of width is an application of a more general definition of width,
introduced in [4, 6], which takes the form f(x) = d(x, S−)− d(x, S+), where S−
and S+ are any disjoint subsets of the input space that are labeled −1 and 1,
respectively. (In [7–9], a slightly different definition of width was used where
the union of the disjoint sets S− and S+ equals the input space.)

In [10] we considered binary classifiers which are also based on prototypes where
the decision is not based on the nearest-prototype but is based on the combined
influence of several prototypes based on certain regions of influence. The present
notion of width was not explicitly utilized there.

For a positive margin parameter γ > 0 and a training sample ξ, the empirical
(sample) γ-margin error is defined as

P̂m(Y fR,σ(X) ≤ γ) =
1

m

m∑
j=1

I (YjfR,σ(Xj) ≤ γ) .

(Here, I(A) is the indicator function of the set, or event, A.)

Define the function

sgn(a) :=

{
1 if a > 0

−1 if a ≤ 0.

For the purpose of bounding the generalization error it is convenient to express
the classification h(X) in terms of the signed width as follows,

hR,σ(X) = sgn (fR,σ(X)) .

Therefore the generalization error erP (hR,σ) can be bounded as follows

erP (hR,σ) = P (hR,σ(X) 6= Y ) (6)

= P (Y fR,σ(X) < 0) + P (Y = 1, fR,σ(X) = 0)

≤ P (Y fR,σ(X) ≤ 0) . (7)

Our aim is to show that the upper bound (7) on the generalization misclassifi-
cation error is not much greater than P̂m (Y fR,σ(X) ≤ γ). Explicitly, we aim
for bounds of the form: for all δ ∈ (0, 1), with probability at least 1− δ, for all
γ ∈ (0,diam(X )], we have

erP (hR,σ) ≤ P̂m(Y fR,σ(X) ≤ γ) + ε(m, γ, δ).
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This will imply that if the learner finds a hypothesis which, for a large value of
γ, has a small γ-margin error, then that hypothesis is likely to have small error.

The advantage of working with the notion of width is that it is possible to have
such a uniform bound over a very large family of classifiers. For instance, in [7]
we obtained such bounds for learning the family of all possible binary classifiers
on any finite metric space and in [9] we did the same for multi-category classifiers
over infinite metric spaces. As mentioned above, in the current work, we consider
particular kinds of classifiers hR,σ that are defined on the nearest-prototype rule
based on a fixed number n of prototypes. Thus we expect that the bound that
we obtain is tighter than the one in [7], which holds for the family of all binary
classifiers.

To obtain a uniform bound, we are interested in showing that the probability of
the ‘bad event’ — namely, that there exists some value of γ and some classifier
hR,σ such that the generalization error is not bounded from above by some small
deviation ε from the empirical γ-margin error — is small. That is, we aim to
bound the following failure probability:

PmX,Y

ξ : ∃γ, ∃σ, ∃R, P (Y fR,σ(X) ≤ 0) >
1

m

m∑
j=1

I {YjfR,σ(Xj) ≤ γ}+ ε


 .

(8)
This can be expressed as follows:

PmX,Y

ξ : ∃γ, ∃σ, ∃R, P (Y fR,σ(X) > 0) <
1

m

m∑
j=1

I {YjfR,σ(Xj) > γ} − ε


 .

(9)
Let us fix γ for now, and deal with bounding the probability

PmX,Y

ξ : ∃σ, ∃R, P (Y fR,σ(X) > 0) <
1

m

m∑
j=1

I {yjfR,σ(xj) > γ} − ε


 .

(10)

3. Towards bounding the probability

3.1. Representing the bad event by related sets

Define the set MR,σ,γ ⊂ X × Y as follows,

MR,σ,γ := {(x, y) : yfR,σ(x) > γ}

and let
M+
R,σ,γ := {(x, 1) : fR,σ(x) > γ} (11)
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M−R,σ,γ := {(x,−1) : fR,σ(x) < −γ} . (12)

Note that

MR,σ,γ =
{
MR,σ,γ

⋂
{(x, y) : y = 1}

}⋃{
MR,σ,γ

⋂
{(x, y) : y = −1}

}
= M+

R,σ,γ

⋃
M−R,σ,γ . (13)

We can write
P (Y fR,σ(X) > γ) = P (MR,σ,γ)

and
1

m

m∑
j=1

I {YjfR,σ(Xj) > γ} = Pm (MR,σ,γ) ,

where Pm denotes the empirical measure based on a sample of length m. Thus
(9) is expressed as

PmX,Y ({ξ : ∃γ, ∃σ, ∃R, P (MR,σ,0) < Pm (MR,σ,γ)− ε}) .

Let ε(γ) be any function depending on γ, in a way to be specified later and
define the set E(γ) ⊆ (X × Y)m as

E(γ) := {ξ : ∃σ∃R, P (MR,σ,0) < Pm (MR,σ,γ)− ε(γ)} . (14)

Then substituting ε(γ) for ε in (10) implies that (10) equals the probability
PmX,Y (E(γ)). It follows that (8) equals

PmX,Y

 ⋃
γ∈(0,diam(X )]

E(γ)

 . (15)

Let L be an integer (to be specified in a section further below). For integer
0 ≤ l ≤ L+1 , let γl be a decreasing sequence such that the following conditions
hold:

1. 0 ≤ γl ≤ 1

2. γ0 = 1, γL+1 = 0.

Denote by

C :=

L∑
l=1

γl.

While all the above quantities L, γl and C may depend on X , we keep this
dependence implicit in the notation.
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Define Γl := (γl, γl−1] for 1 ≤ l ≤ L+ 1. Then (15) equals

PmX,Y

L+1⋃
l=1

⋃
γ∈Γl

E(γ)

 ≤ L+1∑
l=1

PmX,Y

 ⋃
γ∈Γl

E(γ)

 . (16)

Define the set El ⊆ (X × Y)m as

El := {ξ : ∃σ∃R, P (MR,σ,γl) < Pm (MR,σ,γl)− ε(γl−1)} .

Henceforth, assume that ε(γ) is a non-increasing function over each interval Γl.

Proposition 1. For any γ ∈ Γl, E(γ) ⊆ El.

Proof. We haveMR,σ,0 ⊇MR,σ,γl ; thus P (MR,σ,0) ≥ P (MR,σ,γl). AndMR,σ,γl ⊇
MR,σ,γ since γl ≤ γ. Therefore Pm (MR,σ,γ) ≤ Pm (MR,σ,γl). For γ ≤ γl−1, by
the above assumption on ε, ε(γ) ≥ ε(γl−1). It follows that E(γ) ⊆ El.

The event that there exists σ and R such that P (MR,σ,γl) < Pm (MR,σ,γl) −
ε(γl−1) holds, together with (13), implies that either of the following events
occurs: there exists σ and R such that

P
(
M+
R,σ,γl

)
< Pm

(
M+
R,σ,γl

)
− ε(γl−1)/2

or there exists a σ and R such that

P
(
M−R,σ,γl

)
< Pm

(
M−R,σ,γl

)
− ε(γl−1)/2.

Let
E+
l :=

{
ξ : ∃σ∃R, P

(
M+
R,σ,γl

)
< Pm

(
M+
R,σ,γl

)
− ε(γl−1)/2

}
(17)

and

E−l :=
{
ξ : ∃σ∃R, P

(
M−R,σ,γl

)
< Pm

(
M−R,σ,γl

)
− ε(γl−1)/2

}
. (18)

Then
PmX,Y (El) ≤ PmX,Y

(
E+
l

)
+ PmX,Y

(
E−l
)
.

3.2. Bounding the probability in terms of the growth function

We now aim to bound from above the first probability PmX,Y
(
E+
l

)
. We briefly

first recall the definitions of growth function and VC-dimension [30]. Suppose
that C is a collection of subsets of a set Z. Let S be any (finite) subset of Z.
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Then a dichotomy of S by C is a set of the form S ∩C where C ∈ C. We denote
the number of dichotomies of S by C as #(C;S). Thus,

#(C;S) = |{S ∩ C : C ∈ C}| .

Then the growth function of C is the function ΠC : N → N defined as follows:
for m ∈ N,

ΠC(m) = max{#(C;S) : S ⊆ Z, |S| = m}.

The VC-dimension of C is (infinity, or) the largest value of m such that ΠC(m) =
2m. (A set S of size m such that #(C;S) = 2m is said to be shattered by C.)

Define the classes

M+
γl

:=
{
M+
R,σ,γl

: σ ∈ Yn, R ⊂ X
}
, M−γl :=

{
M−R,σ,γl : σ ∈ Yn, R ⊂ X

}
.

Denote by ΠM+
γl

(m) the growth function of the class M+
γl

. By [30] (see also

Theorem 4.3 of [1]), it follows that

PmX,Y
(
E+
l

)
≤ 4ΠM+

γl
(2m) exp

(
−mε2(γl−1)/32

)
and

PmX,Y
(
E−l
)
≤ 4ΠM−

γl
(2m) exp

(
−mε2(γl−1)/32

)
.

Define G(m, γ) to be an upper bound on ln
(

ΠM+
γ

(2m)
)

and ln
(

ΠM−
γ

(2m)
)

,

to be specified later, such that choosing

ε(γ) :=

√
32

m

(
G(m, γ) + ln

(
8(C + 1)

γδ

))
(19)

makes the inequality ε(γ) ≥ ε(γl−1) hold for all γ ∈ Γl, as required for Propo-
sition 1 and for the definition of ε(γ) in (14). Then substituting γl−1 for γ in
(19) and letting (19) be the choice for ε(γl−1) in (17), it follows from Theo-
rems 3.7, 4.3 of [1] that both P

(
E+
l

)
and P (E−l ) are bounded from above by
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γl−1δ/2(C + 1). From Proposition 1, it follows that (16) is bounded as follows:

L+1∑
l=1

PmX,Y

 ⋃
γ∈Γl

E(γ)

 ≤
L+1∑
l=1

PmX,Y (El) (20)

≤
L+1∑
l=1

PmX,Y
(
E+
l

)
+

L+1∑
l=1

PmX,Y
(
E−l
)

(21)

≤ 2

(
δ

2(C + 1)

) L+1∑
l=1

γl−1

=
δ

C + 1

(
L+1∑
l=1

γl−1

)

=
δ

C + 1

(
L∑
l=0

γl

)

=
δ

C + 1

(
L∑
l=1

γl + 1

)
= δ. (22)

In the next section, we derive a value of G(m, γ) which bounds from above the
logarithm of the growth functions of M+

γ and M−γ .

4. Bounding the growth function

In this section we bound the growth functions of the classes M+
γ and M−γ .

4.1. Half-spaces of X

Define ind(pi) ∈ [N ] to be the index of a point x such that pi = xind(pi), that is,
ind(pi) is the index of a prototype with respect to the pre-determined ordering
of the distance space X . Clearly, each pi has a unique ind(pi) value.

For any i, j ∈ [N ], define an affined half-space set as follows:

W (i,j)
γ := {x : d(x, xj)− d(x, xi) > γ} . (23)

Let the class of such sets be

Wγ :=
{
W (i,j)
γ : 1 ≤ i, j ≤ N, j 6= i

}
.
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4.2. Matrix representation

Recall that X = {x1, . . . , xN}. Since a prototype may be any point in X then,
in general, for any pair of prototypes p, q ∈ X there is some 1 ≤ i 6= j ≤ N ,

such that p = xi, q = xj . Write W
(p,q)
0 := W

(i,j)
0 . Then W

(i,j)
0 corresponds to

the positive elements of the following vector:

F
(i)
j :=

 d(x1, xj)− d(x1, xi)
...

d(xN , xj)− d(xN , xi)

 . (24)

Note that taking the sign of a vector F
(i)
j yields a partition of X into two

parts, referred to as half-spaces. For a real vector v ∈ RN define sgn(v) =

[sgn(v1), . . . , sgn(vN )]. Hence sgn(F
(i)
j ) corresponds to a half-space on X .

Fix any point xi ∈ X and let the N × (N − 1) matrix Fi be defined by

F (i) =
[
F

(i)
1 , . . . , F

(i)
i−1, F

(i)
i+1, . . . , F

(i)
N

]
(25)

where the jth column is F
(i)
j , j 6= i, 1 ≤ j ≤ N .

Define the N ×N(N − 1) matrix

F :=
[
F (1), . . . , F (N)

]
. (26)

The binary matrix

sgn(F ) :=
[
sgn(F (1)), . . . , sgn(F (N))

]
where

sgn(F (i)) :=
[
sgn(F

(i)
1 ), . . . , sgn(F

(i)
N )
]
,

represents the class of all half-spaces on X .

4.3. Thresholding by γ

The set W
(i,j)
0 corresponds to some column of the matrix F . We now define a

more general matrix whose columns corresponds to the sets W
(i,j)
γ defined in

(23), for any fixed γ ≥ 0. Bounding the VC dimension of this matrix means
that we obtain a bound on the VC dimension of the class Wγ . (By the VC-
dimension of a binary matrix, we mean that of the set system in which the
indicator functions of the sets correspond to the columns of a matrix, with a
1-entry denoting inclusion in the set.)

12



For any 1 ≤ i 6= j ≤ N , a set W
(i,j)
γ corresponds to the positive elements of

the vector F
(i)
j − γ1 where 1 is an N × 1 vector of all ones. Denote by J an

N×N(N−1) matrix of all ones. For any γ > 0, let us consider the N×N(N−1)
matrix

Fγ := F − γJ =
[
F

(1)
2 − γ1, . . . , F (N)

N−1 − γ1
]
. (27)

The matrix Fγ corresponds to the class Wγ of sets, where for column F
(i)
j −γ1,

the positive elements of the vector correspond to the elements of the set W
(i,j)
γ .

The binary matrix sgn(Fγ) corresponds to a class of ‘affined’ half-spaces on X
(the columns of sgn(Fγ)). We now choose the constant L of section 3 to be
the number of distinct positive entries of F , denoted as 0 < aL < aL−1 <
· · · < a1 < 1 where a1 and aL are the maximum and minimum positive entries
of F , respectively. For 1 ≤ i ≤ L, define the multiplicity of ai, denoted by
mi, 1 ≤ i ≤ L, as the number of times that ai appears in F . We refer to
SF = {a1, a2, . . . , aL} as the positive set of F and we set aL+1 = 0, a0 = 1.

We henceforth choose for γl (defined in section 3) the value γl := al thus we
have

Γl := (al, al−1], 1 ≤ l ≤ L
and

ΓL+1 := [0, aL] .

From [12] (end of section 4) we have the following bound on the VC-dimension
of sgn(Fγ),

V C (sgn (Fγ)) ≤ w(γ) (28)

where
w(γ) := wl−1, for γ ∈ Γl, 1 ≤ l ≤ L+ 1 (29)

is a non-increasing step function taking the constant value

wl := log2 (λ (νl) + 1)

over the interval Γl and the λ(νl) (defined further below in section 5) are based
on the multiplicity values ml of the positive entries al. The value of ν0 is 0 and
λ(0) = 0 so w0 = 0.

Let T ⊂ X and denote by (Fγ)|T the sub-matrix of Fγ restricted to the rows that
correspond to the elements of T . Sauer’s Lemma (see for instance, Theorem 3.6
in [1]) implies that the number of distinct columns of sgn((Fγ)|T ), denoted by∣∣sgn((Fγ)|T )

∣∣, is bounded as follows:

∣∣sgn((Fγ)|T )
∣∣ ≤ w(γ)∑

i=0

(
|T |
i

)

≤
(
e |T |
w(γ)

)w(γ)

.

13



Since Fγ corresponds to the class Wγ then the number of dichotomies of the
class of sets Wγ on T is bounded as follows

#(Wγ ;T ) ≤
(
e |T |
w(γ)

)w(γ)

. (30)

Because w(γ) is a step function over the intervals Γl, then the right side of (30)
is also a step function over these intervals and it suffices to derive its values at
the interval boundaries al. Note that al ∈ Γl+1 so for γ = al, 1 ≤ l ≤ L+ 1,

#(Wal ;T ) ≤
(
e |T |
wl

)wl

. (31)

For l = 0, since w0 = 0, we have #(Wa0 ;T ) = 1.

4.4. Bounding the growth function of M+
al

and M−al

We bound the growth function of the classM+
al

. We first fix the prototype-label
vector σ and let R run over all possible n-prototype sets. We denote by M+

σ,al

the corresponding class of sets M+
R,σ,al

, R ⊂ X .

Proposition 2. For any fixed σ ∈ Yn, for any subset S ⊂ X ×{1}, the number
of dichotomies #

(
M+

σ,al
;S
)

obtained by M+
σ,al

on S is bounded as follows:

#
(
M+

σ,al
;S
)
≤
(
#(Wal ;S

+)
)N+(σ)N−(σ)

,

where S+ := {x ∈ X : (x, 1) ∈ S}.

Proof. The number of dichotomies that the class M+
σ,al

of sets M+
R,σ,al

gets

on S is the same as the number of dichotomies that the class V+
σ,al

of sets

V +
R,σ,al

:= {x : (x, 1) ∈ M+
R,σ,al

} obtains on S+. Hence it suffices to find an

upper bound on #
(
V+
σ,al

;S+
)
. Fix any set of prototypes R ⊂ X of cardinality

n. We have

V +
R,σ,al

=

{
x : min

j∈N−(σ)
d(x, pj)− min

i∈N+(σ)
d(x, pi) > al

}
=
{
x : ∃i ∈ N+(σ),∀j ∈ N−(σ), d(x, pj)− d(x, pi) > al

}
=

⋃
i∈N+(σ)

⋂
j∈N−(σ)

{x : d(x, pj)− d(x, pi) > al}

=
⋃

i∈N+(σ)

⋂
j∈N−(σ)

W (ind(pi),ind(pj))
al

.

14



Define the N−(σ)-fold intersection set

A
(R)
i :=

⋂
j∈N−(σ)

W (ind(pi),ind(pj))
al

and the class of such sets by

AR :=
{
A

(R)
i : i ∈ N+(σ)

}
.

From Theorem 13.5(iii) of [19] it follows that

#
(
AR;S+

)
≤
(
#
(
W+
al

;S+
))N−(σ)

.

Now, let

BR :=
⋃

i∈N+(σ)

A
(R)
i

and denote the class of all such N+(σ)-fold unions by

B := {BR : R ⊂ X} .

From Theorem 13.5(iv) of [19] it follows that

#
(
B;S+

)
≤
(
#
(
A+
R;S+

))N+(σ)
.

Hence we have
#
(
B;S+

)
≤
(
#
(
W+
al

;S+
))N−(σ)N+(σ)

.

Finally, we have
V +
R,σ,al

= BR

and
V+
σ,al

= B.

Combining all of the above we obtain

#
(
M+

σ,al
;S
)

= #
(
V+
σ,al

;S+
)

= #
(
B;S+

)
≤
(
#
(
W+
al

;S+
))N−(σ)N+(σ)

.

Denote the set of dichotomies of S by all sets M+
R,σ,al

as

UR,σ,al(S) :=
{
u
(
M+
R,σ,al

)
: M+

R,σ,al
∈M+

σ,al

}
.

Letting σ be unfixed, the number of dichotomies obtained by M+
al

satisfies

15



|{UR,σ,al(S) : σ ∈ Yn, R ⊆ X , |R| = n}| =

∣∣∣∣∣ ⋃
σ∈Yn

{UR,σ,al(S) : R ⊆ X , |R| = n}

∣∣∣∣∣
≤
∑
σ∈Yn

|{UR,σ,al(S) : R ⊆ X , |R| = n}|

(32)

≤
∑
σ∈Yn

(
#(Wal ;S

+)
)N+(σ)N−(σ)

(33)

=

n−1∑
k=1

(
n

k

)(
#(Wal ;S

+)
)k(n−k)

,

(34)

where (33) follows from Proposition 2.

Remark 1. The expression 2n (#(Wal ;S
+))

n(n−1)
is a simple yet trivial bound

on (33).

We now obtain a much tighter bound than the one in Remark 1.

Proposition 3. Define w by w := #(Wal ;S
+). Then the following bound

holds:
n−1∑
k=1

(
n

k

)
wk(n−k) ≤ w n2

4 n

(
n

bn/2c

)
. (35)

Proof : We have that k(n− k) has a maximum at k = n/2 and therefore

k(n− k) ≤ n2

4
.

Furthermore, for all k, (
n

k

)
≤
(

n

bn/2c

)
.

Hence
n−1∑
k=1

(
n

k

)
wk(n−k) ≤ n

(
n

bn/2c

)
wn

2/4.

�
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From (34) and Proposition 3, it follows that for any S ⊆ X ×{1} of cardinality
m,

#
(
M+

al
;S
)
≤ w n2

4 n

(
n

bn/2c

)
. (36)

We now consider the class M−al .

Proposition 4. For any fixed σ ∈ Yn, for any subset S ⊂ X × {−1}, the
number of dichotomies #

(
M−σ,al ;S

)
obtained by M−σ,al on S is bounded from

above by the right side of (36).

Proof. We follow the proof of Proposition 2, and instead of the classM+
σ,al

and

a set M+
R,σ,al

we consider the class M−σ,al and a set M−R,σ,al . By definition this
set equals

M−R,σ,al =

{
(x,−1) : min

j∈N−(σ)
d (x, pj)− min

i∈N+(σ)
d (x, pi) < −al

}
and can be written as

M−R,σ,al =

{
(x,−1) : min

i∈N+(σ)
d (x, pi)− min

j∈N−(σ)
d (x, pj) > al

}
. (37)

Thus as in the proof of Proposition 2, the set M−R,σ,γ corresponds to a set V −R,σ,al
which is defined as

V −R,σ,al =

{
x : min

i∈N+(σ)
d(x, pi)− min

j∈N−(σ)
d(x, pj) > al

}
=
{
x : ∃j ∈ N−(σ),∀i ∈ N+(σ), d(x, pi)− d(x, pj) > al

}
=

⋃
j∈N−(σ)

⋂
i∈N+(σ)

{x : d(x, pi)− d(x, pj) > al}

=
⋃

j∈N−(σ)

⋂
i∈N+(σ)

W (ind(pj),ind(pi))
al

.

From here the proof proceeds as the proof of Proposition 2, just swapping: the
indices i with j, the sets N− with N+ and the sets S+ with S−.

4.5. Finalizing

In the previous section we derived an upper bound on the number of dichotomies
on any set of cardinality m obtained byM+

σ,al
orM−σ,al in terms of the number
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of dichotomies by the classes Wal . For T ⊂ X , let w(T ) := #(Wal ;T ) and
define the growth function of Wal as

wm := max
T :|T |=m

w(T ).

From (36) and from the fact that wm ≥ 1, it follows that the growth function
ΠM+

σ,al
(m) of M+

σ,al
is bounded as follows,

ΠM+
σ,al

(m) ≤ w
n2

4
m n

(
n

bn/2c

)
. (38)

Using a standard bound for the central binomial coefficient, we have(
n

bn/2c

)
<

√
2

πn
2n

and so

ΠM+
σ,al

(m) ≤ wm
n2

4

√
2n

π
2n.

From (31) we have

wm ≤
(

em

w(al)

)w(al)

and therefore

ln
(

ΠM+
σ,al

(m)
)
≤ ln

(
wm

n2

4

√
2n

π
2n

)

≤ n2

4
ln

((
em

w(al)

)w(al)
)

+ n ln 2 +
1

2
ln

(
2n

π

)
≤ n2w(al)

4
ln

(
em

w(al)

)
+ n ln 2 +

1

2
ln

(
2n

π

)
. (39)

From (29), we have w(al) = wl. Therefore (39) equals

n2wl
4

ln

(
em

wl

)
+ n ln 2 +

1

2
ln

(
2n

π

)
We now define G(m, γ) in section 3.2 as follows (— recall that G(m, γ) bounds
the growth function evaluated at 2m): for any γ ∈ Γl+1,

G(m, γ) :=
n2wl

4
ln

(
2em

wl

)
+ n ln 2 +

1

2
ln

(
2n

π

)
.

Note that for all γ ∈ Γl, G(m, γ) = G(m, al−1) and the second term inside the
square root in (19) satisfies ln(8(C + 1)/γδ) ≥ ln(8(C + 1)/al−1δ), so it follows
that ε(γ) ≥ ε(al−1) and therefore the requirement on ε(γ) of section 3.2, namely,
that it is non-decreasing as γ decreases, is satisfied.
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5. Main result

To obtain the main result, we draw on some results and notations from [12].
We define a few quantities, leaving the dependence on N implicit.

Let us denote by the ith shell of the binary N -dimensional cube {−1, 1}N (N -
cube) the set of all vertices that have i components that are 1.

Denote by

cj :=

(
N

j

)
the number of vertices in the jth shell.

Denote by

bn :=

n∑
j=1

cj (40)

the number of vertices of the cube contained in the first n shells, and let b0 := 0

Let us define

`n :=

n∑
j=1

jcj , (41)

the total ‘weight’ (number of 1-entries) in all of the vertices of the cube that are
in the first n shells.

For a positive integer m define

Q(m) := min {q : `q ≥ m} . (42)

For instance, if m = 17, N = 4, then 1
(

4
1

)
+ 2
(

4
2

)
+ 1 = 17 so Q(17) = 3.

Let
∆ := m− `Q(m)−1,

and then define dme as the following ‘rounded’ value:

dme :=

{
m if Q(m) = 1 or ∆ mod Q(m) = 0

m+ (Q(m)−∆ mod Q(m)) otherwise.

So, dme is the smallest integer greater than or equal to m which is the total
weight (number of 1-entries) in a set of vertices of the cube, where that set is
formed by first populating the first shell, then the second, and so on. So, m
1-entries might not be enough to form all the vertices of shells 1 to Q(m)−1 and
then some vertices in shell Q(m): an additional (at most Q(m) − 1) 1-entries
might be necessary (to ‘complete’ a vertex in shell Q(m)).
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For instance (continuing the above example), since Q(17) = 3 ≥ 2 then d17e =
17 + (3− 1 mod 3) = 19, and indeed 19 1-entries are required in the vertices in
shells 1 and 2, and in the first vertex of the 3rd shell.

For positive integer m let us define

λ(m) := bQ(m)−1 +
dme − `Q(m)−1

Q(m)
(43)

and define λ(0) := 0. Define the numbers νi as follows (where mi is the multi-
plicity of ai, as earlier):

ν0 = 0

νi = dνi−1 +mie , 1 ≤ i ≤ L. (44)

Note that νi, 1 ≤ i ≤ L, depend only on mi and hence can be evaluated directly
from the matrix F .

The following is the main result of the paper.

Theorem 1. Let N ≥ 1 and n ≥ 2 be fixed integers and X = {xi}Ni=1 be a
finite distance space with a distance function d(xi, xj), normalized such that
diam(X ) = max1≤i,j≤N d(xi, xj) = 1. Let

f
(i)
j :=

 d(x1, xj)− d(x1, xi)
...

d(xN , xj)− d(xN , xi)

 ,
and

F (i) =
[
f

(i)
1 , . . . , f

(i)
i−1, f

(i)
i+1, . . . , f

(i)
N

]
and define the N ×N(N − 1) matrix

F :=
[
F (1), . . . , F (N)

]
.

Let 0 = aL+1 < aL < · · · < a1 < a0 = 1 be the values of the positive entries of F
and let ml ≥ 1 be the number of times that al appears in F , 1 ≤ l ≤ L. Define
Γl := (al, al−1], 1 ≤ l ≤ L, ΓL+1 := [0, aL] and C :=

∑L
l=1 al. For 1 ≤ l ≤ L, let

wl = log2 (λ (νl) + 1).

Let Y = {−1, 1} and let (R, σ) ⊆ (X × Y)n, R := {pi}ni=1 denote any set of
n prototypes pi with N+(σ) of them that are labeled by 1 and N−(σ) that are
labeled by −1. Let hR,σ be a nearest-prototype binary classifier, given by

hR,σ(x) =

{
1 if argmin1≤i≤nd(x, pi) ∈ N+(σ)

−1 otherwise
(45)
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and define its signed width function fR,σ as

fR,σ(x) = min
j∈N−(σ)

d (x, pj)− min
i∈N+(σ)

d (x, pi) .

Let Pm := PmXY be a probability measure over (X × Y)
m

. For any 0 < δ < 1,
with Pm-probability at least 1 − δ the following holds for an i.i.d. sample
ξ := {(Xi, Yi)}mi=1 ⊆ (X × Y)m drawn according to Pm :

• for any set of n labeled prototypes (R, σ) ⊆ (X × Y)n, where (R, σ) may
depend on the sample ξ (and in particular, may be a subset of ξ)

• for all γ > 0,

P (Y fR,σ(X) ≤ 0) ≤ 1

m

m∑
j=1

I {YjfR,σ(Xj) ≤ γ}+ ε(m, γ, δ) (46)

where for γ ∈ Γl+1, 0 ≤ l ≤ L,

ε(m, γ, δ) :=

√
32

m

(
n2wl

4
ln

(
2em

wl

)
+ n ln 2 +

1

2
ln

(
2n

π

)
+ ln

(
8(C + 1)

γδ

))
(47)

where
wl := log2 (λ (νl) + 1) .

The size N of the distance space does not enter the bound of Theorem 1 but
because the value of wl and C depend on the distance space through the positive
entries of the matrix F then these quantities may grow with N (depending on
the distance space X ). The value of wl decreases as l := l(γ) decreases (because
the intervals Γl are situated more to the right as l decreases). Thus wl decreases
as a step function over the intervals Γl as γ increases such that the larger the
value of γ, the lower the interval index l and the lower the value of wl. Thus
the upper bound (47) decreases as γ increases (assuming that the change in wl

dominates the change in the ln
(

1
γ

)
term). To get a feel for the rate of decrease

of wl with respect to γ, see example on p. 23 of [12].

Since γ is a parameter that may be chosen after the random sample is drawn,
it can depend on the sample, which makes the bound data-dependent.

5.1. Comparison with other results

Theorem 1 states an upper bound on the generalization error for learning on

any finite distance space decreases with respect to m like O

(√
n2 lnm
m

)
. Let

us compare this rate to other works.
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If the distance space is X = Rd and if the prototype set R is a subset of the
sample then Theorem 19.6 of [19] gives the following error bound for learning
nearest-neighbor classifiers that are based on R:

ε = O

(√
1

m

(
(d+ 1)n(n− 1)

2
lnm+ n+ ln

(
1

δ

)))

which is also O

(√
n2 lnm
m

)
, but in contrast to Theorem 1 is not data-dependent,

which in general makes it looser.

In [17], Theorem 1 presents an error bound for learning LVQ on Rd which has

a dependence on the sample margin of the following form O

(√
an2

m

)
, where

a = min

(
d+ 1,

(
ρ
γ

)2
)

and ρ bounds the magnitude of each sample point,

0 < γ < 1
2 is the sample margin (which is defined similar to the width (4)).

They claim that this bound is independent of the dimension d, presumably

because if
(
ρ
γ

)2

is smaller than d + 1 then the d + 1 factor disappears from

the bound. Their proof is not included; however, it appears to be a direct
application of fat-shattering error bounds, see for instance, Theorem 4.18 of
[18] which bounds the generalization error of learning linear classifiers and has

the same dependence on the margin parameter, namely, O
(
ρ
γ

)2

. These bounds

are based on a bound on the log of the γ-covering number by O(dγ) and a bound

on the fat-shattering number for linear classifiers dγ ≤
(
ρ
γ

)2

. In comparison,

the bound of Theorem 1 also depends on γ but in a non-direct way through wl
(as discussed above, l = l(γ)). Depending on the distance space’s positive set
SF , wl may decrease even faster than 1

γ2 .

Although we assume that the distance space is finite of cardinality N , the bound
(47) may or may not grow with N and this depends on the matrix F . In
comparison to the above works, in (47) there is an implicit complexity quantity
which enters through wl and is defined as λ(νl). This is an upper bound on
the pseudo-rank of the perturbed matrix F , denoted by Fa

l
, (see [12]), which

is the number of distinct columns of a matrix sgn(Fal) and may depend on N
(depending on the definition of the distance space).

6. Conclusions

We use the concept of width to learn a family of classifiers based on the nearest-
prototype decision rule over an arbitrary finite distance spaces (a significantly
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more general and perhaps more applicable setting than that of metric spaces).
In this setting a classifier is represented by a set of n prototypes, that can be
any labeled points in the distance space, and even a subset of the sample. We
obtain an upper bound on the generalization error of any such nearest-prototype
classifier. Using γ as the width parameter, the error bound depends on the γ-
empirical error and holds uniformly over the family of such classifiers. Ignoring

the dependence on γ, the bound is O

(√
n2 lnm
m

)
. The dependence on γ is more

subtle because it enters through a complexity quantity λ(νl) which bounds from
above the pseudo-rank of a γ-perturbed version of a matrix that represents all
half spaces in the distance space.
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