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ABSTRACT 

This thesis examines th role of statistl al mechanics in the 

theory of ordering of surface and colloid systems . 

The first chapter gives a brief introduction to the 

tradltlonal s condary minimum theory of order d colloidal systems . 

Spe ific examples are discussed which show thaL this theory is not 

always applicable . 

The second chapter is concerned with phas transitions in hard 

rod and hard disc fluids . The various parameters of the transition are 

calculated, and th results are discussed in relation to tobacco mosaic 

virus and clay <lisp rsions . In th case of clay dispersions , 

qualitativ ly new results are predicted . 

The third chapter gives a bri £ discussion of surface thermo­

dynamics. Th, results of the third chapter are used in the fourth to 

<l et rmine the el ctrical " free energy" of a monolayer or bilayer 

co nsisting of two different typ s of lipids . Calculations show that 

1 trosta i s alon ~ will not Jnduce a phas scparaLion . However , the 

r sults show tlrn.t only a small sp cifjc interaction between lipids is 

r equir d to produc · such a separn -ion. 

Th· r J fLI, cliaptL'r ls concern ·cJ wi Lil Lhe ordering of water near 

crn JnLC·rf,1c: ' . J L ls shown LilcJt ln Lill' case of nqul'ous non - electrolytes, 

it ls possibl to d duce an attractive solute-solute interaction from 

qui t g neral assumptions . This solute-solute potential is calculated 

num rically. Asp cific example shows that these results agree with 

Mont Carlo calculations . 
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CHAPTER 1 

ORDERING IN COLLOIDAL SYSTEMS 

1.1 INTRODUCTION 

Traditionally, the ordering of colloid systems has been­

explained in terms of the DLVO theory [1,2]. This theory was developed 

to explain the stability of lyophobic colloids, and to this end it has 

had a great success. Since lyophobic colloids are not equilibrium 

states in the thermodynamic sense, the problem of the stability of 

colloidal dispersions is essentially one of kinetics. A case in point 

is the gold sol. If a gold crystal is brought into contact with water, 

it will never spontaneously disperse into a sol, and yet gold sols have 

been produced which are stable for many years. Thermodynamically, the 

gold crystal has a much lower free energy than the dispersion. The 

entropy gained in the creation of more kinetic units is very much less 

than the energy required to form the gold-water interface. Consequently, 

the crystal is the stable state. 

Deryaguin and Landau [2], and Verwey and Overbeek [l] 

explained this stability by considering the total energy of interaction 

between two colloidal particles. By summing the van der Waals 

attraction and the double-layer repulsion, they were able to calculate 

the interaction energy curve as a function o f particle separation. 

Using kinetic arguments, t h ey showed t h at i f the repul sive barrier is 
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much greater than ~T, then the possibility of coagulation is extremely 

small, and hence for all practical purposes the sol can be considered 

"stable". Of course all such sols must eventually flocculate because of 

the large depth of the primary minimum (the energy of two particles in 

contact). However, when there is a large repulsive barrier, the time 

taken for appreciable flocculation may be many years [1]. 

Since the double-layer repulsion falls off exponentially while 

the van der Waals-London forces decrease as some power of the separation, 

there will be some point where the attractive force exceeds the 

repulsion. This will give rise to a secondary minimum in the potential 

energy curves. Verwey and Overbeek suggested that this secondary 

minimum should lead to a reversible long-range aggregation in contrast 

to the irreversible coagulation in the primary minimum [1,3]. Since the 

secondary minimum is usually smaller than kBT for small spherical 

particles, they expected this effect to be noticeable only for large 

spherical particles, or for highly anisotropic sols, i.e. thin plates 

and elongated rods. This theory has had some success in providing a 

qualitative explanation of the adherence of glass spheres to plates [4], 

and the appearance of "chains" of parallel gold platelets [5]. This 

theory also applies to Schiller layers [6], where the ordering of the 

layers is considered to result from the competition between the double­

layer repulsion and gravity [7]. 

Of course, since colloidal dispersions consist of a large 

number of particles, they must obey the laws of statistical mechanics. 

This idea was succinctly put across in a recent article: 

... a knowledge of the interaction free energy between two atoms or 

particles, taken i n isolation, may tell us little of the properties 



of an ensemble of such particles ... Thus the first moral to be 

learned from statistical mechanics is that the existence of a 

minimum in the two-particle interaction free energy in the 

associated or ordered state does not guarantee the formation of 

this state. Conversely, the existence of an associated or ordered 

state does not necessarily imply that the particles are sitting at 

a separation where there is a minimum in the two-particle 

interaction free energy. [8] 

3 

It is important to remember that the appearance of an ordered 

phase is determined from the conditions of equilibrium between an 

ordered phase and a disordered phase. In dilute solutions, where many­

body effects can be ignored, the assumption of pairwise additivity of 

the interaction energies is a good approximation. If, in addition, the 

depth of the secondary minimum is much larger than kBT, the increase in 

energy of the particles in the di~ordered phase must be compensated by a 

large gain in entropy. This can only be achieved if the disordered 

phase is extremely dilute. In this case the equilibrium between the two 

phases can safely be ignored, and the particles will undoubtedly sit 

very close to the secondary minimum [9]. However, in situations where 

many-body effects cannot be ignored, or where the depth of the secondary 

minimum is~ kBT, this procedure is not to be trusted!! 

1.2 ORDERING IN LATEX SPHERE DISPERSIONS 

It might be worthwhile at this point to consider a concrete 

example of a system where the secondary minimum theories break down, and 

where other theories have successfully explained the observed phenomena. 

Recently, it has become possible to produce monodisperse suspensions of 

spherical latex particles. If the volume fraction and salt 
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concentration are suitably adjusted, a phase separation is observed [10, 

11,12]. The ordered phase is iridescent when the interparticle spacing 

is of the order of the wavelength of visible light, while the disordered 

phase appears milky white. The volume fraction vs. salt concentration 

phase diagram has been determined experimentally by visual observation 

of the iridescent phase [10]. 

From DLVO theory it is known that a decrease in electrolyte 

concentration will decrease the depth of the secondary minimtnn. 

Consequently, if the phase separation of the latex spheres is caused by 

aggregation into the secondary minimum, a decrease in the salt 

concentration should result in a dissolution of the ordered phase. In 

fact, the opposite effect is observed - decreasing the electrolyte 

concentration results in increased ordering [10]. Since van der Waals 

forces are negligible at the large interparticle spacing in the ordered 

phase, the ordering must be determined largely by repulsive 

electrostatic forces [13]. 

There have been several attempts at a theoretical explanation 

of this phenomenon. It was apparent from the previous considerations 

that it was necessary to consider the statistical mechanics of the 

system. Using the well known pair potential for spherical colloidal 

particles (i.e. the Slll!l of van der Waals and double-layer forces) the 

various thermodynamic quantities of interest were determined from Monte 

Carlo calculations [14]. The results were in qua litative agreement with 

experimental data. However, because of the small number of molecules 

used in the calculation, it was not possible to reproduce a coexistence 

region. 

The latex system can also be mode l led as a collection of hard 
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spheres. The effective radius of these spheres is taken to be one-half 

of the interparticle distance at which the interaction energy exceeds 

some small multiple of kBT (15] . It is well known from computer 

experiments that hard spheres will undergo a liquid-solid phase 

transition between volume fractions .5- .55 (16]. Using this result and 

an effective volume determined by the double-layer repulsion, the real 

volume fraction vs. salt concentration phase diagram was calculated from 

the hard sphere model. The results compared favourably with the Monte 

Carlo calculations (15]. 

The hard sphere model was also compared directly with the 

experimental data, with good qualitative agreement [17], although the 

coexistence region appeared to be too narrow. This could be the result 

of experimental error, or the neglect of attractive forces which would 

tend to widen the coexistence region. 

The hard sphere model is probably an excellent description of 

the transition for large volume fractions and high salt concentrations, 

where the electric field is highly screened. However, at low salt 

concentrations many-body effects will become important. Also, the 

expressions used for the interaction free energy of two colloidal 

particles assume that the particles are in equilibrium with bulk 

electrolyte. In solutions containing small amounts of salt, the diffuse 

double layers of the particles fill up the entire volume of the system, 

and there is no place to be regarded as "bulk". 

A remedy to these difficulties was sought in the form of a 

Wigner lattice model of the latex system [13]. Here, each particle is 

considered to move about in a sphere containing equal and opposite 

charge centred on the lattice site. The many-body effects are taken 
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into account in an approximate way by requiring that the counterions be 

localized in a Wigner-Seitz cell associated with each individual latex 

particle. This is different from the usual treatment where the counter­

ions are regarded as being dispersed in the bulk region. By comparison 

with the numerical simulation of the Wigner transition [18] (fluid-solid 

transition of particles interacting via Coulomb forces) the authors were 

able to compute the phase diagram of the system. At volume fractions 

less than .2, the agreement with experimental data was quite good. 

However, because of the nature of the model used (1/r Coulomb potential) 

the coexistence region is extremely narrow. 

The example of the latex spheres shows clearly that the DLVO 

secondary minimum theory of ordering should not be regarded as a 

panacea. Although the theoretical models differ in many respects, they 

all require the use of statistical mechanics and the consideration of 

phase equilibria. 
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CHAPTER 2 

ORDERING IN TOBACCO MOSAIC VIRUS AND CLAY DISPERSIONS 

2.1 TOBACCO MOSAIC VIRUS 

Perhaps one of the more interesting colloidal dispersions of 

anisotropic particles consists of tobacco mosaic virus (TMV). The 

individual virus particles are rod-shaped with a length of approximately 

2800 A and a diameter of 180 A. Very dilute (less than 3% by weight) 

aqueous solutions of TMV separate into two phases with a narrow 

coexistence region [l]. The top layer is isotropic while the bottom 

layer exhibits spontaneous birefringence. This indicates of course that 

the TMV "lines up" in the ordered phase. In some cases a third phase, 

an iridescent gel, will separate from the bottom layer [1]. Many other 

biological structures appear to form an 0rdered array of long proteins 

[2,3,4], and consequently TMV seems to be a good example of such 

systems. 

If the behaviour of TMV is explained by a secondary minimum 

theory, then it is expected that the addition of salt will promote 

ordering, vis-a-vis the latex spheres. However, if electrolyte is added 

to the two-phase TMV system, the volume of the ordered phase decreases 

and eventually disappears altogethe r [l]. This would 'seem to indicate 

that secondary minimum theories are inapplicable. 

The equilibrium gels observed by Bernal and Fankuchen [SJ are 



clearly the dense phase of a two-phase system, since the separation of 

the particles in this phase is determined solely by the properties of 

the solvent, and is independent of the amount of solvent present [5]. 

Many authors [6] have tried to explain the observed X-ray 

spacings by a force balance argument assuming that the van der Waals 

force balances the electric double-layer repulsion. These arguments 

have recently been reanalysed using new experimental data [7]. It 

appears that the observed spacings are always greater than those 

calculated from force balance, and that the salt dependence of the 

particle separation cannot be explained by shifts in the "equilibrium 

position". In any case, the depth of the energy well is merely of the 

order of l~T. Consequently it is clear that attractive forces will not 

strongly affect the ordering of TMV, and that the spacing of the 

particles is determined to a large extent from the conditions of phase 

equilibrilllll. 

2.2 CLAYS 

9 

Natural clays consist of roughly disc-shaped plates about 20 A 

thick and with diameters ranging from 500 A to 10,000 A. The fractions 

of relatively uniform size can be separated after centrifugation [8]. 

In 1938, I. Langmuir and U.J. Schaeffer studied the properties 

of dilute dispersions of California bentonite [9]. Examination of the 

clay sol between crossed polaroids revealed two distinct phases. 

Solutions of less than 2% concentration (by weight) formed an isotropic 

phase, while those of more than 2.2% were birefringent. In the range 

2- 2.2% the two phases separated after standing for several hundred 



hours. Apparently the properties of the anisotropic phase, as well as 

the corresponding phase transition, have never been closely examined. 
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As with the TMV, the particles in the ordered phase must have 

a preferred orientation. Since the clay particles are highly irregular 

in shape, it is unlikely that they form a periodic crystal lattice. 

This contention is supported by the observation that birefringence in 

bentonite sols is not associated with mechanical strength [9]. Instead, 

the experiments seem to indicate orientational order without a periodic 

structure, typical of nematic liquid crystals. Since the clay plates 

are very thin, and the interparticle spacings in dilute solutions are 

very large(~ 10 3 A), the van der Waals energy is negligible compared 
I 

with the thermal energy. 

2.3 THE ONSAGER TRANSITION IN HARD DISC 
AND HARD ROD FLUIDS 

The physical basis for understanding the behaviour of 

colloidal suspensions of anisotropic particles has been described in the 

classic work of Onsager [10]. Colloidal particles interacting through 

the electrical double layer may be modelled by hard rods or hard discs. 

With the correspondence between the two systems established, Onsager has 

formulated the statistical mechanics of the problem within the second 

virial approximation, shown to be valid for highly anisotropic particles. 

With increasing concentration, both hard rods and hard discs show a 

transition from an isotropic fluid to a nematic fluid. Following 

previous work, this transltion will be referred to as the Onsager 

transition. 
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Since Onsager's work, numerous investigations have confirmed 

the validity of his theory for systems o f hard rods [11]. However, the 

hard disc fluid, which is the simplest theoretical model system of clay 

dispersions, has been neglected. 

At first sight, it is d i fficult to see how a phase transition 

can take place in systems interacting only through repulsive (hard core) 

forces, i.e. for entropic reasons only. However, it is possible to make 

some qualitative arguments for the existence of two phases in a fluid of 

hard rods. (The same arguments apply to hard disc fluids, but for 

convenience only rods will be discussed in the following.) 

If the concentration of a dilute system of hard rods is 

increased, it is clear that the rods will experience a loss in entropy, 

since they are no longer completely free to rotate. · However, if some of 

the rods become oriented in a single direction, they are more 

efficiently packed than rods of random orientation. Thus the ordered 

rods will form a dense phase. The remaining particles will now have a 

greater freedom, and hence the disordered phase will gain in entropy. 

At some point the gain of entropy in the disordered phase will outweigh 

the loss of entropy in the ordered phase, and the system will 

spontaneously separate into two phases. 

The following brief description of the Onsager theory will be 

restricted to the hard disc fluid - the modifications for hard rods are 

trivial. 

The orientation of a disc c an b e described by specifying the 

angle between the normal to the disc and the preferred axis. If p (~) is 

the number of particles per unit volume h a ving orientation in the solid 



angle n to n + cill, then the prob ability distribution function f (s-2 ) is 

defined by: 

p (s-2 ) = p
0 

f(s-2) ds-2 , 
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where p
0 

is the total number density. In the case of random orientation, 

i . e . in the isotropic phase, f( s-2 ) = l/4n. The free energy of a fluid of 

hard rods or hard discs is given as a series expansion in the 

distribution function, viz. (10]: 

= µ 0 (T) + log p
0 

+ J f (sl) log [ 4nf (sl) ) dsl 

+ P; JJ s1 <n,n') t(n) ten') dn <ln' 

+ PJ Jf J s2 cn,n',n") f(n) f(>l') f(>l") cm<ln' <l>l"+ ... (2.3.1) 

Here µ
0

(T) is a function of temperature only and represents the kinetic 

energy of the discs. S1 (S"2,S"2') is the "excluded volume" of two discs of 

respective orientation n,n'. Similarly S2Cn,n' ,n") represents the 

pro-oability that three particles of orientations n,n' ,n" will overlap 

simultaneously. 

For low density dispersions, three-particle overlap is much 

less probable than two-particle collision . Higher order terms in the 

expansion contain higher powers of p
0

, as well as the factors 

S2 (n,n' ,s-2"), ~\ cn, n' ,n" ,r2'"), ... which are smaller than S1 cn,n'). Eqn 

(2.3.1) is therefore approximated by: 

= µ 0 (T) + l og p
0 

+ J f(n) log[4nf(n)) dsl 

+ P; f J s1 cn , n ') t (n ) f(n') dn <ln' . (2.3.2) 

The first two terms in Eqn (2.3.2) represent the f ree energy of an ideal 
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gas, while the next two terms are corrections due to the finite size of 

the anisotropic particles. The third term represents an "orientational 

entropy" which is minimized by random orientation, while the fourth term 

is an "entropy of packing" which is minimized by perfect ordering [12]. 

Since all calculations are independent of µ
0

(T), the precise form of 

this term is irrelevant. For particles of thickness (length) Zand 

diameter d, B1 (n,n') is given by [10]: 

= 1T d 3 1T Zd 2 1T Zd 2 I I 
2 

siny + 2 + 2 cosy 

+ 2Zd 2 E(siny) + 2Z 2 d siny . (2.3.3) 

Here y is the angle between the normals to the two discs, and E(siny) is 

the complete elliptic integral of the second kind. 

Some rough estimates of the errors incurred by truncating the 

virial expansion were made in the original article [10]. While the 

err ors can be shown to be small for thin rods [13], it is not possible 

to make rigorous estimates of the error in the case of discs. Neverthe­

less it is expected that these errors will be small, and that the 

results will be at least qualitatively correct. 

If the anisotropic phase has cylindrical symmetry about the 

preferred axis, then f(n) may be expanded in a series of Legendre 

polynomials. Furthermore, since 8 and -8 describe the same orientation, 

i . e . f(cos8) = f(-cos8), then the expansion contains only even orders of 

Legendre polynomials, viz.: 

f(S"l) = 4~ {1+ ._ L a/1 (cos8)}. 
l-2,4,6, ... 

(2.3.4) 

In this form the distribution function satisfies the normalization 
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condition: 

f t(n) ell = 1 . 

If the expansion for f(~) is substituted into Eqn (2.3.2), then the ai 

can be determined by minimizing the free energy. The expansion for f(~) 

was truncated after the first seven non-vanishing terms (i ~ 14) and the 

coefficients were determined by using a numerical optimization method 

[14] to minimize Eqn (2.3.2). In the isotropic phase, of course, the ai 

are identically zero, and f(~) = ll4n. For a given value of lid, the 

transition densities were determined by equating the chemical potentials 

and pressures of both phases. This procedure is described in Appendix 1. 

Note that the use of a "hard" potential results in transition densities 

which are independent of temperature. 

Colloidal particles are not "hard" in the conventional sense, 

but interact through the electrical double layer. The range of the 

electrostatic repulsion is determined by the ambient electrolyte 

concentration. If the plate diameter is much larger than the Debye 

screening length, we can regard the double layer repulsion as an 

additive short-range force. In terms of the hard fluid model, this 

short-range force will increase the effective size of the particles. 

We define the anisotropy ratio x as a ratio of the smallest to 

the largest dimension for either rods or plates (i.e. for rods x = dll, 

plates have x =lid). Isotropic particles will have x = 1, while 

completely anisitropic particles have x = 0. If the salt concentration 

is increased, the range of the electrostatic force will be decreased, 

and hence the particles will become more anisotropic. Thus, increasing 

the salt concentration corresponds to decreasing x. 



In Fig. 2.1, the transition concentrations are plotted for 

both rods and plates as a function of the anisotropy ratio x. It is 

immediately clear that the behaviour of plates differs markedly from 

that of rods. When x = 0, the transition concentration c of rods is 
t 

infinite, while for thin plates, c is finite. As x increases, c for 
t t 

rods decreas es, while c for plates &ncr eas es. 
t 

The physical basis for this behaviour can be understood from 

an examination of Eqn (2.3.3), which gives the excluded volume of 

anisotropic particles. Plates of infinitesimal thickness have a non­

zero excluded volume, while rods of vanislting diameter have zero 

excluded volume. Since a fluid of one-dimensional rods has zero 

probability of intersection, c at x = 0 is infinite. Consequently any 
t 

increase of the diameter (increasing x) will lower c to some finite 
t 

value. Thus we expect, at +east initially, that ct will decrease as x 

15 

increases. However, this trend cannot continue indefinitely. Since the 

Onsager transition is a result of the anisotropy of the particles, c 
t 

should at some point begin to increase with x. (Completely isotropic 

particles will not undergo an Onsager transition.) However, at x= .2, 

the volume fraction of the rods exceeds 100%, and c is still decreasing, 
t 

albeit quite slowly. Of course, at high concentrations the truncation 

of the virial expansion in Eqn (2.3.2) is inaccurate. Consequently, 

over the entire range of concentrations where Eqn (2.3.2) is valid, the 

increase of the volume of the rods dominates the effect of decreasing 

anisotropy and thus ct always decreases as x increases. In terms of 

salt concentration, we see that for rod-like particles increasing the 

electrolyte concentration (decreasing x) causes c to increase. This 
t 

phenomenon is observed in solutions o f tobacco mosaic virus [l]. How-
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Fig. 2.1. Density of hard rod (a) or hard plate (b) dispersions at the 

Onsager phase transition as a function of the anisotropy ratio x. 

Increase of electrolyte concentration corresponds to a decrease in 

the value of x. 
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ever, in very dilute salt solutions, the addition of salt causes c of 
t 

T.M.V. to decrease [5]. Since the anisotropy ratio is nearly 1 in very 

dilute salt solutions, an increase of salt in this regime will increase 

the anisotropy, and hence lower ct, as explained previously. This 

effect is not predicted by the Onsager theory, which is inaccurate at 

large volume fractions. 

Since the plates are two-dimensional objects, the probability 

of intersection in a three-dimensional space is non-zero, and hence the 

plates have a finite excluded volume even at zero thickness. Thus an 

increase in the volume of the plates is not as important as a 

corresponding increase in the volume of the rods. In fact, the decrease 

of anisotropy dominates the increase in volume, with the result that for 

plates ct increases as x increases. 

Several of the important parameters at the transition points 

are given in Table 2.1. The distribution function behaves in a similar 

fashion for both rods and plates. It can be conveniently characterized 

by the conventional liquid crystal order parameter, which is the average 

value of P 2 (cos8). This represents the degree of "sharpness" of the 

distribution function about the preferred axis. In the notation of Eqn 

(2.3.4), the order parameter is given by a
2
/5. Initially, the order 

parameter decreases as x increases, while at larger values of x, the 

order parameter begins to increase. This effect can be understood as a 

competition between decreasing anisotropy and increasing volume fraction. 

The former dominates at small x, while the latter dominates at large x. 

In any case, this effect is very small, and since the volume fraction at 

which the order parameter begins to increase (30% for plates, 45% for 

rods) is relatively large, the validity of Eqn (2.3.2) at these 



Table 2.1 

X 

Plates 

0 0 0 3.94 4.54 3.62 2.34 1.28 .5 73 .164 

.OS .279 .237 3.83 4.30 3.35 2.12 1.15 .516 .151 

.10 .605 .532 3.87 4.47 3.62 2.40 1.36 .629 .191 

.15 .994 .891 3.98 4.87 4.21 2.98 1.79 .870 .275 

Rods 

0 3.94 4.54 3.62 2.34 1.28 .573 .164 

.05 . 216 .182 3.84 4.31 3.3J 2.12 1.15 . 510 .149 

.10 .457 . 397 3.83 4.36 3.46 2.24 1.24 .564 .168 

.15 .753 .652 3.90 4.60 3.80 2.58 1.49 .701 .216 

.20 1.050 .947 4.00 4.93 4.30 3.08 1.86 .912 . 290 

The values of volume fractions and order parameters at the phase 

transition between the isotropic (I) and the anisotropic (A) phase. 

concentrations is questionable. The volume fraction of the transition 

is a monotonic increasing function of x for either rods or plates. 

2.4 APPLICATION OF RESULTS TO T.M.V. 

Since the observed transition concentrations of T.M.V. are 

18 

very low [l], the inter-particle spacing must be large and hence the van 

der Waals forces weak. To a sufficient approximation the particles 

interact solely through the electric double layer. If the salt 

concentration is large enough so that the double layer is confined to a 

region small compared with the rod l ength, then the effect of the double 
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layer is merely to increase the "effective diameter" of the rod. This 

effective diameter can be determined from the separation at which the 

double layer energy exceeds some small multiple of the thermal energy 

kBT [10]. Typically this will be of the order of 1/K, the Debye 

screening length. Consequently, the T.M.V. system can be replaced by a 

model fluid of hard rods; the length of the rods is the actual physical 

length of the T.M.V., while the diameter is now an "apparent" diameter 

determined by the range of the electric field. 

The concentration of the disordered phase in the coexistence 

region was observed to be 2.3% by weight [!]. Unfortunately the salt 

concentration and pH of the bathing solution were not reported. As a 

result, it is not possible to estimate the effective diameter from 

energy considerations. A similar calculation to the one presented in 

Section 2.3 has been given previously for the case of spherocylinders 

rods with hemispherical caps [12]. Of course for long rods (x small) 

the results are similar to Fig. 2.1. (It must be noted that in ref. 12 

pv 0 is plotted vs. x, while of course in the physical situation of 

changing salt concentration, the apparent volume of the rods v
0 

is not a 

constant. The author attempted to compare his calculations with the 

experimental data on T.M.V. using an arbitrarily chosen effective 

0 

diameter of 500 A. Not surprisingly the agreement was poor.) 

It is clear from Fig. 2.1 that the addition of salt 

(decreasing x) results in an increasing transition concentration as is 

observed in T.M.V. If the molecular weight of T.M.V. is taken to be 

4 x 10 7
, with a length of 2800 A, then the experimental value of ptZ. 3 

(the dimensionless transition concentration) in the disordered phase is 

7.6 [l]. The lowest value obtained from Table 2.1 is"' 30.1 
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(pl 3 = 4/rr pv
0 

x- 2
) for x = .2. As noted previously, at this value of x, 

the volume fraction of hard rods in the ordered phase exceeds 100%; 

obviously the Onsager theory is no longer valid for such large values of 

x. Since the solvent was reported as "aqueous solution" [l], it is 

likely that the salt concentration was extremely low. This would give 

rise to a large effective diameter, and hence a large value of x. In 

fact, light scattering experiments seemed to indicate that the apparent , 

or effective diameter was roughly ten times the physical diameter of the 

T.M.V. [1]. This would result in a value of x = .64 - much too large for 

the Onsager theory to be correct. 

Oster [1] claimed excellent quantitative agreement with 

Onsager's theory. However, he used the approximate result given in 

Onsager's original paper, which was derived for the limiting case x << 1. 

He combined this result with the value of the second virial coefficient 

obtained from the light scattering experiments. In view of the previous 

discussion this seems somewhat absurd. The question which irmnediately 

springs to mind is how can such a procedure lead to good agreement with 

experimental results? However, since the parameters calculated from the 

Onsager theory for finite values of x are not greatly different from 

those for x + 0 (see Appendix 1) Oster' s calculation can be regarded as 

an extrapolation into the regime of large x. In other words, if the 

correct solution to the phase transition problem for large xis a smooth 

continuation of the Onsager result valid for small x, then Oster's 

procedure is reasonable. Of course this extrapolation cannot be carried 

too far, since as x+ 1, the .transition is no longer isotropic-nematic 

but begins to resemble the "hard sphere" type transition. 

The observed ratios of the concentrations of the two phases in 
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the coexistence region is 1.4, while the theoretical values range from 

1.26 (x-+O) to 1.11 (x= .2). These ratios appear to be too small, but 

this is probably the result of the neglect of the van der Waals forces. 

Attractive forces, however small, will tend to increase the coexistence 

region. 

Bernal and Fankuchen [5] give results for the interparticle 

spacing of high density gels which are in equilibrium with the isotropic 

phase. Although the salt concentration is given, it is not clear how to 

interpret the results in the light of the Onsager theory. The hard rod 

model predicts only the transition conceutrations, which are not 

unambiguously converted into interparticle spacings. 

To conclude this section, it appears that the Onsager theory 

provides an explanation for the low density phase transitions observed 

in T.M.V. systems. At present experimental data is either lacking in 

crucial parameters or is outside the range of validity of the truncated 

virial expansion. A definitive test of the theory will require the 

concentrations of the coexisting phases as a function of the pH and 

ionic strength. 

2.5 APPLICATION TO CLAYS 

As with the T.M.V., van der Waals forces are weak at the 

spacing characteristic of the phase transition in clays [15]. The 

electrical double layer forces however are still significant at low salt 

concentrations. If the interaction is weak, the repulsive potential 

between parallel plates is given by [16]: 



., 
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- KR 
64nkBTy 2 e 

V (2.5.1) = 
K ' 

where 
e1jJ 0 /2kBT 

-1 e 
y = 

e1jJ
0

/2kBT 
. 

e +l 

Here n is the univalent salt concentrations, R is the interparticle 

spacing, 1/)
0 

is the surface potential, and 1/K is the Debye screening 

length. Eqn (2. 5 .1) is valid for KR>> 1. 

In order to utilize the results of Section 2.3, the clay sol 

can be modelled as a fluid of hard discs. The diameter of the discs is 

taken to be the average diameter of the clay particles, and the thick­

ness is an effective thickness. As long as the electric field is large 

in a region smaller than the plate diameter (Kd > 1), then in a manner 

analogous with the T.M.V., the effective thickness is the distance at 

which the double layer energy is equal to akBT. If 1/K is not too large, 

the effective diameter is not a sensitive function of a. In the 

following calculations, a= 1/2. From Eqn (2. 5 .1), this thickness Z is 

given by 

l = 
log[32ny 2nd 2 /K] 

K 
(2.5.2) 

For large values of the plate separation and a surface charge 

characteristic of clays (i.e. e1jJ 0 /kBT << 1) it is easily shown that 

y 2 
- 1 [16]. In order to simplify the calculations, it has been assumed 

f 

that the discs are parallel, but this obviously need not be the case. 

If the discs are at some angle to each other, then the double layer 

repulsion will be reduced. Thus Eqn (2.5.2) will tend to overestimate l. 

Some values of x are given in Table 2.2 for various values of the salt 



Table 2.2 

Electrolyte Effective Thickness CA) 
Concentration (M) 

D = .1 µ D = .5 µ D=l µ 

1.0 11 14 15 
0.1 37 47 51 
0.01 129 160 174 
0.001 443 542 575 

The effec tive thickness of a hard plate as a function 

of electrolyte concentration and plate diameter. 

concentration and plate diameter. 
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When x~ .15, the "apparent" volume fraction occupied by the 

clay is greater than 100% (Table 2.1). Eqn (2.3.2) is clearly 

inaccurate at large volume fractions, so that the results are valid only 

for x < .15. 

If the surface area occupied by 1 gm of clay is taken to be 

375 x 10
4 

cm
2 

[8], then the relation betw2en pd 3 and the concentration 

(by weight) is: 

375 cd 10 4 

= 
Tr/4 

= 4 77 cd 10 4 
(2.5.3) 

Here c is the weight fraction of clay, and it is assumed that each plate 

is made up of one unit layer [8]. 

Langmuir observed that the dispersion became completely 

ordered at concentrations above 2. 2%. Assuming that d = 10 4 A, which is 

characteristic of clay plates, Eqn (2.5.3) gives p d 3 = 10.5. From Fig. 
t 



2 .1, the lowest value of p d 3 (in the ordered phase) is 8. 5 at x = .15. 
t 

Since Langmuir performed his experiments in very low salt solutions 
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(distilled water), it is probable that x will be larger than .15. 

Consequently it is expected that ptd 3 should be somewhat larger than 8.5. 

However, in the regime of very low salt concentrations, three-body 

interactions, which are ignored in Eqn (2.3.2), will become important. 

The present theory will break down in this case; nevertheless it 

appears that the trends are predicted correctly. From Fig. 2.1 it is 

also clear that the ratio of the two phases appears to become constant 

when x ~ . 05. At the limiting value of x = .15, the ratio is 1.12, in 

good agreement with the observed value of 1.1. 

It is evident from Fig. 2.1 that the transition concentration 

increases as x increases. Recalling the relationship between salt 

concentration and x, this gives rise to an interesting physical result. 

If the ordered phase is in equilibrium with the disordered phase, the 

addition of salt will cause the concentration in the ordered phase to 

decrease, and hence the particles will move further apart. This is of 

course contrary to what one would expect from DLVO theory. 

The osmotic pressure is given as a function of dimensionless 

density in Fig. 2.2. The coexistence region is clearly seen from the 

0 

characteristic flat portion of the curves. For clay plates of 1000 A in 

diameter, the pressure at the transition (x= .05) is"' 10- 3 atm. This 

pressure should be within the range of experimental observation. 

Fig. 2.3 shows the distribution function f(8) for the ordered 

phase at the transition (t/d = O). The curves showing f (8) for other 

values oft/dare very similar and hence are not shown. 
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Fig. 2.2: Dimensionless pressure of the hard plate fluid as a function of the density. 
The coexistence region can be clearly seen from the flat portions of the curves. 
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In this section we have only examined the behaviour of low 

density clay suspensions where attractive forces between the particles 

are negligible. However, the full statistical mechanics description of 

colloid dispersions will be necessary as long as the secondary potential 

minimum is not much deeper than the thermal energy kBT. This applies to 

any ordered array of colloid particles in equilibrium with the dilute 

dispersion, unless of course the particles are held together by specific 

chemical binding. For example, the "theoretical equilibrium distances" 

calculated for montmorillonite particles from the DLVO theory by Norrish 

[16] are accurate only for higher salt concentrations. The depth of the 

secondary potential well is comparable to kBT at 0.05 N salt 

concentration [16] and DLVO theory cannot be applied in such conditions. 

If only weak attractive forces are present, any ordering of the 

dispersion has to resemble the two-phase formation mechanism described 

above. However, the values of thermodynamic quantities at equilibrium 

will be modified even by the small attractive interaction. The most 

readily observable difference would be larger concentration difference 

between the ordered and the disordered p~ase. 

The description of dilute clay dispersions presented in this 

section is expected to be very accurate for clay concentrations less 

than 5% (weight) and for salt concentrations of practical interest (e.g. 

other than distilled water). Of particular interest are the results for 

the osmotic pressure, because similar figures remain valid for poly­

disperse materials of practical importance. 

The decrease in the transition concentration of the dispersion 

as the electrolyte concentration is increased is a qualitatively new 

result which should be experimentally observable. 
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CHAPTER 3 

SURFACE THERMODYNAMICS 

3.1 SURFACE QUANTITIES 

The subject of surface thermodynamics is undoubtedly confusing. 

This situation is not aided by the plethora of definitions of surface 

quantities. This chapter is not by any means an exhaustive review of 

the subject; it merely serves to give plausible arguments for the 

definitions which will be used in Chapter 4. 

In the following the Gibbs convention for describing thermo­

dynamic quantities of an interface will be used [l]. In this convention 

the interfacial region is considered to be a flat plane, called the 

Gibbs geometrical surface. (Only flat surfaces will be considered in 

this chapter.) 
0 

Clearly the volume of this region, V, is zero. The 

amount of the ith substance associated with the interface will be 

denoted by ri, with dimensions of (area)- 1 • The number of interfacial 

th 
particles of the i type is then ni = Af i, where A is the area of the 

surface. If the quantities of interest vary only in one direction, say 

the x direction, then the surface excess ri is defined by: 

= ( (ni (x) - n~) dx+ (, (ni (x) - n~) dx . 

th +-
Here ni(x) is the actual number density of the i species, and ni is 
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the bulk density as x + ±00 • 

The location of the interface (at x = 0) is for the moment 

arbitrary. However, it is usually possible to fix the origin of 

coordinates so that quantities which are of no interest, e.g. rH 0 , are 
2 

set equal to zero. In a manner analogous with bulk systems, it is 

0 0 0 
possible to define surface potentials F, G, ~ and so on. 

0 
Consider a region of finite volume V containing the interface, 

which is characterized by a surface tension y and an area A. The amount 
' 

of material in this region may vary, but its volume and temperature are 

fixed. Since this region is in equilibrium with the bulk, the chemical 

potentials of all species µi are the same as in the bulk. The 

appropriate thermodynamic potential would appear to be some 

generalization of~' viz: 

0 
= - PV + yA 

0 
and letting V + 0 in accordance with the Gibbs convention: 

In analogy with the bulk~ [1]: 

= 

where y is defined as: 

y 

= yA 

s0 
dT - L n~ dµi + ydA , 

i 

= 

(3.1.1) 

(3.1.2) 

(3.1.3) 

i.e. the work done to increase the area of the surface while maintaining 

equilibrium with the bulk. From now on, the superscript 0 will be 

dropped, all quantities being surface quantities unless explicitly 

stated otherwise. The summation convention, implied summation over 



repeated indices, will also be employed. 

If d(µini -yA) is added to both sides of Eqn (3.1.2), the 

surface Gibbs free energy is obtained v i z: 

dG = - SdT - Ady+µ. dn. 
1. 1. 
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(3.1.4) 

G = 

Adding d(yA) to both sides of Eqn (3.1.4) gives the surface Helmholtz 

free energy: 

dF = - SdT + µi dni + ydA 

(3.1.5) 

F = 

All these equations are formally identical with the thermodynamic 

relations among bulk quantities. Note from Eqn (3.1.5) that y#F/A 

unless the dividing surface is defined so that the surface excess of all 

components is zero. This is usually only possible for pure substances, 

in which case F = S1 = yA. 

The Gibbs-Duhem relation is immediately obtained from Eqn 

(3.1.4): 

SdT +Ady+ Af i dµi = 0 • 

At constant temperature this implies: 

(3.1.6) 



3.2 SURFACE TENSION IN SYSTEMS WITH 
ELECTRICAL DOUBLE LAYERS 

Consider a system composed of dissociable surface active 

groups i, the dissociated ions j, and the non-surface active ions and 

inert electrolyte k. Thus Eqn (3.1.6) becomes: 
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(3.2.1) 

The electrochemical potential of the surface active ions may be split 

into two parts: 

(3.2.2) 

where qj is the charge on the jth species,~ is the surface potential, 

and µj is the chemical part of the electrochemical potential. 

Substituting Eqn (3.2.2) into Eqn (3.2.1) gives: 

dy = (3.2.3) 

It is now assumed that: 

r.q. 
J J 

= CJ , (3.2.4) 

where CJ is the surface charge. This definition is rigorously true only 

if species j are insoluble. Otherwise r. also includes the excess of j 
J 

in the diffuse double layer, and the concept of a surface charge becomes 

more obscure. Eqn (3.2.4) becomes more or less true as long as the 

inert electrolyte concentration is large, so that the double layer is 

highly compressed [2]. 

The first two terms of Eqn (3.2.3) represent the non­

electrical part of the surface tension, denoted by y
0

• Thus: 

= (3.2.5) 



Since this is an exact differential, it may b e integrated in any 

convenient fashion, viz.: 

= J
µl 

µ~ 
r1dµ1 

+ ... + Jµk 
µo 

k 

0 0 
o=O 'µ2 'µ 3 ' ... 

Hereµ~ is the chemical potential of the kth species in the reference 

state. If r k are assumed zero when o = 0, then: 
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= -t adt/J • 
0 

(3.2.7) 

A similar derivation of the above result is given in refs. 2,3. 

3.3 SURFACE ENERGIES 

When deciding which of the thermodynamic potentials to use, it 

is important to bear in mind that each potential has a characteristic 

,set of independent variables. Just as one does not use a cannon to 

shoot sparrows, it is better to tailor the choice of thermodynamic 

potentials to the task at hand. 

Some colloidal particles, AgI for example, interact in such a 

way that the chemical potentials of all species remain constant. 

Consequently, the force between AgI particles is given by: 

y = (3.3.1) 



where Y is the force conjugate to the spatial variable y. If Eqn 

(3.2.7) is substituted into Eqn (3.3.1), the result for flat plates a 

distance y apart is: 

y 

A = 

which is the well known result [4]. 

d ftµ 0 a adtµ 
y 0 
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However, in the case of monolayers or bilayers, some of the 

surface active species may be characterized by a fixed number, say nj, 

and not a fixed chemical potential. (For example j may be an insoluble 

lipid.) In this circumstance~ is obviously not the appropriate 

potential to use, and thus a change of variable seems indicated. If 

d(njµj) is added to both sides of Eqn (3.1.2) the result is: 

df = SdT-n.dµ. +µ.dn. +ydA 
l l J J 

f = ~+n.µ .. 
J J 

(3.3.2) 

This potential is unusual in that some of the µ'sand some of the n's 

are independent variables. In Chapter 4 this potential will be used in 

discussing the possibility of an "electrostatic" phase separation. 
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CHAPTER 4 

THE ELECTRICAL DOUBLE LAYER, FREE ENERGY 

AND PHASE SEPARATIONS IN MONOLAYERS AND BILAYERS 

4.1 INTRODUCTION 

Phase separations and clustering of membrane components have 

been observed in a variety of mixed lipid bilayers and biological 

membranes [1-13]. In artificial lipid bilayers composed of zwitterionic 

lipids and/or cholesterol mixtures, these phase separations depend on 

temperature and composition . Both solid-liquid and liquid-liquid phases 

have been observed in studies on mixed zwitterionic lipid bilayers [2,5, 

7,8]. When anionic lipids are present the phase separations also depend 

on such factors as [Ca 2 +] and pH [3,9,13]. 

The term "phase separation" used here is distinct from "phase 

transition" [8]. The former occurs in a multi-component membrane, when 

phases of different composition separate. The latter occurs in a one­

component membrane. It is worth adding that asymmetric membranes may 

also be considered as having undergone a "vertical phase separation" of 

components as distinct from the "lateral phase sE2paration" that will be 

discussed in the following. 



4.2 THE THERMODYNAMIC POTENTIAL FOR 
MONOLAYERS AND BILAYERS 
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Consider a planar membrane composed of a mixture of 

dissociable acidic lipids AH ~ A- + H+ and neutral lipids B (see Fig. 

4.1). The "free energy" of the system is assumed to be dominated by the 

double layer energy (i.e. chain-chain interactions, specific head group 

interactions, etc., are assumed constant), and the molecular areas of 

AH, A- and Bare taken to be identical. Let: 

= surface excess of AH+ A- groups 

= surface excess of B groups 

= surface excess of groups . 

If rA and rB are fixed, as in the case of some insoluble monolayers or 

bilayers, then the appropriate thermodynamic potential to use is f, 

given by (from Eqn (3.3.2)): 

f = (4.2.1) 

The fµH+ term is included since the number of H+ ions that dissociate 

(f) is determined by the surface active components. 

Assuming that A-, AH, Band H+ are ideal, Eqn (4.2.1) becomes: 

f 
A 

= 

(4.2.2) 

Here ~o is the surface potential,µ? is the chemical potential in the 
l 

standard state, and~+ is the bulk hydrogen ion concentration, [H+]
00

• 

It is assumed that the H+ ions that dissociate do not sensibly affect 

the bulk [H+] . 
00 
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Fig . 4.1 : Lipid-water interface . The lipids are a mixture of 

dissociable lipids AH (e . g . phosphatidylserine) and undissociable 

lipids B (e . g . cholesterol) . The dissociable lipids are assumed to 

be acidic , an d these can be in the charged state A- or uncharged 

state AH . 



f 
A 

Recalling that o=-re, Eqn (4.2.2) becomes: 

39 

Let 0 0 0 -b = µH+ + µA_ - µAH, with the obvious interpretation of binding energy. 

The terms fBµ; and fAµ1tt are non-electrical quantities, i.e. they refer 

to the uncharged membrane. Defining a new reference state by: 

f' 
A 

then Eqn (4.2.3) becomes: 

f ' 
A 

= 

= 
f 
A Yo - r B µ~ - r Aµ 1tt ' 

+ kB T ( r A - r) 10 g ( r A - r ) + kB T r 10 g r + kB T r 10 g ~ + . ( 4 • 2 . 4) 

Since f' may be regarded as a "free energy", the equilibrium value of r 

i8 that which minimizes Eqn (4.2.4) viz.: 

__£_[~] ar A 
= 

or 

equivalent to 

r - r 
A 

= 0 

= 

= constant = K. (4.2.5) 

= K = n 10-pK . 
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The constant K is readily identified as the reaction constant for the 

dissociation of the acidic lipid AH ~ A- + H+. K is related to the 

intrinsic or surface pK of the acidic lipid, which is of course not the 

same as the apparent pK (since [H+]
0 

I [H+]
00

) [14]. n is a constant of 

proportionality which depends on the units used. 

Substituting Eqn (4.2.5) into Eqn (4.2.4), gives the 

equilibrium (minimum) free energy: 

f' 
A 

= (4.2.6) 

Subtracting (fA +rB)log(fA +rB) (which is a constant for systems of 

fixed total number of lipids per unit area) from both sides of Eqn 

(4.2.6): 

f' --
A e J:• r{l/J~)dl/J~ +kBT rB log[rA:rB] = = 

+ kB r r A log [ r /fr J + kB r r A log [ r \~ r] · (4.2.7) 

A different d rivation of this result in the limit r B + 0 has been given 

previously [15,16,17], but it is not as easily generalized as the above 

m thod. 

4.3 GOUY-CHAPMAN THEORY 

Consider the planar membrane of Fig. 4.1. The inert 

electrolyte solution is taken to be NaCl and CaC1
2

• The number 

densities in the bulk (x= 00 ) are: 
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n+ = [Na+H+] 
00 

n++ = [ Ca 2 ... ] 
00 

nH = [H+] = n 10-pH 
00 ' 

where n has the same meaning as before. 

The one-dimensional Poisson equation is: 

~ 
dx 2 

- 41T p (x) , (4.3.1) = 

where p(x) is the charge density as a function of x, ~ is the electro­

static potential at x, and Eis the dielectric constant of water. The 

concentrations of the various ions in solution are given by the usual 

Boltzmann relation, viz.: 

[Ca 2 +] 
-2e~/kBT 

= n++ e 
X 

[Na++ H+] 
-e~/kBT 

(4.3.2) = n+ e 
X 

( c1- J [n++2n++] 
+e~/kBT 

= e . 
X 

Eqns (4.3.2) and (4.3.1) may be combined to give the Poisson-Boltzmann 

(P.B.) equation: 

~ = dx2 
4ne 

E: [ (n+ + 2n++l 
-e~/kBTl 

e . 

4.3.3) 

e~/kBT -2e~/kBT 
e - 2n++ e - n+ 

Integrating this equation with the boundary condition d~/dx+O, ~+Oas 

x + oo yields: 

1:: [~J 2 2 dx 

e~ /kBT -2e~/kBT 
e + n++ e 

(4.3.4) 



Since 

then: 

r = 

dl}J 
dx x=O 

= 
4TI0 

E: 
= 

4Tife 
E: 
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(4.3.5) 

Here c
1 

=n++ln+, and l}J 0 is the surface potential. The above development 

is standard (see e.g . ref. 18) except for the inclusion of [H+]
00 

inn+· 

While this contribution is always negligible in comparison with the 

inert electrolyte concentrations, its inclusion is essential for a 

complete description of the double layer. This is because rand l}J 0 are 

related through Eqn (4.2.5). 

4.4 LINEARIZED POISSON-BOLTZMANN EQUATION 
AND DISCRETE SURFACE CHARGE 

If the full P . B. equation is linearized, the result is [19]: 

(4.4.1) 

Here 1/K is the Debye screening length [19]. The linearization 

procedure is valid for jel}J /kBTI << 1. If the average distance between 

charges a, is greater than 1/K, the discrete charge effects should 

become important . Consider a set of discrete charges on the x = 0 plane. 

The Eqn (4.4.1) becomes: 

= (4.4.2) 

Here pis a two-dimensional vector in the y-z plane and q is the charge 



on the surface group. For the membrane in Fig. 4.1, the aqueous 

solution is assumed to have a dielectric constant E 1 , and the membrane 

itself E2 . In most cases of interest E2 /E 1 << 1. Letting¢ represent 

the two-dimensional Fourier transform of~, i.e.: 

-+ -+ 

~(x,~) = J d~ eiq.p ~(x,P) 

then Eqn (4.4.2) becomes: 

-+ -+ 

43 

¢ 
zz = 

ipk.q 
e (4.4.3) 

The problem is now reduced to determining the Green's function, viz.: 

where 

The solution to 

Therefore 

Eqn 

G = 

G zz 

E 

K2 

(4.4.4) 

<l>(x > 0) = 

= 

= 

= 

= 

is: 

El 

E: 2 

K2 

0 

= 
o(x) 

E 

x>O 

x<O 

x>O 

x<O 

(x > O) 

-+ -+ 1: 
i q . pk e - ( K 2 + q 2 ) 2 X 

e -------
!-:: 

(K2+q2)2 

(4.4.4) 
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-+ -+ -+ h:: 

!!!!_g_ 1 

J 
-+ iq. (pk - p) -(K2+q2 )2x 

L e 
l/J (x > O) = dq e 

E: 1 ( 2TI ) 3 k 
k ( K2 +q2)2 

-+ -+ 
-KI r - p I 

J:.g_ L 
k e (4.4.5) = 

E: 1 k -+ -+ 
Ir - Pk! 

In the linearized limit, with 0 being a constant charge distribution: 

f d -+r fl/Jo o 0 (l/J) dl/J = (4.4.6) 

Since the charge distribution is no longer uniform, the discrete version 

of Eqn (4.4.6) is: 

J d
-+r fl/Jo o G(l/J)dl/J = 

th Consequently the energy of the N surface charge will be: 

= 

-+ -+ 
-KI p - p I 

2 k N !:C.. L-e ____ _ 
= 

E: 1 k 

-+ -+ 

-+ 
dr 

This sum contains an infinite term when pk-+ pN. This represents the 

self-energy of a fundamental charge. In reality of course the self­

energy of an electron is not infinite (i.e. an electron is not a point 

charge), but has some finite value. In any case the self-energy is 

merely a constant independent of the properties of the membrane, and can 

be neglected. th Consequently the electrical energy of the N charge is: 



Energy 
Charge 

= 

-+ -+ -KI p - p I k N 
e 

45 

In order to simplify this result, the charge sites are assumed to be on 

a periodic array. This approximation is somewhat extreme, since the 

charge sites are much more randomly distributed in practice. However, 

making this assumption, the Energy/area is: 

2 

= c
1
[area of unit cell] 

The difference between this result and the free space result is a factor 

of \. This is because of the discontinuity in c at x = 0, and the 

assumption that c 2 /r, 1 << 1. If the lattice is square with repeat 

distance a, then: 

= 

where the prime indicates that the term with Z = m = 0 is omitted. 

4.5 FREE ENERGY 

el 
The free energy f for the monolayer is (Eqn (4.2.7)): 

= e f: o r (I),;) di),; + r B kB T log [ r /: r Bl 

+ r A kB T 1 o g l r Ar: r J + r A kB T 1 o g [ r Ar: r) . 

In the discrete case this becomes: 

.( 4. 4. 7) 

(4.5.1) 



= 
(]2 3 
.:1_ f2 
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(4.5.2) 

where r = l/a 2
• Eqns (4.4.5) and (4.2.5) will determine ljJ 0 and r for 

fixed values of the other parameters. These results are substituted 

into Eqn (4.5.2) to give the free energy. 

On the other hand, the assumption of a continuous charge 

distribution requires simultaneous solution of Eqns (4.2.5) and (4.3.5) 

for f and ljJ
0

• These values are then substituted into Eqn (4.5.1). This 

procedure requires some numerical computation and is described in 

Appendix 2. The calculations were carried out for the continuous charge 

distribution only; the many approximations involved in Eqn (4.5.2) make 

this result somewhat doubtful. 

4.6 PHASE SEPARATION 

There have been several recent theoretical attempts to show 

the effect of double layer energy changes on phase separations in 

bilayer membranes. Some authors [9] have concluded that the double 

layer energy favours a phase separation. However, these authors used Y 

for the free energy, plus an entropy of mixing term. This is incorrect 

for the reasons discussed in Chapter 3. More recently, another attempt 

at this problem has been made [17]. This time the correct form of the 

free energy (as r B-+ O) was used, but charge dissociation was not taken 

into account. Furthermore, these authors compared the free energy of 



47 

the states of "complete phase separatton1
' and "homogeneous mixing". In 

other words, they compared the free energy difference between a bilayer 

membrane where charged lipids were scattered randomly throughout the 

membrane, and a bilayer where all the charged lipids clustered together. 

Since energy always favours a "mixed state", it was concluded that the 

double layer energy inhibits a phase separation. However, this 

procedure is incorrect in principle. 

Consider the Gibbs free energy of a multi-component system, 

G(T,y,ni). Let X = n 1 /(n 1 +n2 ), then the condition of thermodynamic 

stability is [20]: 

(~;;) > 0 • 
n 2 ,n 3 , ••• ,T,y 

In geometric terms, a graph of G vs. X must always be concave upwards. 

Regions where the curve is convex upwards are thermodynamically unstable. 

Systems which have such regions will phase separate; the values of X in 

each phase are determined by the double tangent construction [20]. 

In the case of the membrane described in the previous section, 

X • f A/ (f A+ f B). ·Recall that f can be derived from G by making two 

Legendre transformations, one on the pair YA, and the other on the pairs 

njµj, where j is summed over the non-surface active species. Since Xis 

determined from the ratio of surface active species, it follows from the 

properties of Legendre transformations that: 

[~;;) = 
T,Y,n2,n3,••• 

and therefore that f vs. X must also be concave upwards. 

el The free energy per particle g = f /N was computed numerically 



using Eqn (4.5.1). (Note that since 

f' 
A 

= i - y - r µo 
A o B B 
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there should be linear terms in X added tog. However, these terms are 

of no importance as far as phase separations are concerned since they do 

not affect the second derivative. Alternatively, if 11; = 111.rr, then this 

additional term is independent of X.) The free energy/particle g was 

plotted as a function of X for a wide range of relevant parameters. 

Some of the results are shown in Figs. 4. 2 and 4. 3, for T = 25 °C, area 

per lipid = 60 A 2 , and a dielectric constant for water of £ = 80. The 

inert electrolyte concentrations, [NaCl], [CaC1 2 ], and the (pH - pK) 

values are shown in the figures. 

For low values of (pH - pK) there is little dissociation and 

hence the electrical energy contributes weakly tog. Consequently the 

ideal mixing term: X log X + (1-X) log(l-X) dominates the expression for 

the £ree energy, and for (pH - pK) < 0 the curves are roughly symmetric 

about X = . 5, with a minimum at X ,...._, . 5. For higher values of (pH - pK), 

the minimum shifts towards X = 1. 

It was observed in all the curves generated that dg/dX was 

monotone increasing. This implies that this model does not exhibit a 

phase separation. Some of the curves were almost straight in the 

vicinity of X ,...._, .5, particularly at higher pH and [Ca++]. This suggests 

that only a small effect, due to some other interaction, is required to 

"nudge" the membrane into a phase separation. It is therefore necessary 

to examine what other factors could lead to a phase separation: 

(1) First, the validity and applicability of the Poisson-Boltzmann 

equation must be justified. The P.B. equation has been found to work 
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0 ------
-:-----------2 

---...... ___________ 3 

4------i 

5 

pH-pK-6 

0.01 M NaCl 

1 
mole fraction X 

Fig. 4.2: Double layer molar free energy gas a function of mole 

fraction X = r A/ (f A+ r B) for a two-component lipid layer consisting 

of dissociable lipids AH (AH ~ A- + H+) and undissociable lipids B. 

The curves are based on Eqn (4.5.1), and are plotted for a surface 
0 2 

area per head group of 60 A. The electrolyte is 0.01 M NaCl, 

T=25 °C. 
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Fig. 4.3: Same as Fig. 4 . 2, but plotted for 0.01 M NaCl with 1 mM CaC1
2

• 

Higher CaC1 2 concentrations do not modify the curves much more. 

Qualitatively similar results were obtained with 0.1 M NaCl. None 

of the curves obtained exhibited a phase separation. However, in 

all cases the curves become straighter (less curved) near X ~ 0.5 as 

2+ h the pH and Ca concentration increases . This indicates that p ase 

separations, arising from some other type of interaction, would be 

more favourable at higher pH and [Ca 2 +], as often observed. 
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surprisingly well in a variety of membrane studies, even at high surface 

potentials [18,21,22]. 

(2) The surface areas of the different lipids have been assumed 

equal and constant, and consequently the ideal expressions for µi were 

used in the derivation off. However, since the surface areas of lipids 

are not greatly different, and since ideal solution theory often gives 

better results than any modified theories which attempt to account for 

molecular size differences (23], these assumptions are not expected to 

give rise to any serious qualitative errors. 

(3) Other possible interactions between lipids, such as specific 

polar group or chain-chain interactions have been ignored. Any specific 

interaction between pairs of molecules AA, BB and AB with interaction 

free energies gAA, gBB and gAB such that 

gAB > \ g + \ G AA BB 

will give rise to a phase separation if the inequality is sufficiently 

large (24]. 

In view of the fact that there is no phase separation when 

such interactions are ignored, specific interactions must be responsible 

for the observed phase separation in membranes. However, in view of the 

"straightness" of some of the curves in Figs. 4.2 and 4.3, this specific 

interaction need not be very large. 
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CHAPTER 5 

THE ORDERING OF WATER NEAR AN INTERFACE 

5.1 INTRODUCTION 

For some time it has been known that the properties of water 

near an interface are different from the properties of bulk water [1]. 

The commonly accepted view is that this interfacial water is frozen or 

ice-like; this appears to provide a qualitative explanation for some of 

the phenomena in salvation chemistry [2]. Experiments on lecithin 

bilayers have indicated that water near the lecithin-water boundary is 

highly structured [3]. Recent measurements [4] have also shown that 

there is a strong force between lecithin bilayers, apparently due to 

this frozen water. 

The behaviour of aqueous non-electrolytes seems to indicate 

that there is a strong attractive solute-solute interaction of unknown 

origin [5]. In the case of hydrophobic solutes, this interaction is 

known as the hydrophobic interaction. 

A recent theory [6], which was originally developed to explain 

the repulsive force between lecithin bilayers, has apparently yielded a 

qualitative explanation of these phenomena. A brief summary of the 

theory to date will be given here. 

Because of the strong tetrahedral co-ordination of water, 
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resulting from hydrogen bonding, any disturbance in the water structure 

will cause a non-local response. In other words the perturbation 

induced by a boundary will be felt some distance away from this boundary. 

(Note that this is primarily an angular correlation, resulting from the 

tetrahedral co-ordination of water, and hence is not reflected in the 

angle averaged radial distribution function.) 

In the neighbourhood of a perturbation, the properties of the 

water are assumed to decay continuously to the bulk values. This will 

occur when the distance from the perturbation exceeds some 

characteristic length, known as the correlation length. The commonly 

held view is that solute hydration is confined to the first shell of 

bound water molecules [7]. The concept of a continuous fall-off in the 

response to a disturbance is a new facet of this theory. It is this 

non-local response to a perturbation which leads to interactions between 

surfaces. 

The ordering of water near an interface can be described by a 

-+ 
scalar order parameter, n(r), which varies continuously from point to 

point. This parameter can be imagined to represent the degree of tetra­

hedral co-ordination of a water molecule. In terms of a Pople [8] 

-+ 
theory of water, n(r) could represent the "stiffness" of hydrogen bonds. 

The definition is deliberately left obscure - specific models of water 

-+ 
lead to different interpretations of n(r). 

-+ 
The deviation from bulk order E(r) is defined as: 

-+ 
c(r) = 

-+ 
n ( r) - nb u 1 k • 

-+ 
Assuming that c(r) is small, then the free energy density may be 

-+ 
expressed as an expansion in terms of c(r) and its derivatives. If it 
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-+ -+ 
is assumed that any non-zero s(r) or spatial change in s(r) will 

~ncrease the free energy, then the expansion of the free energy density 

-+ 
f(r) is: 

-+ 
f(r) = b c(-+r)2 [~ (-+ ]2 c.. + c VE r) + . . . , (5.1.1) 

where higher order terms have been ignored. The form of Eqn (5.1.1) is 

-+ -+ -+ 
quite general, as long as s(r), Vs(r) are small. This is of course why 

-+ 
the definition of n(r) was left imprecise. As will be seen, it is 

possible to draw some quite general conclusions without specifying a 

-+ 
particular model of water which defines n(r) precisely. 

To a first approximation then, the total free energy Fis: 

F = (5.1.2) 

~ -+ 
here 1/K = (c/b) 2

• The functional form of s(r) is determined by 

minimization of Eqn (5.1.2), with the result that: 

(5.1.3) 

Since this is a continuous theory, it is possible to conceive 

of a "point disturbance". The response of the water to this type of 

perturbation will take the form of the Green's function of Eqn (5.1.3), 

viz.: 

-+ -+ 
G(r,r') 

-+ -+ 
Thus the order is "propagated" by the function G(r,r') with a decay 

length of 1/K. This length 1/K, can be identified as the order 

-+ -+ 
parameter correlation length. From the form of G(r,r') it is clear that 

the expansion of Eqn (5.1.1) is equivalent to assuming the Ornstein-
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Zernike form for the correlation of the order parameter. 

Eqn (5.1.1) has the same form as the Landau expansions [9] 

familiar from the study of phase transitions. Although these expansions 

were originally devised for properties near the critical point, it is 

+ 
clear that Eqn (5.1.1) remains valid as long as E(r) and the spatial 

+ 
rate of change of E(r) are small. A similar type of expansion was also 

used by Cahn and Hilliard [10] in their studies of interfacial energies. 

The coefficients band c can be derived a priori from 

specialized models of water. It is possible to use a generalized 

version of the Pople model of water to derive the form of Eqn (5.1.1) 

and the values of the coefficients (11]. However, rather than become 

involved in a debate about the merits of different models of water, the 

coefficients band c will be regarded as phenomenological parameters, to 

be obtained, where possible, by comparison with experimental results. 

Eqn (5.1.2) may be transformed into a surface integral, viz.: 

(5.1.4) 

wheres is the perturbing boundary in the solvent. If the boundary 

+ 
condition for Eqn (5 .1. 3) is E (r) = E0 on s, then Eqn (5 .1. 4) can be 

rewritten as: 

+ + 
F = l/J'vl/J ds , (5.1.5) 

+ 
where ljJ is the solution of ['v 2 

- K
2 ]l/J = 0 with ljJ = 1 on s, and ds is along 

the outer normal to v. 

Consider an aqueous non-electrolyte solution. If two solute 

molecules are a distanced apart, then: 
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F 12 = F(d) - F(oo) (5.1.6) 

gives the contribution to the potential of mean force between the solute 

molecules arising from the change in solvent structure. If the solute 

molecules are considered to be hard spheres, then F 12 is determined by 

-+ 
the solution of Eqn (5.1.3) subject to the boundary condition E:(r) = E: 0 

on the surface of the two spheres. This procedure is described in the 

following section. Readers who are uninterested in the manipulation of 

modified spherical Bessel functions of the first and second kinds are 

well advised to skip to Section 5.3! 

5 . 2 DETERMINATION OF THE SOLUTE-SOLUTE POTENTIAL 

Consider two identical spheres each of radius R. The centres 

-+ -+ 
of the two spheres are at r 1 and r 2 , with azimuthal angles 8 1 and 8 2 

-+ -+ 
respectively. These angles are referred to the axis r 

1 
- r

2
• The 

equation to be solved is: 

(5.2.1) 

The solution of Eqn (5.2.1) can be expressed as: 

00 

-+ 
lJ)(r) = 

00 

(5.2.2) 

Here KN(z) are the modifie d spherical Bessel f unctions of the second 

kind [12], and PN(x) are th e L gendr polynomials. The unknown aN are 

det rmlned by applying the boundary condition tµ= l on s 1 ,s 2 • This is 

+ 
most aslly don e if ~( Kl r-r 2 j ) PM(cosG 2 ) is expressed as a linear 



I -+- -+- I combination of Kz_ (K r - r 
1 

) Pl (cos8
1
), and the boundary condition 

imposed on s 
1 

• 

An addition theorem for spherical Hankel functions has been 

derived in ref. [13]. The formula simplifies somewhat for the case of 

azimuthal synunetry, viz.: 

00 

-+- -+- -+- -+-
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= ~ (2N+l) UMN(Klr 1 - r 2 I) JN(Klr- r 1 I) PN(cos8 1 ) , (5.2.3) 
N=O 

where 

= 
M 
~ 

r=O 

f (M - r + ~) f (N - r + ~) f ( r + ~) 

(-l)r f(M+N- r+!) f(~) 2 

x (M + N - r) ! (M + N - 2 r + ~) ! H 1 ( ) 

(M - r) ! (N - r) ! r ! -~+N-2r z · (5.2.4) 

Here ~(z) is the spherical Hankel function of the first kind, and Jz(z) 

is the spherical Bessel function of the first kind [12]. The following 

relations will prove useful [12]: 

Hi [ z e i 1T / 2 l Kz(z) 
2 = -
TI 

Jr[z ein/2] = Iz(z) e 

e -ieTI/2 

ieTI/2 

TI 
-TI~ arg z ~-2 ' (5.2.5) 

where Kz(z) has the same meaning as before, and Iz(z) is the modified 

spherical Bessel function of the first kind [12]. iTI/2 If K-+- e Kin Eqn 

(5.2.4), then with the aid of Eq~ (5.2.5), the addition theorem becomes: 

00 

= (5.2.6) 

where 



BMN = 

= 

M 
L r r I+ + I ~ (-1) ~+N-2r (K r1 - r2 ) 

r=O 

( - l) r I' (M - r + ~) f (N - r + ~) f ( r + ~) 

f (M + N - r + ~) [I'(~)] 2 

(M + N - r) ! (M + N - 2 r + ~) ! 
X ------"'---------'--

( M - r) ! (N - r) ! r ! 

Substituting Eqn (5.2.6) into Eqn (5.2.2) gives: 

00 

+ 
lJ;(r) = 

00 00 
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(5.2.7) 

Taking the inner product of both sides of Eqn (5.2.7) with respect to 

I+ + I Pj (cos8 1), and evaluating the result on s 1 ( r - r 1 = R) gives: 

[lJ; ,P.(cos8 1)] = I IP.(cosB)l 1
2 a.K.(KR) 

s J J J J 

00 

+ L ~(2j+l) BM.I.( KR)IIP.(cos8)ll 2.(5.2.8) 
M=O J J J 

If "1
8 

= 1 on s 1 , then Eqn/ (5.2.8) b comes: 

00 

= a . K . (KR) + L ~ ( 2 j + 1) BMJ' I J' ( KR) . 
J J M=O 

(5.2.9) 

Let: 

A. = a. K. ( KR) 
J J J 

(5.2.10) 

then Eqn (5.2.9) becomes: 

oo oo I.(KR) ~ 
= L o ~ + L (2j+l) B ........,J..__ __ 

M=O j M=O Mj ~ ( KR) 
(5.2.11) 



Defining: 

then Eqn (5.2.11) becomes: 

= 

or in matrix form: 

where 

= 
I. (KR) 

(2j+l) B _ J~~ 
Mj ~(KR) 

00 00 

-+ 
[L+l] • A = 
"" ,...._, 

-+ 0
iO [ e 1 ] . = 

l 

[ 1] .. = cS 
,...._, lJ ij 
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(5.2.12) 

(5.2.13) 

(5.2.14) 

Consequently, once the elements of the matrix Lare calculated for given 

-+ -+-
KR and Kd ( d = Ir 

1 
- r 2 1), then the Ai (and hence the ai) are determined 

from the infinite set of linear equations [Eqn (5.2.14)]. For numerical 

purposes of course, k_ must be truncated. If the matrix elements LjM-+- 0 

sufficiently rapidly as j ,M-+- 00 , this procedure should converge. It is 

easy to show from the asymptotic form of Bessel functions for order>> 

argument that [12]: 

[ 2 (M + j ) - 1 ] ! ! [ KR] M+ j 
L j M ,...._, ( 2M - 1) ! ! ( 2 j - 1) ! ! K d ' (5.2.15) 

where 

p!! = p ( p -2)(p-4) ... 

It is obvious by inspection of Eqn (5.2.15) that 

Lim LjM = 0 
j-+-oo 

M fix ed 

Lim LjM = 0 
M--+-0:> 

j f ixed 
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as long as (KR/Kd) < 1. In other words, along any row or column, 

LjM + 0, as long as the centre-to-centre distance is less than the radius 

of a sphere. On the diagonal, Eqn (5. 2 .15) becomes, for j ,M >> 1: 

L .. 
JJ 

[ 4 j ] ! ! [KR] 
2

j 
(2j)!! (2j)!! Kd ' (5.2.16) 

Taking logarithms of both sides of Eqn (5.2.16) and using Stirling's 

approximation yields: 

This goes to zero as j f 00 when (KR/Kd) < ~. This result is physically 

reasonable, i.e. the scheme for determining the a. should converge as 
1 

long as the two spheres are not touching. 

The energy of interaction between the two spheres is [Eqn 

(5.1.5)]: 

F(d) = 
+ + 

ljJ'vljJ • ds 

= 
2 

2b c 0 J ~ 
- 2 " ds K on 

sl 

(5.2.17) 

Substituting Eqn (5.2.7) into Eqn (5.2.17) and performing the indicated 

integration gives: 

F(Kd) = 
411R 2 

2b E 2 

0 K 
- A + L 

[ 

Kl( v- 1{) co 

0 K0 ( KR) M=O 

F ( oo) 
4·n R2 

= 2b E2 [l+J/( KR)] 
O K 

(5.2.18) 

(5.2.19) 

whl h ls of our8e just twice th s ingle s ph e r e n rgy. Combining Eqn 



(5.2.18) and Eqn (5.2.19) gives: 

= 
K 

00 

~ 

M=O 
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- (1 + 1/[ KR])} . (5.2.20) 

This is the final result. The matrix Eqn (5.2.14) can be inverted by 

expanding [L + 1]- 1
, viz.: ,.._, ,.._, 

-+ 
A = [l-L+L 2 + ... ] 

-+ 
• e 

1 

since L .. are presumed small. Alternatively, Eqn (5.2.14) can be 
l] 

inverted numerically. This latter procedure was followed, since this 

method converged very rapidly. Except at the smallest separations the 

order of L required for convergence was less than 20. 
,.._, 

5.3 RESULTS 

Before calculating any results, it is necessary to have some 

idea of the magnitude of 1/K, the correlation length. For planar 

surfaces, solutions of Eqns (5.1.3) and (5.1.5) give the following 

result for the pressure P [6]: 

KX >> 1 . 

Experimental data on lecithin bilayers is well described by an 

0 

exponential function with 1/K ,.._, 1.9 A [6]. Since it is assumed that 1/K 

is a constant independent of the nature of the interface, this value of 

1/K will be used in the computations. 

Let: 

F
1 2

( Kd) = 

l 
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where VO is the volume of a water molecule. The quantity [b E::~ VO] = EB 

has a simple plysical interpretation. EB represents the difference in 

energy between a water molecule at the interface and a water molecule in 

the bulk. * In Fig . 5.1 the dimensionless solute-solute potential F12 is 

plotted as a function of d for several values of particle radii. The 

0 0 3 
correlation length was taken to be 1/K = 1. 9 A, and VO = 2 7 A . 

Although a great deal of physical insight results from the 

very general expansion Eqn (5.1.1), it is now time to "pay the piper" 

for this generality . The parameter EB will be different for different 

solute molecules, and there is apparently no a priori method of 

determining EB. At first sight one might expect that comparison of the 

single sphere solution of Eqn (5.1.3) and solution energies would yield 

an estimate of EB. However, since solute molecules will generally 

undergo some hydrogen bonding with water, the salvation energies will 

include the hydrogen bond energy. It is generally not possible to split 

up the salvation energy into "structural contributions" and "H-bond 

constributions". 

However, methane is generally considered to undergo very 

little H-bonding in water. Unfortunately, the salvation energy of 

methane is not known experimentally . An estimate can be obtained from 

extrapolation of experimental data with more CH 2 groups. This gives a 

value of 3161 cal/mole [11], or EB= .77 kBT . From Fig. 5.1, the depth 

0 

of the potential well ( R= 2 A) is "' 1. 6 kB T or "' 1 kcal/mole . This 

compares with the result 1.4 kcal/mole from Monte Carlo calculations 

[ 14] . 

At this point it is worthwhile to recall the assumptions that 

have been made in this model: 



0 

-1 

-2 

-3 

-4 

0 2 3 4 5 6 

ci<A> 

7 

Fig. 5.1: The dimensionless solute-solute potential as a function of 

separation d for various values of particle radii. 
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(1) Water has a strong degree of angular correlation, resulting 

from tetrahedral co-ordination. The correlation manifests itself in a 

non-local response to a perturbation. 

(2) The structure of water may be described by an "order 

+ 
parameter" n (r) which is a continuous function of position. 

( 3) 
+ 

The free energy may be expanded as a power series in n(r) and 

its derivatives, viz. Eqn (5.1.1). 

Of course a continuous theory which attempts to model essentially 

discrete phenomena is always open to question, especially since the 

correlation length is less than the O - 0 distance. Nevertheless, these 

rapid variations of the "order" will probably average out, so that this 

theory should provide qualitatively correct results. 

For ease of computation, it was assumed that the solute 

molecules were spherical, and that the order parameter was a constant 

over the boundary surface. These approximations may be quite wrong in 

practice, but i .t did not seem worthwhile to explore such refinements at 

this stage. 

Consequently, from a few quite general assumptions, it is 

possible to derive an attractive solute-solute interaction. The 

predicted effects seem to be of the same order of magnitude as those 

obtained by Monte Carlo calculations. 
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APPENDIX 1 

In this appendix, the details of the calculations involved in 

determining the transition concentrations for the anisotropic fluid are 

given. 

Let: 

= . I I 4x 4 l siny + x + x cosy + - E(siny) + - x siny 
1T 1T 

(Al.1) 

= siny+x E(siny) +: xlcosyl +: x +: x 2 siny, (Al.2) 

where 

X = d/ l 

= lid 

for rods 

for discs 

Eqn (2.3.2) can be written: 

where 

CT = J f( Q) log[4nf(Q)] dQ 

<P = ff 8D( S"2 , S"2 ') f( n ) f( S"t ') an dS"t ' 

= II 8R( S"2 , S"2 ') f (S"t ) f (S"t ') dS"t dS"t ' 

A 
1T d 3 discs = 2 Pa 

= 2l 2 dp
0 

r ods . 

(Al.3) 

(Al. 4) 

discs 

(Al. 5) 

rods 

(Al.6) 
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If O and¢ depend on some parameter a, then the condition for 

minimization of the free energy is: 

o'(a) +; ¢'(a) = 0. (Al.7) 

Note that when x-+ 0, then SD-+ SR, i.e. for very thin plates or rods, 

Eqn (Al . 7) is formally identical for either rods or plates. The only 

difference is that A has a different interpretation in each case. This 

correspondence was first noted by deGennes [l]. 

When the expansion for f(~), Eqn (2 . 3.4), is substituted into 

the expression for¢, the following simple result is obtained: 

= 

where 

= 

~ 

N=0,2,4, . . . 

The unsuperscripted S(y) refers to SD or SR, whichever is appropriate. 

Unfortunately, because of the highly non-linear nature of o, no 

corresponding simplification is possible with this term. 

For given A, the a . are determined by numerical minimization 
l 

of Eqn (Al.3) [2] . Bearing in mind Eqn (Al.7), the chemical potential 

and osmotic pressure in the ordered (anisotropic) phase are given by: 

µ a = kB T [ µ o + 1 + 1 o g pa + o a + A a¢ a] 

Pa = kBT(pa + Aa;a ~a] ' (Al.8) 

where o and¢ are the values of o and¢ in the anisotropic phase. The 
a a 

corresponding expressions for the isotropic phase are: 
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1-\ = kBT[l.1 0 + log PI + PI AI] 

kBT[PI Ar l (Al.9) PI = + 2 PI<PI . 

Here cp l is given simply by: 

cp I 
TI (rr ;3] 2 discs = - + x+x 
4 

= TI { [TI+3] TI 2} 4 l+ 2 X + 4 X rods . 

The transition concentrations of the two phases, and hence the pressures 

can be determined by equating Eqn (Al.8) and Eqn (Al.9) viz.: 

= 

A2 
AI + _l cp = 

2 I 

log A + 0 + A <I> a a a a 

These equations were solved to give the results shown in Chapter 2. 
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APPENDIX 2 

The free energy, Eqn (4.4.1), is expressed in a form suitable 

for computation in the following. From Eqn (4.2.5) 

J
lJlo 

e r ( ljJ ' ) dljJ ' 
0 0 0 

= 

= (A2.1) 

where 

Consequently the energy per particle g, can be written as: 

_g_ z* r fi(u') 
du' 

= 
kBT (u')2 1 

[ x- yl + xlogx+(l-x) log(l-x)+x log x 
' 

(A2.2) 

where 

r 
r A 

X = y = r A+ f B r A+ rB 

r e ljJ 0 /kBT 
2 

n+ E: kB T l 
* 

[ 21T e (f A+ f 
8

) 
z = u = e 



The integral in Eqn (A2.l) can be evaluated in terms of elliptic 

functions (see Appendix 3). The values of y and u are determined from 

the solutions of the transcendental equations: 
I 

= lOpH - pK 

y = 

The solutions of these equations were substituted into Eqn (A2.2), to 

give the results shown in Fig. 4.2 and Fig. 4.3. 
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APPENDIX 3 

In this appendix, the integral in Eqn (A2.l) is expressed in 

terms of elliptic functions. Unless explicitly stated otherwise, all 

properties of elliptic integrals and theta functions used in the 

followlng derivations can be found in refs. [3,4]. 

The integral in Eqn (A2.l) can be written as: 

I = Jul 
F(u') du' 

(u') 2 fi(u') 
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(A3 .1) 

As is well known, any integral of the form: 

f R(w,x) dx, 

where R is th ratlonal function of wand x, w2 belng a quartic or 

cubic fun tlon in x, can be expressed in t e rms of elliptic integrals. 

Eqn (A3.1) can be reduced to the standard form: 

I = 

(A3.2) 

= J ~ du 
vF 

= J 
du 

/F 
I_ 1 = f 

du 

u/F · 

The above can be derived by integrating both sides of d/dx(lf/x). The 

function F(u) can be factored as follows: 



where 

Since c 1 < 1, 

yields: 

+ 
u = 

(l+c
1

) ± l(l+c
1

) 2 +4c
1

(1+2c
1

) 

1 + 2c
1 

+ > 0 u ' u < 0. Substituting u= (l-u- )t 2 +u- into du/IF 

{u} du 
IF 

= 

= 

1-u 
+ u - u 

Q = 

Qr {u} 
1 

dt 

e 
w = 

2 
!.:: , 

[ ( U + - U- ) ( 1 + 2 Cl ) ] 
2 

- u 
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where {u} represents u, 1, u- 1
• Note that since lJJ < 0, w < 1, so that all 

these integrals are negative. 

Using the following properties of elliptic functions: 

d 
dv snv = cnv dnv = 1 

2 2 2 k sn v + dn v = 1 

and the substitution t = snv, I
0 

becomes: 

Here K is the complete elliptic integral of the first kind. Using a 

similar substitution, 1+ 1 can be reduced to: 

where Eis the complete elliptic integral of the s e cond kind, and 
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E(sn- 1w) is the inc omple te elliptic integr a l o f th e s econd kind. 

1_
1 

can b e r e duce d to: 

I_ 1 = 
u 

where 

n = 
1-u 

u 
I' 

- 1 
(A3. 3) 

This can be expanded directly in terms of Jacobian theta functions [5]: 

I I 

- 1 

p 

= 

= - 1 sn w y = 

+ (K-p)A 
2K 

8 I [YJT) 
4 2K 

8 (YTI) 
4 2K 

A = sny 
cny dny · 

8
4 

is the usual notation for the 4th theta function. The prime denotes 

differentiation with respect to the argument. 

The various elliptic integrals can be expressed in terms of 

theta functions, which in turn can be given in terms of the name q: 

q = 6. + 26. 5 + 156. 9 + . . . , 

where: 

= r
l -101 

i,; l1+RJ 

(k I) 2 = 1 - k 2 
• 

The following series expansions are given in many texts [3,4]: 

E 
K 

= 

K = 
00 s 

TI + 2 TI ~ _ _.q __ 

2 s=l 1 + q2s 

00 

~ 

s=l 

q 2s l 



and [ 5] 

\~ log 

= 

00 

snz = 2n 1; 

kK N=O 

1T 

2K 

00 

2n 1; 
N . [Nyn] 

q sin K 
= 

K N=l 

. [ [ y + u ] n] 
00 s 1.n 2J{ 1 

\ log ___ ___,_ _ _ + 2 ~ 

. ( [ y - u] TI] N= l N sin 2K 

1 
2N 

- q 

q . Nyn . Nun 
[ 2N J [ l [ l 
1 

_ q 2N_ s 1n K sin K . 
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Since q .S .1, for c 1 in the range O - 1, th e first fiv e terms of the above 

series are adequate for numerical purpos e s. 
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