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ABSTRACT .

Various techniques for estimating t* (travel time/quality factor Q)
from short period array records of body waves have been investigated. Spectral
analysis in the frequency domain seems to bebmore appropriate for this purpose
than time domain methods, because of the relative ease in which source and
instrument effects can be removed. Of the techniques ayailable, those based
on maximum likelihood and homomorphic deconvolution give estimates of relative
powef versus frquency whichibest represent the power contained in a time
domain wavelet of short duration. The latter techniqué seemed to have better
noise-eliminating properties than the former, without the need to resbrt to
pre-whitening.

Homomorphic deconvolution was therefore used to obtain estimates of f*
values from P, PcP, ScP and S phases recorded at the Warramunga array in the
Northern Territory of Australia. The source regions for the events studied
were the Sunda, Mariana, New Hebrides, Kermadec and Tonga trench zones.

The short-period t* estimates obtained by this means were much smaller
than estimates from published Free-oscillation Q models, indicafing that the
values of Q for compressional and shear waves are frequency dependent. It
was found that the short-period and free oscillation data could be satisfied
by assuming a linear relationship between Q and frequency, and that this
relationship was consistent with other published data. The variation of
Qd/QB"QK and phase velocity with frequency were also examined. The results
of this investigation suggest new directions from which the Q structufe of

the mantle can be studied.




CHAPTER 1

INTRODUCTION

1.1 Review of Problems Related to Q in the Mantle

" If the earth were pgrfectly elastic, seismic waves, whatever théir
origin, would continue to vibrate indefinitely. Be@ause the earth is not
.perfectly elaéfic, vibrétional'energy is progréssively dissipatéd.A As‘the
ma;eriallthrough ﬁhiqh‘the vibrations pass is strained, energy is 1ost’— in .
ithe form of heat _-through what is then collectively :eferred to.as éolid
‘ffiction. The losé of elastic énergy in this manner isbéénefally‘known as
.anelasfigity. The quality factor Q is a uéeful measufe of aﬁelastic damﬁing.
For most ﬁufposes,'Q may be cohvenienﬁly defined‘in termé of the dissipation
: factor Q_l; that is, ZﬁQfl is equal to the fragtion of the total strain
energy diSSipatéd pericycleQ' In general a better uhderstanding of
‘anelasticity in terms of Q mechanisﬁs, i.e; thevmanner in which vibrational

energy is attenuated in the earth, would be of great value to earth scientists.

“So far, many researchers interested in how tectoﬁic featureé oc¢cur on
thg earth ﬁave'had~to fely'on creep mechanisms for their ekplana;ions. A
better understanding of thelteﬁperature, pressure, grain'structufe, etc.,
infthe'Crust and‘mantle would enable these workers to put forward more
sophisticated,explénatiéﬁs.: More iﬁformation about such physical conditions

may possibly be deduced froﬁ Q mechanisms found by seismological‘meané.

‘Turning to a more specific problem in_seismOlogy, it is not known how
anelasticity and phase velocity dispersion are related to frequency for
‘mantle material. It is assumed that parameters- such as temperature, pressure,

" grain structure, chemical composition, and relaxation time, play an important



role.in Q'mechanismst Experimental Work'by'Lomnitz (1956; 1957b) and
theoretical work By Eutterman (1962), Strick (1967), and others iedicate that
velocity;dispersion'due to attenuatien is a first order effect. Lomnitz’s
theery is based oe en’experimentally—obtained'1ogarithmic creep.fuﬁction

and on Boltzmann's after;effect equation; this enabled him to speeify Q
as,a.funetioﬁ of frequency. The weakness of this theory is thet primary
creep would continue indefinitely, whieh is physically~imposeible. On theb
other hand, Futterman's theory'is_based on dispersion relations of the
Kramefs—K:Bnig type used iﬁ electric circuit theory; Using these relatioﬁs,
Futterman was able to derive equatiens'fdr veloeity disﬁersion and Q
respectively. These resulté wete‘criticized by Strickb(l967) because
Futterman's theorfiis based on a linear frequencyvdepeneence for attenuation
which extends to infinite frequency. Anotherbcriticism of this theory‘isv
that it is empiricel and not based on any:phyeieal mechaniSms.of.attenuatien

. (Liu, Anderson and Kanamori; 1976).

Another appfoachkto the problem of identifying possible.ceeses.for.
anelasticity in the‘maﬁtleris'to examine‘attenﬁation mechanisms discovered
vintﬁarioﬁs fields efvthekphysical sciences. A complete ieviewvof'such
. meehaniems has beenrgiven by Gordon and Nelson (1966) end JaCksoﬁ and
Aﬁderson (1970). 1If a sepatete attenuatieﬁ mechahiem can be determined for‘
each.pett of the mantle,‘then much information may be gainedeabeut melt
zones, chemical phase transitions which ﬁeyiexist ie 1ayere in thereafth,

lateral inhomogeneities, grain structure, etc..

. In the past it has been aSsumed that phase velocity dispersion was a
second order effect of attenuation, -Dispersion was ignored despite.
objections by Jeffreys (1965), and the work of Lommitz and Futterman. Using

‘this assumption, attempts have been made to construct average velocity models



for the earth by inversion of free-oscillation eigenperiods.(Dziewonski"

and Gilbert, 1972;‘,Jordan_and Anderson, 1974; Gilbert and'Dziewonski, l975§
Anderson and Hart, 1976). However, it has been found that these models
predicted larger travel time‘shifts than is actually observed in body wave
‘travel times. Jordan (1975) attempted to attribute this observed discrepancy
to'continental-oceanic mantle‘differences extending to great depths; ‘however,
‘such an‘adjustment for mantle difierences has been criticizedhby Hales (1976)
who contended that regional differences in the ScS and multiple ScS residuals

~can be accommodated in the upper 250 km of the mantle.

More recently, it has been considered that phase Velocity dispersion
.may be a first order effect of attenuation, and that the association between
» diSpersion and attenuation may be related to a Q mechanism of some type
(Randall,.1976). Liu, Anderson and Kanamori (1976),haye demonstrated that,_:
if Q is constant over the seismic frequency range then phase velocity
dispersion is of'the'Futternan type. It was found that better velocity
models for the earth could be achieved by correcting free oscillation
ieigenperiods using Futterman's dispersion equation with the Q‘for the
associated modes - (Hart, Anderson and Kanamori, 1977). Hence the'existence‘
» of deepvcontinentaleoceanic mantle differences need'not he inyoked to explain

'baseline shifts in body wave data.

The above‘discussion.Suggests that manyvareas.of the.earth"sciences’
would benefit from determining:
(1 a better:measnrement of Q with increasing depth;
(2) _howsphase yelocity diSpersion varies‘with Q and frequency;
3) iwhether Q depends on frequency, and |
(4) the relationship between Q and phase transition zones or 1ayering

in the mantle.—'



A knowledge of these ﬁarameters, ihter alia, would lead te the
deduction of more refined Q and. velocity models from free oscillation
eigenperlods, a better understandlng of plate tectonics in relationship
to the upper mantle, and a better understanding of physical and chemlcal

properties of the earth.

1.2 Previous Q Estimates from Body Wave Data

~ Press (1956) undertook pioneering work to determine»QB, the average
quality.facter of S waves, in’the whole mantle. He estimated its velue.to be»t
500 by compaiing the amplitude ratios of S haves’multiply-reflected between'
the earth's surfade and the outer core. A similar type of analysis was used
- by Kovach and Ahderson (1964) who found QB to‘bedapproximetely'dOO for the
frequehcy range 0.015 to O. 07'Hz. By assuming the radiation from the source
>to be equal to the upward and downward directions, they were able to
establish a QB of 200 for the upper 600 km of the mantle, and about 2200 for
‘the rest of the mantle; for the base of the mantle QB is at least 5000
Sato and’ Espinosa (1967) obtained QB values which decreased with 1ncreasing
period, from 720 at 34-sec to 232 at 90 sec. Using speetral retios of Sc§S,
’ ScP.and PcS phases, Kanamori (1967b) found'the average QB to'be.324 for the
mantle in the periedwrange 1.5 to 5 sec.; furthermore, he ascertained the;

average P ane Quality'factor Qu to be 435 for the same period tange.

It‘is‘suepected that the ratio Qa/QB ié strdﬁgly dependent on phyeiealb
mechanisms of attenuation; howevet; there is no widely accepted theory as
to what.the ratiq should_be. Even so, it appears most probable that the‘. N
value of this‘ratio lies between 1 and 3. So far very few values have been.

reported. Kanamori (1967a) determined Qa/QB as being approximately equal to



1 for a period of 1 second. Using spectral ratios of ScS, ScP and PcS
phases, Kanamori (1967b), on.the basis of only three seismic events, also

. estimated Qa/QB’ for the period range 1.5 to 5 sec., as 1.9. More recently,
Takano (1971) reported estimates for two different period ranges. For 0.1
to 1 sec. the ratio was 2.5; for 1 to 10 sec. it was 1.7. Takano's rééults,
like those of Satd and Espinosa, indicate that Q decreases with increasing

period.

However, layering in the mantle may have a similar effect on the
relatiohship between amplitude ratio and frequéncy. 'The shapé of the curve
wﬁich resulted when he plotted P-wave amplitude ratio against epicentral
distances led Teng (1967) to suggest that there may be a low-Q zone at the
'core—mantle boﬁndary. Kanamori (1967a), examining P and PcP phase data for
the period range 0.5 to 2 sec., also concluded thaﬁ theré méy be a low-Q
zone at the core-mantle boundary; furthermore, he estimated that it was
a transition zone of thickness less than 1 km. Other researchers lending
weight to the low-Q zone hypothesis are Buchbinder and Poupinet (1973) and

Ibrahim (1971a,b).

1.3 Research Goals

The previous discussion indicates that more research is needed to
obtain values of Q with better precision. Earlier attempts to obtain'Q
values for short period compressional and shear waves have so far produced
limited results. With the advent of computers and the development of
appropriate computer techniques, however, many of the data processing
problems of the paét have been overcome. New high resolution spectral

techﬁiques for limited amounts of data have been developed in recent times

(Burg, 1967; Lacoss, 1971; Ulrych and Bishop, 1975). To the author's



knowledge these spectral methods have not been applied previously in an

' attempt to obtain better power estimates for short period seismic time

- series,

Accordingly the aims of this project are to determine:

(1)' if there are better methods than the morevconventional Fourier methods
of obteining the earthquake impnlse response function;

(2) the Q structure for both sheer'and compressional waves in the mantle
using P, S, SeP and PeP phases; |

(3) whether Q is frequency dependent.

1.4 Outline of This Thesis

The acquisition of the data will be diseuSSed in Chapter 2. This

discussion will include the equipment 1imitations and the signal enhancement

procedures used to improve the signal-to-noise ratios of the seismic phases.

In Chapter 3 fhe’neture of attenuation will be considered. Other factors
(source radiation, instrument response, etc.) whiChbmedify the chafacteristics
of seismic wavelets will be discussed in Chapter 4, in order to demonstrate
how they may be removed from the dafa. In addition to tne sPecific impulse
fesponses,'the data.is always contaminated by noise arising fron wave
scattering (signal generated noise, Key, 1967) and microseisms.‘ These
phenomena usuaily cannot be treated analytically. Accordingly, in Chapters

5 and 6 current techniques of signal enhancement will be investigated to

determine the best available method or methods for estimeting the attenuating

 properties of the earth. The results obtained in this manner, including

detefmination of the distribution and frequency dependence of Q in the mantle,

will be presented in Chapter 7. In conclusion a summary of the research done

“in fhis thesis is presented in Chanter 8, along with a diseussion of possible

‘areas for further investigation.



CHAPTER 2

DATA ACQUISITION AND PROCESSING

2.1 Data Acquisition

2.1.1 The Array

Data collected at the Warramunga Seismic Array (WRA), situated near
Tennant Creek in the Northern Territory of Australia, has been used in this
study. This array is one of the UKAEA arrays (Keen et al., 1965), and is a
modified L-shaped configuration with ten seismometers oﬁ each leg, as shown
in Figure 2.1. The separation between seismometer pits was fixed at 2 to
2.5 km which has proved to be a near optimum separation to ensure that the

background noise is not correlated between instruments. These seismometer

pit co-ordinates are given in Table 2.1.

The seismometers are short-period vertical component Willmore MkII
instruments, with a natural period of one second and a damping factor of
0.64. .The signals from the seismometers are telemetered, using a FM
carrier, to a receiving station where all twenty are recorded simultaneously
on 24 channel magnetic tape. In addition to the 20 seismic channels, two
tracks are recorded with a constant frequency for wow and flutter correction

and another track is used for a digital time code.

WRA commenced operation in 1965 as part of the United Kingdom Atomic
Energy Authority (UKAEA) nuclear surveillance network. The site was chosen
because of its remoteness from cultural noise, and the seismometer pits were

located on granite to minimise locally-generated noise.
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Since the commencement of operations at WRA a large data set has been
collected on magnetic tape. Previous studies carried out at the Australian i
National University (ANU) using these data have included the development
of array proce951ng techniques (Muirhead, 1968; King, 1974) and velocity
| modelllng of P phases in the mantle (Wright, 1970 Simpson, l973; and
Ram Datt, 1977). The determlnation of an associated Q model provides a

natural complement to these ‘studies.

2.1.2 Playback System.

The analog magnetic tapes received from the array are played back .
using equipment installed at the Australian;National,University (A.N.U.).
A complete description of thisxplayback equipment is contained in the

thesis by Muirhead (l968)t

The analog signals are first amplified and then demodulated to remove ‘
the 270 Hz FM carrier. The resulting amplitude signals are then re—amplified
and passed through a bank of h1gh and low pass analog filters to remove
background noise assocnated with the recording station and the playback |
system. These filters were set for a frequency band»range of O.l_through‘

3.5 Hz for this studv.

'The'transfer-ofva specific event from analog tapes to digitalvform is
accomplished in the following manner. First, the magnetic tape is replaved
and reviewed on a l6—channe1 Oscillomink chart recorder; When thenrequired
event is detected the'tape is backed up andvthe event digitized using_a‘
12-bit analog-to-digital converter (ADC). The resulting digital‘information :
is temporarily stored on computer disc in a multiplexed form, and then trans-
ferred from disc to digital magnetic tape. A block diagram of the above

equipment arrangements and its interaction with the Datacraft 6024/4
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cdmputér is shown in Figure 2.2,

A theoretical dynamic range of 72 dB could be‘aéhieved if the playbaék
~ and recording systems were set up for méximum efficiency. Becaﬁse of the
dynamip range of analbg magnetié tapes and microseismic and sYétems‘ndise,
however, the usable dynamic,range is reduced‘to between 40 and.60 st; This
‘dynamic range re&uctidn will become more appérent when spectral observations

are considered in Chapters 5 and 6.

‘2.1.3 .The Data Set

Using thé‘piéyback‘éYStem'just'described, thirty-two.seismic events
‘were digitized from the an;log'magngtic tapeé érepafed at WRA. Each phase
‘(P,‘PcP, ScP, S)‘was digitizéd in 200 second segments at a‘raté 6f
>appfoxiﬁately 2f'samplesvper second,"Most of these events_have a‘large—
amplitude_ScP phaée‘associated With them, because it was 6rigiﬁally intended
. that this would.bé the main phase to be studied. Event location; source
_Adep#hs; earthquake magnitudes and origin timés were taken froﬁ the U.S.G.S.,
;Norsaf, and‘B.I.S}C; bulletins; this information is tabulated in Table'2.2.‘

in'Figure 2f3ia portion of an equal disﬁanée map projection éf'the
vearth's §urfacé with WRA co-ordinates.at the centre demonstfate pictoriali&
the distribufi9n of the ear;hquéke_epiceﬁters along with their vertiéélly
vbprojected raypafhs. 'The arrows.in this figuré indicate the directions in
'which the down-going slabsbare béing subducted. In the Pacific, thE‘Tonga-
.Kermadeg and Mapiéna subducted slabs dip towards WRA,'whereaé~tﬁe New Hebrides
slab is also being subducted awaj ffom WRA, All thgse doangoing SIabs; with
the notable exception qf the Neﬁ Hebrides slab,‘are dipping with an approximate
ang1e of.45 degiees. The New Hebrides slab dips at anvangie of aﬁproximately

75 degrées in ‘the south and 80 degrees in the north. There appears to be a
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Figure 2.3 Equal distance projection map of the earth's surface with WRA
co-ordinates at the centre. The map indicates the vertical projections of

ray paths relative to the arc systems.
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relationéhip betﬁeen'the age of the ocean floor being subducted and the

dip angle of the down-going plate.r The oldér the ocean floor the less the
dip angle (Molnar and Atwatef, 1978). Assuming that the Benioff zone is

on thé upper éide of the slab, P and S phasés from earthQuake sources in the
New Hebrides and Sunda arc zones must pass through fhe slab before reaching
WRA. TIn all cases the ScP and PcP phases pass thrbugh the slab. Perturﬁ—
ations on Q values caused by the age and thickness of the‘matériai in the
down—goiﬁg slab throughbwhiéh the seismic wave travels are unknown. This

will be explored more fully in Chapter 7.

2.2 Preliminary Data Processing

Azimuths and.epicentral distaﬁces to WRA were calculated from the
epicenter co-ordinates given in Table 2.2. In addit?on, the slowneéses
(dt/dA) of each seismic phase were calculated from the Jéffreys—Bullen
.(J—B) tables.‘ These calculated values are preéented in Table 2.3. The
azimuth and slowness were then used for staqking'(Sum aﬁd delayj the array
data for each phase to a common ppint. Because limited information exists'
about‘possible station anomalies (Wright, 1970) each of thé channeis were
equally_weight;ed7 The stacked channels would then represent the best

average résponsevof the earthquake under study (Mack, 1969).

Some prgéiéiom can be expeéfed to be 1dstbb§ not impiementing an
adaptive arraY‘brOCEssing téchniqug (beamforming) to determine the azimuths
and slownesses for these seismic phéses. However; at a saﬁpling rate of
25 samples/second the best precision achieved frdm WRA data is 2 degrees.éf
the aétuai azimuth and O,2'sec/dég of the actﬁal slowness (Ram Datt, 1977).
The calculated valueswin Table 2.3 are therefore.within.the precision givenv

by adaptive processing. Misalignment of the stacked data will mainly affect
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the higher frequencies. For example, if two channels were stacked and the
delay times were off by 0.17 second, a 3 Hz wave would add out. In addition,
- misalignment of the array will cause oscillations in power spectrums beéause
of'constructivé‘and destructive interference. This effect and how to

eliminate it will be considered in Chapters 5 and 6.

If the noise component (i.e. white noise, microseiéﬁs, and other
seismic phases) can be considered random, the’optimal amplitude noise
reduction of the stacked record would be the square root of the number of
channels used in the stack (Robinson, 1970). Ho@evef, all tHe noise
components cannot be considered as random, therefore the noise reducﬁion;
will be somewhat less than the optimal value. Figuré 2.4 through 2.10 are
exambles of the records used‘fqr stacking and the final results of the

stacking procedure.



RED LINE CHANNEL NO.= 1,
NORMAL 1ZATION FFK:YDRS .406387€+02
FILTER FREQ.=B,000080H2.

RED LINE CHANNEL NO.= 2,
NORMAL IZATION FRCTOR= . 393920€+82
FILTER FREQ.=8, 0B008BHZ,

RED LINE CHANNEL NO.= S,
NORMALJZATION FACTOR= ,385316E+02
FILTER FRED.=B.8880068H2.

AED LINE CHANNEL NO.= 8.
NOAMAL IZATION FACTOR= ,378189E+02
FILTER FREQ.=8.B00800HZ.

REQD LINE CHANNEL NO.= 7..
NORMAL IZATION FACTOR= . 32048SE+82
FILTER FREQ. =6, 888088HZ,

BLUE LINE CHANNEL NO
NORMAL IZAT10M meﬂ- 3520355062
FILTER FRAEQ.=0. UIMOOHZ.

BLUE LINE CHANNEL NO.=3. )
NORMAL1ZATION FACTOR= .3871GOE+62
FILTER FREG.=8.088800HZ.

BLUE LINE CHANNEL NO
NORMAL 1ZAT 10N FMTM«- 37233!052
FILTER FREQ.=0, B88B80HZ.

BLUE LINE C‘rm NO, 2
NORMAL1ZATION FACTOA= .NIMEOQ
FILTER FREQ.=0.000080H2.

BLUE LINE CHANNEL NO.=
NORMAL 1ZATION. FACTOA= .3207645'82
FILTER FREQ, =0.0B8BOOHZ

BLUE LINE CHANNEL NO
NORMAL IZAT10N FI\‘MS .37627%“2
FILTER FREQ. =0, 800008HZ,

BLUE Ll'! CHRNNEL. NQ, = -
NORMAL1ZATION FRCTOR= .3387'6!48'02
FILTER FREQ.=0.000800HZ. .

BLUE LINE CHANNEL NO.=10. .
NORMAL1ZATION FRCTOR= ,5078H5E+02
FILYER FREQ.=0.0088880H2.

Beamformed sum
mmt_lm FACTOR= .3681D1E+82

Figure 2.4 Seismogram of individual array channels, time.record, and

beamformed trace, for ScP phase of’Event No. 3.
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RED LINE CHANNEL NO.= 1.
NDRMAL IZATION FACTOA= .338891E£+03
FILTER FREQ.=B.028008HZ.

RED LINE CHANNEL NO.= 2.
NORMALIZRTION FACTOR= . 315457E+83
FILTER FREQ.=8.020088BHZ.

RED LINE CHANNEL NO.= 3.
NORMALIZATION FRCTOR= . 2418156403
FILTER FREQ.=8.BOBBOOHZ.

AED LINE CHANNEL NO.= 4,
NDRMAL IZATION FACTOR= . 267861E+83
FILTER FREQ.=0.B28800HZ. .

RED L INE CHANNEL NO.= 5, ' ' : . -
NORALIZATION FACTOR=  .259415€+03
FILTER FREQ. 28.806808H2

'RED LINE CHANNEL NO.= 6.
NOWALTZATION FACTOR= .236748E+83
FILTER FRED, =0. 2BBABGHZ.

* RED LINE CHANNEL NO.= 7.
NORMAL | ZRT10N FACTOR= .2!32995003
FILTER FREQ,=0.008000NZ. .

RED LINE CHANNEL NO.= 8. |
NORMALTZATION FACTOR= ., 265175€+83
FILTER FREQ.=2.002880HZ.

BLUE LINE CHANNEL NO.=1: -
NOAMAL 1ZAT1ON FACTOR=" [347323E+83
FILTER FREQ,=0.DBPBBRAHZ.

BLUE LINE CHANNEL -NO
NORMAL1ZRTION FACTOR
FILTER FREQ.=0,000828H2.

362475£+83

BLUE LINE CHANNEL NO.=3.
NORMAL 1ZRTION FACTOR= *, 3177726403
. FILTER FREQ, =0, 80828842,

BLUE LINE CHANNEL NO.=4.
NORMALTZATION FRCTOR= . 275353E+83
+ILTER FAEO. =8, BO20BOHZ.

BLUE LINE CHANNEL NO.=
NOAMAL IZRTION FRCTOR= .2582535003
FILTER FAEQ, =0.D00BDABHZ.

BLUE LINE CHANNEL NO.=7.
NORMAL 1ZATION FRCTOR= . 163932£+03

FILTER FREQ. =8, 300008HZ.

J\)\memmwwmwwmvmmwmwwm
‘8LUE LINE CHANNEL N0.=9 : ’

NORMAL JZRTION FACTOR= :23\{"8‘95'63
FILTER FREQ, =3, 000808HZ.

BLUE LINE CHANNEL NO,=
NORMALIZATION FACTOR= ° 253“3‘4&53

FILTER FREOD.=0.08080088HZ.

\JWWVWMMWWWW~WM

[ Y Y T Y U Vo Vo g T J—\.'\!—L h’**'r*rv—\!“‘h*‘\ I8 m»v-lm»-xnm_ R

Beamformed sum
NORMALIZATION FRCTOR= ,20104E+83

[ __wVWWWW,WW AN A~ e

Figure 2.5 Seismogram of individual array channels, time record

beamformed trace, for P phase of Event No. 20.
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RED LINE -CHANMEL NO,= 1,
NORNALIZATION FACTOR= .Y734ydE+82
FILTER FREQ.=8,B000OBHZ.

RED LINE CHANNEL NO.= 2,
NORMALTZATION FRCTOR= . 336393E+02
FILTER FREQ.=0.000000HZ.

SED LINE CHANNEL NO.= 3.
NORMAL1ZATION. FRCTOR= , 702651E+82
FILTER FREQ.=0.0880000H2.

RED LINE CHANNEL NO.= 4. i
NORMAL IZRTION FRCTOR= . BB1862E+82
FILTER FREQ. =0, 08088812,

)

RED LINE CHANNEL NO.= B,
NORMALIZRTION FACTOR= . 371682E+82
FILTER FAED. =8. 0BBA0BHZ.

- LA A A Ay A
RED LINE CHANNEL NO.= 7

NORMAL 1ZRTTON FACTCR= :'159757E~02
FILTER FREG, =0, 08O0OBHZ,

RED LINE CHANNEL NO.= 8. .
NOAMALTZATION FACTOR= .48B16BE+82
FILTtR FREQ.=0.0B06BOHZ.

BLUE LINE CHANNEL NO.=3. .
NORHAL IZATION FACTOR= .43979BE+82
FILTER FREQ, =8, 880BOBHZ.

T Y Y T e

BLUE LINE CHANNEL NO.=\,
NORMAL TZRTION FRCTOR= ,4982B7E+B2
FILTER FREG.=D,000388HZ.

BLUE LINE CHANNEL ND.=5,
'NDRMAL1ZATION FACTCR= .617588E+82
FILTER FREQ.=0.008080HZ,

BLUE LINE CHANNEL NO,=6.
NORMAL1ZATION FACTDR= ,SY3958E+B2
FILTER  FREQ. =0. 820088HZ.

BLUE LINE CHANNEL NO.=7.
NORMAL IZRTION FACTOR= . . S42BB6E+02
FILTER FREQ.=0.080000HZ.

" BLUE LINE CHANNEL NO
NORMAL1ZATION FRCTOH- .MBS]IHE~82
FILTER FREQ. =0, 86BBOOHZ,

 “BLUE LINE CHANNEL NO.= 18, v
“NORWAL1Z6TION FACTOR: _.323990+83
" FILTER FREQ. =6, B000BEHZ.

. u\wwwwwwmww o ‘d\/vwwwww wwwwwwwv e

AT A et an P TVt Vs VY T ol tanVantatt au¥ LA””“”””’”" LT o

"Beamformed sum
NORMACIZATION FRCTOR= .367254E+82

.Figure 2.6 Seismogram of individual array’ghénnéls, time f

record and beamfbrmedbtrace, for P phase of Event No, 11,
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'RED LINE CHANNEL NO.= 1. -
NORMAL 1ZRTION FACTOR= .183973€+63
FILTER FREQ, =6, 003882HZ.

RED LINE CHANNEL NO.
NOAMAL S2ATION FRCTO'P .10327“5003
FILTER FAEC,=0.808808HZ.

RED LINE CHANNEL NO.= 3. -
NORMALIZRTION FACTOR= ., 1868726403
FILTER FREQ. =0.0BA080HZ,

RED L INE CHANNEL NO
NOAMAL 1ZRT10N Fﬂﬂl}‘\= +1833326483
FILTER FRED.=8. 202800Hz.

REQ LINE CHANNEL NO.= 7
NOAMAL [ZATION FACTOA= , 1353E+83
FILTER FREQ. =8.800880OHZ.

RED LINE CHANNEL NO,= 8.
NORHAL IZATION FACTOR= . INB53IBE+E3
FILTER FAEQ, =8.0820080H2.

BLUE LINE CHANNEL NO.=
NORMAL 1ZATION FACTOA= .IISG33E'03
FILTER FREQ.=d.8008004Z.

BLUE LINE CHANNEL NO
NORMAL 1ZATION FRCTDﬂ" .1231535.053
FILTER FREQ, =0, 882BBAHZ.

BLUE LINE CHANNEL NO
NORMAL IZATION FRCI’OH= .1298315063
FILTER FREQ.=0.800008H2.

SLUE L INE CHANNEL NO
NORMAL1ZAT TON FRCYBR- .1269'(*003
FILTER FAEQ. =0, BOOROBHZ,

BLUE LINE CHANNEL NO.=5.
NORMAL I ZATTON FRCTOR= -, 127531E+03
FILTER FRED. =8.0336888H2,

BLUE LINE CHANEL MO,2B. - '
NORWL IZATION FACTOR= . 110657E+83
FILTER FAEO, =0, 000000HZ.

BLUE LINE CHANNEL NO.=7,
NORMAL IZATION FACTOR= .1“2!&003
FILTER FREQ.=0.B80000HZ,

BLUE LINE CHANNEL NO.=
NORMAL 1ZATION FACTOR= .meme«!s
FILTER FREQ, =0, 000008HZ, - '

BLUE LINE CHANMEL MO =10,
NORMAL IZATION FRCTOR=  ,158210E+83 -
FILTEA FREQ. =0.6600BOHZ.

S —

Beamformed ‘sum - ’
NOAMALIZATION FACTOR: J10105UE+83

- Figure 2.7 Seismogram of'individual array chénnels, time-

record and beamformed trace, for P phase of Event No. 25 .
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RED LINE CHANNEL NO.= I,
NORMALIZRTION FACTOR= .B72118E+83
FILTER FREQ.=0.880800H].

RED LINE CHANNEL NO.=T2.
NORMAL 1ZATION FRCTOR' .B69531E+83
FILTER FREC.=0.090008H!

RED LINE CHANNEL NO.= 6.
NORMALIZATION FACTOR= ,980520€+83
FILTER FREQD.=0.0800000H2.

RED LINE CHANNEL NO.= 6
NORMAL JZATION FACTOR= . 832943E+03
FILTER FREQ. =0, D80BA6HZ.

RED LINE CHANNEL NO.= 7
NORMAL1ZATION FACTOR= . BIYASE+3
FILTER FAEQ.=0.0000BBHZ,

RED LINE CHANNEL NO.= 8.
NORMAL 1ZATION FRCY(H- « 11YSSSE+0Y
FILTER FREQ.=08.000088HZ,

BLUE LINE CHANNEL NO.=
NORMAL IZATION FRCTOR= .ﬂlSNEOﬂ3
FILTER FAEQ,=06.000

BLUE LINE CHANNEL NO,32,
WORHRLIZATION FACTOR= ,8B83638E+63
FILTER FREQ.=0.088080H3.

BLUE LINE CHANNEL NO,

3,
NORMAL IZATION FACTOR= ,108861E+04
FILTEA FREQ.=8.000080HZ,

BLUE LINE CHANNEL NO
NORMAL1ZATION FRCTM— .8697965083
FILTER FREQ. =8.0880600H7.

BLUE LINE CHANNEL NO.3¥5, )
NORMAL1ZATION FACTOR: . B50679E+63
FILTER FRED. =0,008008HY.

BLUE LINE CHRNNEL NO

LE6!
NORHALIZATION FRCTOR= . BYBS33E+8I ~
FILTER FRED,=0. 60002812,

BLUE LINE CHANNEL NOF7.
NORMAL JZATION FACTOA= . 859B61E+83
FILTER FREG.=0.000080HZ.

BLUE LINE CHANNEL NO.E9,
NORMALIZRTION FACTOR= ,910828E+03
FILTER FRED, =0, 06000042,

LM AU AU AL L L e
Beamformed sum
WORAL1.+TION FRCTOR=  ,USBBTSE+

Figure 2.8 Seismogram of individual array channels, time

record and beamformed trace, for P phase of Event No. 32.
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RED LINE CHANNEL N0.= ),
NORMAL IZATION FACTOR= ,25B686E+83
FILTER FREQ.=8.8208008H2Z,

AED LINE CHANNEL NO.= 6,
NORMAL 1ZRTION FRCTOR= , 179500E+83
FILTER FRED.=0,0008008H2,

RED LINE CHANNEL NO.= 7,
NOAMAL IZATION FACTCR=  , 141937E+63
FILTER FAEQ.,=0.008008HZ.

BLUE LINE CHANNEL NO.22,
NORMAL1ZRTION FRCTOR= , 123424E+63
FILTER FREQ.=0.002008HZ.

BLUE LINE CHAMNEL NO.=3,

- NORMALIZATION FACTORS .mmsoua’

FILTER FAED.=0.BRBBOHZ.

—_—

BLUE LINE CHRNNEL NO.=
NORMALIZATION FACTOR= .le&ﬁ
FILTEA FREQ.=0.820000HZ.

BLUE LINE CHANNEL NO,=
NORMAL 1 ZRTION FACTOR= 332059E903
FlLTEﬂ FREQ. -d 000008HZ.

BLUE LINE CHANNEL NO.=8.
NORMAL1ZATION FACTOR= ,252089€+403
FILTEA FREQ.=0.8000B0HZ,

BLUE LINE CHANNEL NO,=
NORMAL IZATION FACTOR= .2”23&03
FILTER FRED.=8.008000H2. .

BLUE LINE CHANNEL =8.
NCRMAL 1ZRT 10N FMTM" +199190E+83
FILTER FREQ,=0.088208HZ, :

H..LE LINE CHANNEL NO.= )8, .
NORMALIZRTION FACTOR= ,313134E+03
. FILTER FAEQ,=0.0800000HZ. ’

VYV VLA VYV UV VL LU UV IV VUV VLA UYL

Beamformed sum
NORHALJZATION FACTOR= ,285775€+83

g

Figure 2.9 Seismogram of individual array channels; time

record and beamformed trace, for P phase of Event No. 34 .
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RED LINE CHANNEL NO.= 2.
NORMAL1ZATION FRCTOR= ,288254E+03
FILTER FREC. =@.B20208HZ.

____,_..~__.-__~_.—--—..J\ N\I\va/\/v\W\M’\/\/W""v wwwwwwv—vwww\/\»v

RED LINE CHANNEL NO.=
NORMAL I ZRTION FACTOR= .l77‘4‘47€'03
FILTER FAEQ, =0, 80002812,

- A J \A,"\I\/\NV‘\/*MM\)\MWN«WWWWUWM
RED LINE CHANMEL ND.= { N : '

NORMAL [ZRTTON FRCTW .ﬂ3738€»62
FILTER FREQ.=8.BOABBOHZ.

Y .

-~ \V W&WrW/W‘\n’WWWLV‘.\M«WM ANV M AR A A VAR

RED LINE CHANNEL NO.= 7.
_ NDRMAL1ZATICON  FRCTOR= , 184383E+83
FILTER FREQ.=8.B000ROHZ.

RED LINE CHANNEL N B.
NORMAL ! ZRTION F‘\CTOH- + 159533€+03
FILTER FREG.=8.008060HZ.

BLUE LINE CHANNEL NO.=

A /\WWW\AM\/\ W AN v WA~ -J\,«wwva WA
NDRMAL1ZRTION FACTOA= -27‘7!85'65

 FILTER. FREQ, =0. 0BEOBEH2, ’ ’
~—— . WW‘(\NWV'\/ v v/\\)'\,J\o«»-/\,'\»J\.vw\J\»J\M AAAAN - AR~ AR AN
UE LINE CHANNEL NO.z3, o g

NORMAL I ZRTION FﬁCTM- .2358815'03
FILTER FAEQ. =0, ﬂUﬂUOﬂHZ.

— - o JUW“MWNWWWmvw AAPAAAA, -

SLUE LINE CHANNEL NO.=4,
SORAAL 1ZATION FRCTOR= , 2841GBE+83

FILTER FRED. =0.822083H2. . . ’ ) ‘
EE, . 4 I NA L NN NN s e P ;NS NN

BLUE LINE CHANNEL =5,
NORMAL 1ZAT 10N FACTDA= . 342340E+03
FILTER FREQ. =0, 000000HZ, :

I\Vw\/\f\/\\mﬁ'\l\/\/\ \l"\f\-'\/\’\/"\w\}\l'\/w\ N Y fvv\w.

BLUE LINE CHANNEL NO,=6. i
NORMALTZRTION FACTOR= ,367647E+83
FILTER FREQ, =0.0B80B0BHL.

—_— /‘\hw'\lv\v\,«\ WWWWMW—WW MAW
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- CHAPTER 3

' THE PHYSICS OF ATTENUATION

.3'1 Introduction

'_If a substance is excited by a harmonic wave of elastic enefgy E, the
substance dissipates the energy of the wave by a small amount dE per cycle.
 This energy loss can be defined in terms of the dissipation factor Q-1 (or

quality factor Q)

2r  _  dE S o S g
T - 3 o S 3.1
where for the present it is'assumed that Q is frequency independent. If in
time t the initial energy EO of the wave 1s reduced by‘this,means to some

value E, Equation 3.1 can be written as

- _E dE _ .t 21w o o : :
ﬂ% E % Q 2w de . . ' : . 3.2
o ‘ : ‘ ,
.Integrating,:
E = E_ exp(-ut¥) ' o 3.3

where t* = t/Q.

As a teleseismic wave passes.fhréugh the éafth it is attenuated by the
material in its path. Because Q is not constant throughoﬁt the.mahtie,'One
- must determine the’QAV, orvaiternatively t* values,,fqr many raypaths in
ofder to assess the contribution to attenuation in various ;egions in the
mantie. One method for determining the disfribution of Q in ;he mantle

- will be the subject of a later chapter,

Bounds on Qa/QB can be expressed to some degree in terms of rigidity yu,
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bulk modulus K and density p. Using the propagation constant or complex

wave k, the phase and amplitude of a propagating body wave can be expreésed

as
R o= k4 ikk | | . 3.4

or, in terms of complex compressional and shear velocities,

]

o o + ia¥
and _ , R , . ' 3.5 -

B

B + ip*,

For the complex wavevi, the dissipation factor Q—l'of compressional waves
and Q—l of shear‘waves can be expressed, in terms of the above complex‘”

velocities, as follows:

2a*/u‘

o
L]

and v | - ’ ~ 3.6

]

QB_ »28*/6}

- Similarly the complex velocities can be written in terms of the complex

bulk modulus K, complex rigidity n and real density p:

<]
]

K + (4/3) 0] /e |
' 3.7

ol
[l

vﬁ/o,

Sﬁbstituting Equations 3.7 into Equations 3.6, the dissipation factor

for compressional and shear waves hecomes:

[K* + (4/3)u*]/[K + (4/3)u]

Fo R
]

3.8
p®fu, ‘

o
™
]

» Combining the above equations, the ratio of the dissipation factors for P
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and S body wave phases can be written
2= B wer @) e 3.9

Andersoh et al., (1965) plotted the QUality factor ratios against the
square of the body wave velocity ratios for several. values of K*/u*, as shown
in Figure 3.1. They demonstrated that when K* = 0 (which is the upper bound),

Qa/QB for mantle velocities is bounded as:

2.35 < 3. < 2.60 . o ' 3.10
B. .

Anderson et _al., (1965) also constructed Q models for the earth on the
assumptions of various Q ratios and compared’experimental Rayleigh and Love -
‘wave data with the models. The Rhyleigh and Love wave amplitude frequéncy
curves calcuiated from the models are compared with the éxperimentai data

in Figure 3.2. As indicated by the figure, the best fit of the experimentél
data to the model data is given by Qa = %—QB, implying that X* = 0. They
acknowledge, however, that experimental error in the data will allow values

' *
as high as K* = %—. Therefore the bounds for Qa/QB could be as large as

1.8 < == <2.6 . 3.11

Solomon and Toksoz (1970) determined, from ratios of differential t* data
for P and S phases, a té/tg value of 4.00 * 0.77 at 10 seconds mid-period.
The differential t* ratio divided by the mantle velocity ratio a/B gives

. a Qa/QB range of
1.7 < 2 o<1 o 3.12

which is approximately the same as the estimate giVen in Equation 3.11.
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Figure 3.2 Attenuation data from Anderson et al., 1965 study for Love (X)
and Rayleigh (.) waves. The circled data are from Savarensky et al., (1961),
Ewing and Press (1954), Bath and Lopez Arroyo (1962), and Satd (1958). The

curves are theoretical results for model MM8. (After Anderson et al.,

1965) .



Because there are large errors associated with both sets of data, the data
are not sufficiently accurate to indicate a frequency dependence of Q.

- More accurate measurements need to be made at long periods in order to
resolve:the question. The spectral techniques discussed in Chapters 5 and
6 may be of value in obtaining more accurate Qd/QB measurements at long

periods in the presence of noise.

§ *

As pointed out above, a relationship K* = %' for the complex bulk and
rigidity moduli would imply.a Qa/QB less than 2.5. Since bofh Q's due to
rigidity'and bulk modulus are positive, Qa and QB must satisfy

o

a2
65— < 3/4(8) =

tal o]

. - 3.13

Furthermore, the compressional or bulk quality factor QK can be expressed

in terms of Qa and QB and L (Anderson and Hart, 1978a;b):

(1-1) Q,Q
o = M %W 514
Q, - L Q, |

This relationship will be discussed more fully in Chapter 7, when its

implications for the data of this thesis are considered.

3.2 Mathematical Description

It has long been recognized that Q must be frequency dependent
(Lomnitz, 1957a; Lamb, 1962; Jeffreys, 1965; Kogan, 1966a,b;
Jackson, 1969; Jackson and Anderson, 1970; Randall,_1976), Laboratory
measﬁréments of dry solids appears‘to indicate é Q which is frequency
independent (or nearly so) over a wide range of frequencies (Attewell and

Ramana, 1966; Knopoff, 1964). Free oscillation, surface wave, and long

30
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period body wave Q measurements do not give evidence of frequency

dependence for the most part. Knoﬁoff (1964) suggested that the Various
frequency—dependent Q mechanisms wﬁich occur.in the earth's mantle combine

" to give an almqst frequency—~independent average Q. This mechanisﬁfaﬁeragingb
hypotﬁeéis has been‘accéptedvto séme degreerup té thg present-(Liu_gg;gl.;
1976). bne approach has therefore been to develop a purély mathematical
model.in which Q is almost frequency independent; éuéh that thé_prinéipal

- of causality will ﬁot be violated. Using this approach various mathematical.
models have béen developed t§ fit observed data (Kogén, 1966a,b: Futterman,
1962; Strick, 1967; Lamb, 1962; Kalinin et al., 1967; Azinii;'g_g_gl_.,
'1968; Gladwin and Stacey,_1974; Stacey et al., 1975). These models -
pteﬁict‘a change in phase velocity accompanyingtfrequencyedgpendént Q‘invan '

ébsérbing media.

3

The principle of‘éausality must be fulfilled before eduatidn 3.3 is
phyéically‘realizablé. Witﬁ a cbnstant Q,.equation 3.3. is non-causal,
which would imply that aﬁ observer some distance away from a sbﬁrce émitting
elastic energy wou1d fee1 the effects of the source befqre‘the'gléstic
~energy was generated. Fdf a pulse F(t,#) emitted from é:soﬁrce at:é distance

x, the following conditions must hold: 1If

. F(t,0) o at t<o

then : ‘ R v‘ , . o 3.15

F(t,x) o at t <o .

The above pulse can be described in the fréquency domain as

A = A (w)expl-(k(w) + 1 olv@nxl 316

where k(w) is the absorption coefficient and v(w) is the phase velocity.
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This equation gives an amplitude spectrum

a@] = A )] exp(-k(w)x) - 3,17
This is similar to Equation 3.3, except that now the exponential discriminate
is expressed in terms of distance rather than time. The details of the term
|A°(m)| will be discussed in Chapter 4; the main interest here is in the
absorption coefficient k(w), so for the present |Ao(w)|'will be taken as
unity.

In Bquation 3.16, if the absorption coefficient k{(w) is known, the
phase component must meet the requirements of the Paley-Wiener condition.
That is to say, if the phase velocity of a pﬁlse travelling'through a-
homogeneous isotropic medium is bounded by the frequency range o<w<w, a-
necessary and sufficient condition for the square integrablé function
A(w) > 0 to be the Fourier spectrum of a causal function is the convergence
of the integral (Papoulis, 1962)

J e L 3.18

_m. 1+ wz'

Because the pulse cannot exist before time zero, and assuming [Ao(w)l =1,

‘Equation 3.18 becomes

f:'ﬂﬁz‘ dw <o . o o . 3.19
.,1 + w ‘

" Therefore if the conditionsbgivén in Equations 3.15 and 3.19'afe fulfilled,

" the deécribed pulée ié real and éausal. Secondly,:the pulsé is of minimum
phasé‘type, in'which the real and the imaginary parts of equation 3.16 aré"
Hilbert Transform pairs. That is, if either the real or imaginary cdmpoﬁeﬂt

is known, the other component can be formulated.
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The above,methods and conditions‘are general procedures for‘
describing an appropriatevmathematical model.‘.Ndne of the proposed_mgdeléi
for the absorption coefficient k(w)_will bé describéd in détail here. |
Howevef, they can be placed into two general détegOries; either‘as a
fuhction,of w raised to some ﬁower (Lamb, 1962; Jeffreys, 1965; Strick,

- 1967; 'Jacksqn-and Anderson, 1970), or as a polynomial type in terms‘of w

‘(Kogan, 1966a,b; Kalinin et al., 1967).

The choice of which type of absqrptioﬁ coefficient}beét’fits the data
presented in this thesis and data from other sources will'be the Subjecf

v'of Chapte: 7.

3.3  Phenomenological and Physical Descriptions

- When ﬁatefials are exéited‘by acoustic‘energy in the iéboratofy, they'
‘exhibiﬁ an anelasﬁic proper;y known as iﬁternal friction. These materials
are éssumed to follpw the equaﬁion for what is known as a stapdard linear
solid, hhich in ‘terms of the dissipation factor Q_l is written (Zener, 1948)

et = e | - 3 20

1+ T2w2

where A 1s a constant related to the relaxed and unrelaxed moduli. Further-
more, T is the reiaxation.time for the substance. It ‘is pbssiblé for more
than one physicél'mechanism to influence the'material at one time. In such

cases Equation 3.20 can be written as the summation

N  AT,w I o
~Q oy A i2'2 E V . SR 3.2
i=1 1 + Tiw :

For a seismic wave passing'through material in the‘earfh's mantle, some

vvariation,of Ai and Ti would»beiexpected.
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Temperature and pressure may play a large role in the variation of
the relaxation time t. For a thermally activated relaxation mechanism,

" the relaxation time is given by the equation
T = T, expl (E* + PV*)/RT] . | 3.22

which involves the activation energy E*, the activation volume V*, temperature
T and pressure P. By varying the distributions of 1 values in Equation 3.21,

one could make any sort of frequency dependence or independence desired.

Equation 3.21 is the dissipation factor expected where there are é
finite number of relaxation mechanisms; one could, however, expect a whole
suite of relaxation mechanisms to be involyed - effects such as atomic
relaxation, grain size, etc. (Liu et al., 1976) - which would result in a
continuous distribution of relaxation times. The dissipation factor.for

such a continuous distribution function D(t) is

-1 o Tw
Qe = S p(o—
: @ 1+ szz

d(anT) . 3.23

In priﬁciple, when Q_1 is known D(1) can be determined. (Gross, 1947). Sﬁch
determinations require inversion of an integral (the right side of Equation
3.23), which can be subject to large error since Q_i (tﬁe left side of
equation 3.23) is not known in analytical form. This procedure is thus

impractical at the present time.

Some physical models of the mantle have been proposed in thé light of
what is known about the attenuation, as well as other physical and chemical
ﬁarameters for mantle materialé. Anderson and Archambeau (1964) have
pfoposed a thermally activated mechanism which assumes that internal friction
has the form |

Q_1 = C exp[-(E* + PV*)/RT] 3.24
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where E*, P, V¥, R and T are the same as those in Equation 3.22. The
constant C is independent of frequency. They argue that the apparent high

. attenuation in the upper mantle and low attenuation in the lower mantle can
be explained by the variations in temperature and pressure in these regions.
In the upper mantle the temperature conditions are expecte& to dominate,
giving rise to high internal friction, whereas in the lower mantle the
increase in pressure suppresses the effect of temperature, thereby reducing

the internal friction.

0f the physical mechanisms likely to be important sources of
attenuation in the mantle, most tend té have a strong f;equency deﬁendence.
Anderson (1967) points out that a distribution of both physical and chemical
propertieé may weaken any existing frequency dependénce, ‘For a multi--
component, muitiphase éystem with a distribution of grain'sizes, an internal
friétion with a weak frequency dependence could be expected. Later, reﬁiewing
data on oxides at high temperatﬁres, Jackson and Anderson (1970) found
evidence, both theoretical and experimental, to support a stronger frequency '
depeﬁdence than previously supposed. In their thinking the most effective
mechanisms seem to be those associated with pértial melting, grain-boundary
relaxation.. This together with a high-temperature, internai—ffiction

background . obeys an equation of the form

Q;l = (A/f) exp[-(Ex + Pv*)‘/RT] . o - 3.25

This is the same as Equation.3.24, except that C in the former equation
is equal to A/f. As a result, the above equation predicts a quality factor

Q proportional to frequency f.

Walsh (1968, 1969) discusses two models which simulate the structure

of partially melted materials. The first model described the effect of
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isolated lens-shaped inclusions of melt in a solid. In the second model,

he considers a liquid phase which forms a continuous film of melt sur?ounding
: approximately—sﬁherical sdlid grains. In Walsh's derivation of Q-l forbthe
first model it is assumed that the rigidity of the inclusion phase is small
and that the dissipation factors for shear Q;l and bulk Q;l are proportional
to the angular frequency w. In the second model, hbweﬁer, Q;l was found to
.be inversely proportional to angular frequency w, and Q;l dirgctly

proportional to w.

0f the two models given by Walsh, the one in wﬁich the.301id grains
are surrounded 5y a thin film of melt material appears to be the most |
promising. Given a rock with its grain matrix réndomly distributed
throughout, as the rock is evgnly heated under a confining pressure thé first
portions to melﬁ are the coﬁtact points between the grains (Brace et al.,

1967). Therefore Q;l inversely proportional to w seems preferable.

The bulk dissipation Q;l directly ﬁroportional to w derived by Walsh
would imply a frequency dependent Q_l for compressional waves as well,
Since the rigidity and bulk modulus may vgry withbfrequency, Q;l would be
expected to vary with frequency to some extent (Equation 3.8). This

possibility was not discussed by Walsh.

As can be séen from this section, the frequency depgndence resulting
from internal friction can take on almost any form. It depends upon the
phenomenological or physiCal parameters chosen to represent what occurs
in the mantle. Such phenomena as grain-boundary damping, stress-induced
ordering and dislocation (Gordbn and Nelson, 1966) may contribute much to
the overall seismic attenuation. With a combination of 1aboratory

measurements and seismic field observations it may be possible to determine



eventually the physical nature of mantle material. Detailed knowledge of

internal friction in the mantle as a function of frequency would provide
v

information as to the possible physical mechanism. This is of course one

of the objectiveé of this research.

37
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CHAPTER 4

DISPLACEMENT AMPLITUDE SPECTRUM OF THE REFRACTION ARRIVALS

4.1 Introduction

The aim of this chapter is to describe the character of teleseismic
records on seismograms. The recorded seismic energy can be thought of as a
spike passing through a linear series of filters, which alters the trans-
mitted enefgy in some way. In the frequency domain this series of filters
can be writteﬁ, in terms of displécement complex spectrum_A(w,r) at distance

r, as follows:

A(w,r) ‘S(w)B(e)Cs(w)G(r)Cr(w,r)M(w,r)R(w,r)Iv(w)w exp i(n/2) 4.1

- where S(w) source spectrum, which corresponds to a source time function

B(8) = source space fungtion, where 6 is direction

Cs(w) = the effect of crust at the soﬁréevon the source sPedtrum
G (r) = geometrical spreading

Cr(w,r) = the effect of crust at the recei&er on the spectrum
R(w,r) = reflection coefficients

Iv(w)m exp i(nr/2) = instrumental displadement response

M(w,r) = attenuation effects of the mantle.

Another term due to microseismic noise may be added to the above equation.

However, this term will not be considered in the present discussion.

Equation 4.1 can also be written in terms of the amplitude and phase

spectrum. The equation then bécomes

A, 1) | = [S(w) |‘|B(e)|]cs(w)llc;(_rnlcr(w,r)|]M(w;r)llR(w;r)||Iv(w)||w| 4.2
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. and
| o, = oot o, o 2 2mn : | 4f3
~ where @A = phase of system
oy = phase of the source
@P = phase of the path, which includes effects of crustal response
at the source and receiver, as well as feflection coefficients
which‘may be frequency dependent
@I = phase of the instrument.

Throughout most of this thesis, the main concern will be the power
spectrum, which is simply the square of E.quation 4.2. The phase spectrum
is not important unless it becomes desirable to transform the amplitude
spectrum back into the time domain, as in thé construetion of synthetic
wavelets. In such cases the phase portion of the amplitude spectrum should
be retained. Since the concern is to determine how the power spectfqm
changes with frequency, the linear terms in equation 4.2, are not of interest
because they only contribute to the magniﬁudé bf the intercept value at
zZero frequency. These terms are the source space fuﬁction B(8), and
geometrical spreading G(r), which will therefore not be discussed further.
It is also assumed the reflection coefficients are frequenéy indepenaent
when applicable. The attenuation response function.M(w,r)_has béen‘previously

discussed in Chapter 3.

4.2 Removal of Spectral Responses

4.2.1 . -Instrument Response

Short period seismometers are not designed with attenuation studies

in mind. They are designed to magnify high frequencies and suppress low



frequencies, in order to reduce the low frequency microéeismic noise and
give rise to sharp phase onsets unobscured by low frequency noise. Wﬁile

. this type of‘distorting reéponse has great advaﬁtages in both detection

and travel time studies, a broad-band instrument with a wide flat frequency
response would be more useful for attenuation studies.v Nevgrtheless, the
distorting frequency response of the instrument can be easily removed.
Since the seismometer can be described as a simple mechanical system, its

frequency response for -a velocity spectrum can be written as
Iv(w) = IIv(w)lexp(iQ(m)) ' T 4.4

where the amplitude response to the particle velocity at the earth's

surface is

R(E/E )2
T ()] = L - 4.5
v 2.2 2 2.%
[(L - (/£ + 7 (£/£)7]
n n
and its phase is
2
L1 - (£/£) .
o(w) = tam ¥} —— B k.6
zz(f/fn)

For the WRA array, the resonant frequency f# of all seismémeters is 1.0 Hz,
with a damping constané z of 0.64. The magnification term K is identical
for all the instruments. Using the above values the velocity amplitude and
phase response functions are shown pictorially in Figures 4.1 and 4;2 |

respectively.

In general, after the amplitude or power spectrum of the portion of
the seismograph is obtained the displacement response of the instrument is

removed, so that the resulting spectrum is in terms of ground displacement.

40
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In this case the best procédure'is to remove the instrumental velocity'
response from the spectrum first. The extra w in Eqﬁation 4.2 will be taken
out with the source function. - The advantage of doing so will become obvious

in the next section.

4.2.2  Source Spectrum

In recent years much workbhas gone into detérminihg tﬁe paramétgrs

of an garthqﬁake source function, in‘particulay its displacement spectrum.
,Deépite a11 this effort, the source spectrum is still not well knqwﬁ,
.‘éxpecially at high'frequéﬁciéé.

| Hanks and Wyss'(l972) have shoﬁn in the épplication.bf P#rseval's o
thebfém that the highffréquency asymptotic behaviour éf‘the sourCe‘spectruﬁ
must invdlve a‘wn term, where n is'at.least —1.5kin magnitﬁde.’ As ﬁointad
out by'Réndall (1973), if n. is greater than -2 the time function of the source
would involvé_én infinite discontinuity in velocity.v Non—integer values of
n would not‘bé e#péctéd‘in a physical éituation because the time‘fuﬁction
wdﬁld have bfanchvpoint singulariﬁies. Two pbssibilities have been considered
in the literature: (1) n - -2 (Haskell, 1964; Aki, 1967; ’Bruﬁe, 1970, 1971;
Wyss and.Hanks; 1972; Hanks and Wyss, 1972) and (2) n 5-—3 (Sévage, 19663 |
'Frasier'and North,‘1978).' The w—z'model is most’faﬁquréd because it imp1iés‘
a finite jump in velocity at the-sburce, ih'this case, relaxation of the
’ streés field‘in‘the source région would appear.as a stfess discontinuity,‘
which givés rise to a wave front carrjing a finite jump in'velocit&. Iﬁ

suppoft'of'this, Aki (1967)‘tes_ted»t:he'w_2 and ®—3 models against
L}

vexperimental.data, and his results gave a better fit for the w—2 model.,
Theoretical considerations (Madariaga, 1977) for starting and stopping -

‘phasésvgive a w_z high frequency asymptotic behaviour.
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‘Theim_2 model seems to fit most data, ﬁoth for very low stress-drops
(Douglas and Ryall, 1972) and high stress-drops (Tucker and Brune, 1973).‘
Also the w—z model has been applied to large earthquékés>(Hénks‘ana Wyss,
1972; Wyss and Hanks, 1972)'with a'high degree.of success. Analytically
the.far—field diﬁplacement spectrum of square law fhegry is simple to apply -

to expérimental spectra. Throughout this thesis, therefore, where a sbutce’

:hodel is required the w—z model will be used.

Brune's displacement spectrum IS(w)l for the stress-drop . source

" function is

8 | | )
Is)] = —X2_ S 4
2 2 .

, w + w :

- Y%

where S(O)'is‘én,expression for the mégnithdé of the éarthquake hnd-mc is
the corner frequéncy. It is. difficult to determine accurately the corner

frequency by just considering the displacement spectrum. This is

especially true when effects of attenuation are involved.

If the vélbcity spectrum of the source is considered rather than thev'

displacement spectrum, the problem can be partially circumvented.' The

.square law velocity spectrum for a stress—drop source is

' ' b_ wS(O)
'Sv(w)‘ T2 2 .
) : wc + w :

4.8

:By differentiating Equation 4.8 with respect to w, it can be shown

that the velocity at the source is a maximum when
wo=w . ' 4.9
Therefore the corner frequency is accﬁrately determined by the peak of the

velocity spectrum.
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According to Brune's stress-drop sdprce theory, the ratio between the
corner frequency of the Pvphasé and the corner frequency of the S phase for
the same‘eatthquéke should'equal the ratio of their»velocities, as shown‘in'
Figure 4.3 (Hanks and Wyss, 1972). For the earth's mantle, the ratio of
Va.to VB should lie between 1.76 and 1.80 (Anderson gg_gl.,vi965) or -

-approximately v 3 .-

Power spectra, to be discussed in the next two éhapters, were
aetermined for the P and S phases of the events listed in Table 2.2. After
the instrument'responsés:(Equations 4.5 squared) were téméved from each of

‘the raw.spéctra the maximum vaiues_(or peak values) of the resulting'speétra
. were determined. These are listed in Table 4.1 alonngith théir reépective
.P—to—Sléorner frequency'ratios. Only those events with poor signal—to-
noise or system drop-outs were omitted from tﬁe determination given in'
Table 4.1. Note that the mean value of these events lies clése to’thé
%1:V'Bveloéity ratio given by Brune's theory (Fig. 4.3),'eventhough the
standard error of the mean is quite large. The séatter in the-cofnér 
frequency detefminafions could be caused by dipping layers (azimuth_

: anémalieé) at the receiving station (Kasahara;”l960). Other probable

causes are variations in the epicentral distance and earthquake depth.

4.2.3 Crusfal Response

Iﬁ all work dealing with body wave Q measurements, thg éffect of
thevcruét_under the receiving>étation should be removed from the seismic
wavelet beforé it is analysed.. This is not always possible, ﬁoweVer,
because of limited knowledge of the effect of the’érust.".Under&ood (1967)"
made a preliminary study of the crustal 1ayer1ng under WRA. His model

- for the first 2 1ayers, and the last two layers assumed by Barley (1977),

1
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Figure 4.3 Brune's Source Spectrums for P and S phases (after Hanks and

Wyss, 1972).
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Table 4.1

P and S Corner Frequencies (C.F.) and their Ratios
for Events listed in Table 2.2 '

Event ' Magnitude B - o S . P_/S

No. (M) <
1 5.3 1.59 0.90 1.77
2 5.8 - 1.13 -
3 5.1 0.87 0.81 1.07
4 5.2 1.63 0.76 2.14
5 - - -

6 5.4 1.67 1.07 1.56
7 5.8 - 0.61 -
8 5.4 1.24 0.85 1.46
9 5.5 1.09 0.66 1.65
10 5.0 1.67 0.73 2.29
11 5.2 1.20 0.97 1.24
12 5.8 0.94 0.68 1.38
13 5.7 - 0.91 1.18 1.30
]_4 - - - -
15 5.0 1.25 0.85 1.47
16 4.9 - 1.01 -
17 5.2 - - -
18 5.2 1.44 0.66 2.18
19 5.5 0.84 0.57 1.47
.20 5.4 1.40 0.87 1.61
21 5.8 1.61 0.47 3.43

22 5.3 0.90 - -
23 5.0 0.73 0.92- 0.78
24 5.2 . 0.99 0.65 1.52
25 5.1 1.56 0.76 2.05
26 5.5 1.69 0.48 3.52
27 5.3 - - -
28 5.8 1.05 0.58 1.81
29 4.8 1.09 - -
30 4.5 - - R
31 5.4 1.70 "~ 0.65 - 2.62

.32 5.1 1.48 - o1.0v 1.47
33 5.8 0.92 ‘ 0.65 - 1.42
34 5.1 1.34 0.77 , 1.74

Mean 1.79+0.66
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are given in Table 4.2. 1It is not known how valid this model is, since the

first two layers are based on only one refraction profile.

Only recently, some horizontal instrgments have beén installed at
the array. These instrumenté combined with the‘vertical instruments should
make it possible for a study of the transfer function of the crust to be
undertaken (Bath, 1974). Because of insufficient horizontal data and time,
the present author could not embark on this study. It is assumed here
'fhat local geological effects are smoothed by stacking the array as discussed
in Section 2.2 of this thesis (Mack, 1969). Interference cauéed by
reflected phases (echos) and refracted converted phases will be considered

in Chapters 5 and 6.

4.3 Seismic Noise Structure and Its Influence on Spectra

The earth is never quiet. Noise generated from many sources is‘always
preéent. In the short-period seismic band such noisé arises mainly from
Rayleigh and Love waves which are created by local conditionms. _Road traffic,
trains and wind may contribute to the micrbseisms which exist in vérious

'localities. Noise can also be created by unidentified microeartﬁquakes,
multipathing and storms. Observations of seiémic phases which arrive after
the beginning of the earthquake record are contaminated by converted
pﬁases, signal-generated surface waves, scattered waves and waves reflected

by and in the crust which contribute to the noise background.

Deconvolution of noise from signals has been stﬁdied for many years
(Weiner, 1949; Burg, 1967; Capon et al., 1967; Kulhanek, 1968; Dash and
Obaidullah, 1970; Lacoss, 1971; Capon, 1973). Difficulties arise when
the noise is non-white and non-stationary, since most spectrél techniques

assume stationary random signals. Seismic noise cannot be considered either



TABLE 4.2

The Receiver Crustal Model assumed by Barley (1977) for WRA,

af/B = /3 (c = 0.25) was assumed in each 1gyer} Underwood (1967)

detérmined a = 5.4km.sf1 in Layer 1, a = 6.lkm.s—1 in Layer

2 from a refraction survey.

o . B : P S Thickness -

(km. shl) (km. s~ ‘ (gmcm"3) B ; (km) :
Layer 1 - 5.4 ' 2.8 ' - 1.0
Layer 2 6.1 o3 20.0
Layer 3 6.3 o o | 3.2 20.0

Layer & _ 8.2 : 3.3 e




whiﬁe oi'stationary. If the data sequence under study is not random‘aﬁd
~stationary, only an1es£imate of the actual amplitude or power spectra can
be obtained. The problem then becomes: which spectral method giveé the‘
best estimate éf the actual spectrum with the nbise removed? High
resolution techniques have been developed in an attempt to éliﬁinate noise
.'(Bufg,.l967; Capon,»1973; ﬁlrych and Bishop, 1975). These techniques,
glong with the mofe conventipnal Fourier spectral techniques,‘are examined

-in the next two chapters.

4.4 Relationships between Seismic Wave Energy, Magnitude and Corner

Frequency
Early-in the history ofvseismology, éttempts'were made to'estimate 
- the energy of an earthquake‘on the basis of some quantity measurable on
seismograms (Richter, 1958). The square of the recorded seismic phase

amplitudes at a fixed predominant period would be expected to bé related

~ to elastic wave energy leaving the source, If attenuation can be neglected,

. the recorded seismic amplitudes would therefore be pfoportional to the

earthquake magnitude. Mathematically the relationship Between'earthquake

energy (E) and its body-wave magnitude (Mb) can be written as

log E = a+ bM__ | | B 4.10

where a and b are constants. In general, however, the predominant period

on a seismogram is not fixed, making the above equation difficult to use.

Effort then was directed to a correlation between the predominant.
periods (T) (or more recently the source corner pe:iods) and éérthquake
magnitudes. Furuya (1969) theoretically determined earthquake energy

‘released from the w—3 and7the Q-z source amplitude displacement'modelsvof

Haskell (1966) and Aki (1967) respectively. He found that for both models:
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the released energy (E) has the general form

log E = 1log C0 + 2 logC+ 3 10og T o 4.11

where C-ié'equai_to twice the stress drop divided by the rigidity and C0
is a function‘of‘the rupture, cdmpressional and shear velocities, and
density. Equating Equations 4.10 and 4.11, the relationship'between_thé

corner period (T) and the earthquake magnitude (Mb) becomes

T a_2., o.by
log T = 3 l(\')g.Co_+,3.“3 log C‘+ 3 Mb o 4.128
or, in terms of frequency f,
PR § ¢ a2 _by
lpg f . 3 log Co 3 + 3 log-C 3 Mb | 4,12b

siﬁcé f=1/T.

._If.attenuatiqn'effects are taken into account, a fifﬁh term f(r) is
>added.t6 Eqﬁation 4,12a,b which is a function of the aftenuating ray path.
Therefore as the attenuafionbdue to the raypath increases, the "apparent"
corner frequency will'aecrease for a given magnitude. Tﬁé actual'éarner:

freéuéncy becomes iﬁpdssible tb'sepafate fromvsource properties unless

the attenuation properties are known.

Because it is prefefable here to discuss the magnitude in terms of
“the corner frequency and the separation between source and attenuatiqn

properties, Equation 4.12b can be empirically written as

log £ = a' +b' MB- ‘ o o B , 4,13
Terashuna (1968) fOund,.fof microearthquakes‘(Mb <3), b' = ~0.,47 and =
a' = 1,79 whereas Kasahara (1957) found, for large earthduakes (Mb <6,3)5>
b' = -0.51 and a' = 2.59. Using a range of magnitudes from 0 to 8, Furuya.

(1969) found a' and b' to be 1.6 and -0.43 respectively for P phases and

1.2 and -0.40 respectively for S phases,

.50
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The cornef frequencies'preéented in Table 4.1 for the P.and S phases
‘are plotted in Figure 4.4 and 4.5. Since the‘magnitude range‘for these
data is limited, a least squares fit could not be madé. 'Assuming that the
slope of Equatibn'4.13 given by Furﬁya is correct, a éomparison'of his
- equation (solid line) was made with the data in-this study. The dashéd
lines are 'visual" fits of the data. In the case of both S and P corner
frequencies, thé intercept a' is about -0.8 units higher thaﬁ the values,i
given by‘Fﬁruya. The corner frequencies of the ScP phasé data (Tablé‘4.3)
are plotted‘in‘Figuxe 4.6. Again the intercépﬁ Qalue a;'is much higher
than.the‘one given By Furuya and possibly higher than the S phase data; 'Since>
not.many PcP phaséS'are represented-in Table‘4.2, é plot-of these data'was-}
not made. Howevér, four out of'the;five_corner freqﬁencies.indicétg a gréater

intercept value a' than the P phase corner frequencies presented heré.

- The conclusion which can Be drawn is that the attenuation.factor for
the data is‘much less than in the‘study of Furﬁya. This is not surprising
since Euruya's stﬁdy Was‘in Japan; Under island.arcs iafge*low Q zones,
presumably due to magma chambers exist (Olivgr'and Iééck, 1967; Mitronovasl'
_gg;gl.;vl969;'énd Eérazangi.and Iséck, 1971). However, WRA is in‘a shield
régioﬁ,»where lbw‘Q.zones are either weak or absent (Der and McElf?esh, 1977).
Aé'a result, theAéorner‘frequencies'presented<iﬁbthis thesis.should be much
closer to the actuél cqrner.frequencies than in Furﬁya's study. Furthermoxe;
because thé gbrnér frequencies of tﬁe average ScP and PcP phase'seemvto be
higher.than for S and P phases,réspectively; Q in the lower mantle Wouid

be expected to be.large.
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CHAPTER 5

SPECTRAL ANALYSIS (UNSUCCESSFUL METHODS)

5.1 Introduction

Thé‘qﬁestioﬁ as to the particdiér analytical-techhique whicﬁ-shouldibe
used to obtain thé most information from a seismié wavelet haé long been an
qutstaﬁding problem iﬁ seismolqg&. “This'chapter addresses itsglf to this
pfobleﬁ, and in particular, to whéther the time domain or ffeéuéncy domain
épprqach provides the best and most reliable information. In’Section 5.2;
the'disgussion will be centered around the advantages gnd_disadvantages.df
both.(time and ffeqdency &omain) techniques. As will be.explainéd <the
frequency domain approach is bel1eved to be more appropriate for the type .

of analysis conrained in this the51s
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'~ Following Section 5.3 the remainder of the chapter will be devoted to

the spéctral techniques which proved to be unsuccessful in determining
spectfal powér véréus frequency of a seismic wavelet. As well as the more
cpnventional Fourier spectrél techniques, tﬁé aﬁtoregréssive_techniqﬁes of
Yule-Walker (Ulrych. and Biéﬁdp, 1975)>énd Burg's Maximﬁm Entropy Method
(Burg, 1967) will be discussed. After a discussion of the theory'for;eaﬁh
-of these teghniQues,‘the meﬁhods.will be tested through examples‘tq :

demonstrate why they faii to give a reasonable estimate of spectral_powef.

5.2 A Comparison of Time and Frequency Domain Analysis

In order to compare the'advantages and disadvantagesAof analysis in
the time and frequency domalns, synthetic transient signals will be examined.

“Starting with a simulated earthquake pulse F(t, 0) this pulse will be
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modified by the transmission path so that when it arrives at a measuring
instrument it will be F(t,x). The Fourier transform of such a pulse, as

previously discussed in Chapter 3, will be

A(lw) = A, () em [-k(w) + 14()]x - sa

where A (im) again is a function of the source spectrum, instrument
response, etc., as discussed. in Chapter 4. k(w) is the real part of the
vattenuation.function_and ¢(w)_is its phase componEnt. Now suppoee‘that all
_the fesponses whieh make up A (iw) can be easily represented~in the time
domain. This leaves only the response due to the attenuation portion of

the pulse to be evaluated ~As pointed out in Chapter 3, both k(m) and ¢(w)v
must be frequency dependent in order to fulfil the Paley-Weiner condition.
.If the atfenuation for a path.is unknown then k(w) and ¢(w) are both unkoown;
so tha; one is 1eft with a trial-and-error approach to try to resolve the
time domain counterparts for k(w) and ¢(w). This can be veryddifficﬁlt,
‘especially when the pulse is'reoeived in a ooiéy environment. Small
perturbations of a syntbetic pulse which represents the real pulse mayvbe

mistakenly regarded as noise.

The problem is made much‘simpler in the frequenCy>domain because
¢(w) can be eliminated when the amplitude or power spectra are considered '
for determining the attenoation of the pulsevtravelling through the earth,

As shown in Chapter 3, multiplying Equation 3.16 by its oomplex'cohjogete,

1a@| = 14| ewl-2k@Ix s

which is independent of ¢(w). Once the relationship of k(w) as a function
of frequency is determined, the phase portion ¢(w) can be determined by use

of the Hilbert transform. The method employed to find the frequency
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dependence will be discussed in Chapter 7. The advantage of using power

‘spectral estimates will then become even more obvious.

An apparent advantage of using time domain methods is that a.syhtheticp
wavelet can be produced which looks very similar to a real‘seismic wavelet, H
Such methods? however, generally require trial-andferror estimates'of the
‘ COrner'frequeney and attenuation ooeffioient. This procedure can be pery
time~consuming. - For thia reasoniand other reasons giVenvin this section the
frequency domain approach will be oSed. |

!

5.3 Seismic Phases Used to Demonstrate Spectral Methods

To obtain a good spectral estimate of a time series, the eatimator
dependa on the’type of time series under,consideratioh. These-types.of
‘time series can he autoregressive (AR), movingdaverage (MA), or some
mixture of AR and MA. If the specific type of time aeriesfis unknOWn,‘
as in the case of seismic phases, one can approach the problem by
“attempting to fit the time series by several spectral methods which will
be described in the Succeeding sectlons. As a startlng point, a synthetic
time series can be designed from the spectral responses given in Chapter 4,
Assuming for the‘present that the attenuation coefficient wt* (Chapter‘B)
is reai'withvzero phase shift, a synthetic time series can be produced

- which is;analYtieally exact. Therefore the time'domain and frequency

‘domain solutions are analytically an exact Fourier pair.

Four beamformed seismic traces of the P phase, arbitrarily chosen
from the earthquakes listed in Table 2.2, are presented in Figure 5 1.
. Using the criterion given in the previous paragraph four similar synthetic

wavelets were made to be representative of the response produced by these
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earthquakes and are also presented in Figure 5.1, _These synthetic wavelets
will be used to demonstrate the effectiveness of'the spectral techniques
‘ presented in the following'sections. If thevspectral power spectra derived
from these7synthetics fit the pomer spectra'analytically.derived from these
synthetic wavelets, it will be assumed the spectral method is appropriate

~ for determining t* values of real seismic phase responses.

5.4 TFourier Power Spectral Density -

~5.4.1  Theory

_There hape been many computer programs written'to estimate the
pcwer density of a time series. ‘These programs use»manY'differeht types of
windowing functibhs and smoothing procedures. The designer of such a power

spectrum estimator relies upon his.perscnal preference‘and on the type of
signal he is analysing to determine what parameters are required to give
the best power estimate. Comparisons of some of the various methods of
obtaining power spectral estimates can be found'in Jenkins and Watts (1968) .
The‘technique used here was a periodogram with a cosihe bell taper and it

‘will be thevonly Fourier techhique discussed.

For a time series x(t) sampled at N equally spaced p01nts a time
1nterval At apart, the discrete power spectrum P(f) can be computed from
- the equation
N-1

Lo exp(—jZnnk/N)l2 , : - 5.3
n=o0 : . ’ .

28t |

l.P(fk) BT

where k = 0,1 2,..}, N-1. If the function x(t) is an analytical function,

" ‘the power density spectrum can be calculated precisely. However, when there
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Figure 5.1 Beémformed P phase seismograms'given in Table 2,2 for Events:
(a) 3, (b) 15, (c) 24, (d) 32. Waveléts-e, f, g, and h are nonédispersive
synthetic repfesentative of a, b, ¢, and d respectively. The time scale

for all traces is 2 sec/cm.
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are noise components invol§edbin'the time series, trﬁncation of the time
series becomes a problem,yredqcing,the acéuracy of the estimate. Using the
periodogfam methéd on a real,fime series; the power at‘éach frequency
increment has two degrees of freédom (Bendat and Piersol,'l97l>. “The

variance akz is given by

ol =r@? . sa
One préceduré available to reduce this vé:iance is to ségment-the time
séries into 1 Suﬁsets (Welch, 1967).‘ waever, since séismi¢ phases are
short_fransient signgls,vsuch segmenting procedures are not_possiblei_ The
_procedure used in this thesis for reducing the variance is bgémform
stécking of‘the individual seismic channelé. Assﬁming that the amplitude
and phése of the noise contained in each channel are randbm, thé oﬁtimal

-

reduction in the‘variance for M channels is

‘ ckzk = P(Q)Z/M‘ . o S 5.5
The above sfacking procedure; Befofé the power estimate is made, will keep
the resolution as high as possible while keeping the spectral bandwidth as

small as possible when dealing with short transient seismic phases.

Another proﬁlem in. attempting to estimate the power‘contained in a =
transient seismic phasevis its 1ength; Genérally in the short period'range‘
» the wavelet is only a few seconds in length. Sinée the specﬁral bandwidth
will'be~pr6portiona1 to the teciproéal time léngth of fhé traﬁsient signal,
the nﬁmﬁér of-independent spectral estimates will be limited. Inrthe.case
éonsidered Hére, most of ﬁhe spectral pbwer‘contained in such a signal is
in the frequenéy range 0;1’to 3.5 Hz, the number of usable resolved

.freﬁuency estimates from such a power spectrum are generally less than 6.
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This herdly provides enough resolved frequency estimates te aetermine t# v
values with any degree of'accuracy. The number of resolved frequency'
estimates can be increased by assuming that before the transient”seismic‘
wavelet of interest arrives, and after it passes, tﬁere is ﬁo signal or
noise. With this assumption any number of zeros can be added'ie front of

and behind rhe transient pulse to exteﬁd the length of the time serres.

Some authors (ﬁendat and Piersol, 1971; Lines and Ulrych, 1977) feel that
rhis may not be a statistically sound method for determining a power specrrum.
Furthermore, these authors feelfthat‘undesirabie side 1ebe-effects may occur.
In.the_fellowing:sectioﬁ the staﬁility and resolution ef the Fourier poﬁerﬁ

spectrum will be tested using the padded zeros assumption.

5.4.2 Fourier Periodograms Used

In determining the power spectrum the folldwing procedﬁre will be
applied: | | | |

'(1) The seismic phase of interest is delayed‘and stacked (the beamformiﬁg |
discﬁssed in Chaprer‘i).

(2) .The‘firsr initial wavelet of the seismic phase is eet up for anelysis.

(3) - A 10% cosine taper is apblied'to'the wavelet, This is to reduce rhe
~effect of other phases and to‘avoid'indiﬁidual correction of large
numbers Et the beginning and end of the data.

(45 A &iscrete estimate of the power in the wavelet is made at frequency 
intervals of'Q.Ol hertz. Thie‘is compurationally identical to pedding
on -zeros to'fhe time series and using a fast Fourier traﬂsform to

.thain the power spectrum.
(5) Any frequency component 1ese then the reciprocal of timewlength of the

data was not considered as an adequate measurement of power. In orher
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words, there must be at least one complete sinusoid in the windowed .

data before a power estimate can be made.

5.4.3 ~Examples of the Fourier Periodogram Method

Attgmpts to estimate the power spectrum of tﬁe synthetic time
series given invthe introduétion of this chapter result in'ap exact fit of
its power compared with the theoretical power. This is not surprising since
the synthetic timevseries contains no noise cgmponenfs as well as beginning
and ending on a zero mean. .Fof a real transient time series it is very
difficuit.tO’determine,the exact beginning and ending of éuéh a time |
- series because of the existence of'interfering‘seismic phases and‘nbise
 com?dnents. Attémpts to truncate thé synthetié time éeries, within
reaSonéble limits, also results‘in én estimated power sﬁectrum very close

to the theoretical spectrum.

Apblication'of the periodogram method to real data givés resulting
#owervspectrums which are quite different from those dérived.from syﬁthetics.
Figure 5.2‘through 5.5 arevexaﬁples of the fesulting real power spectra
obtaingd‘from thé.déta given in Figure 5.1. The only'éo?recﬁion made to
these power Spectraris the removal of the instrumentél résponse._ Note the
spectrél minima which are preéent in Figurés 5.2 té 5.5.. Inifaét, similar
minima, at frequéﬁéy intervals corresponding'to the fime;length of,fhe‘
trunéaﬁed time series are thfoughoUt the power spectrum, thoughtthéy are not
obvioué. Maxiﬁa'also océur at frequeﬁcy intervals half-way between
adjaqeﬁt miniﬁa. bThis focusing and defocusing'of‘power can be attributéd.

- to undersirable side-lobe'effects'(Bendat and fiérsol, 1971;_ Lines and

Ulrjch, 1977). Smoothing the power spectrum by averaging can be used to




'Figufé 5.2 Truncafed Fourier Power épectrum éf exémple (a) in‘Figure 5.1.
The_points of trunéation a;e;shown.fér tﬁiS'real seismic‘veloéity wavélet
»inbthe'ﬁpper,:ight hand corner '6f‘figﬁre. Thevtime>scale‘for the seismic

'ﬁelqéity wévelét‘is~2>sec/gm. Note ‘the large dip in fﬁe spectrum at

approximately 2.6 Hz caused by the truncaﬁion.

Figure 5.3 Same as Figure caption 5.2 except that it is the truncated power

. spectrum of example (b) in Figure 5.1.
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- Figure 5.4 Same as Figure cabtion 5.2 except that it is the truncated
power spectrumrdf example (c) in Figure 5.1. Note that the dips due to.

truncation are not as severe as those in Figures 5.2 and 5.3,

Figure 5.5 Same as Figure caption 5.2“except that it is the truncatéd
power spectrum of example (d) in Figure 5.1, Note the dips due to

truncation are not as severe as those in Figures 5.2. and 5.3.
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compensate for éidé lobe effects; 1loss of resolution and biasing of the
power proceSsing of transient seismic data will be explored next,‘in‘én'
attempt (i) to remove side lobe effects; (ii) to increase spectrall
resolution; and (iii) to reduce biasing effects;

5.5  Parameter Fitting Spectral Estimates

5.5.1 Theory

| Parameter fitting spéctral méthods for'estimatihg power in a time
series have become.populér because of their ability to determine.estimatés.'
of power from a short time séries: .The inability to determinefthe~exaét‘
autocorrelation function foi short.time sefiés may lead to problems in
'stability and resolution using Fourier techniques.

 The paramétér fitting spectral technique iS built around the idea

that if white noise is passed through a particular impulse response filter
the'rgsulting time serieé X(t) will have a power spectrgm which is‘idéntical
© to poWerrépeqtrum‘of the.observéd signal. The autoregressive*proéess which

Satisfies this time series filter is
x(t) = -a(1)x(t-1)-0(2)x(t-2) - ... -a(L)x(t-L) + u(t) 5.6

whéré @(k):are‘the coefficients which are défiﬁed by the impulse response

of the proéess; out~to,L known lags. If the process i$ feveréed staftingv
with Xtt) (the time’series which is observed), the impﬁlse Tesponse neceé-
sary to form a White noise series.with‘the same 1éngth L cén‘be deVéloped;

The output'bf such an impulse response filter is then
u(t) = x(t) + a()x(t-1) + ... + a(L)x(t-L) 5.7

where a(k) are the coefficients of the white noiselfiiter.‘ By minimizing
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the mean’square value of the filter output fhe values of a(i):...; a(k) are
selected and must satisfy the équation
R(0) ... R(L)]| ,
[1,a(1), ..o, a1 | . | = [®,0,...]1 . 5.8
- R(L) ... R(0)|
whére’the‘rigﬁt hand side of the above equation 1s the estimatéd prediction
error énd‘R(O), ;.., R(L) are the knownvautoddrrelations, which is a
Toeplitz matrix of the aﬁﬁocorrelatiOn series. The series 1,’a<1), N
a(L) is then a hindsight prediction erfor filter., It pfedicts what the
future values of the time series are going to be, based upon pastivalues,
vAlso it follows that if the tiﬁe series under study is really_generatéd from
a whité.npige process, the a(kfsin Equation 5.7 are equal tofthe values a(k)'s
in Eqﬁétidn 5.6. | |
Equationv5.8 is‘generally known as the normal equation (accredited
to Yule, 1927 and‘Walker, 1931) and is called the prediction error filtgr.
If 1, a(l), ..;, a(L) are known, the uhkpown autocorre1atiqns can be
extended by prediction. The powét in the‘timé series can then be célculéfed,:
. bésed upon tﬁe known énd prgdicted values'of.thevaﬁtocorrelations, by
performing a Foqrier transform. .HoweQer, it is much easierbto determine
the power.in the'tiﬁe seriés by obtaining the ffequénty response function
‘of_fhe prediption efror filter, _That is, if the output of the filter is white
wifh power spectfal density P, and the timé,seties,is sampledtat At sécondé,
the powéf P(f) of the time series becomes
- P _ o o :
P(f) = . SR ‘5.9

T 2
I’z a(ie iZTTJfAtl

j=o




One of the main difficulties in determiningla powér spectrum in this
way has been in déciding what to use as the discrete autocorrelation function,
Given a time series x(1) ..., x(t), the conventional formulas for obtaining

"an estimate of autocorrelation function are

| N | | |
R() = =7 ¢ x()x(kh) | 5.0
: - k=0 .
and
1 N ; o
R() = I ox(Ox(H) ! 5.11

T+H- 3] ke=o

In order to estimaté“the poﬁér, which must:Ee positive for all valﬁes,
the_autbcorreiation matrix (TSeplitz matrix) given in Equatioﬁ‘S.S ﬁust be
‘positively defined. For this reason Equation 5.10 is used to determine
the autocorrelation coefficients for the Yule-Walker approach. Howevef,
the first éutocorreiation'formula does give:a positively defined Taeplitz
matrix but assumes that the time_séries is extended with zeroé, théreby
biasing thé estimate., The secoﬁd‘autocorrelation formula above (Equation
5.11) is an unbiased‘estiméte_of autocorrelation buﬁ can result in a non-

positively defined Tdeplitz matrix.

Burg (1967) has provided a method for determining another estimate
of the autocorrelation. The following paragraphs will demohstfate the

method in which the error prediction coefficients can be determined.

Since there‘is no sigﬁificant‘statistical difference between forward
and'backward‘time fdr a time series which is an interval from a stationary
'random process.épecified by x(t), the forward prediction error e+(t) in

terms of its forward prediction coefficient a(k) can be written as



“error filter [a*(l), ... a*(L)] respectively, a new error series ¢
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e (t) = x(t) + a(M)x(t-1) + ... + a(L)x(c-1) ' 5.12

and its backward prediction errors series

e (0) = x(t-l) + a*(Dx(t-L) + ...+ a*(Wx() - 5.13

where a*(k) are the complex conjugates of a(k). The cost function is

1 then definea as

N . - S |
3= {le "+ ey . . - 5.14
t=L | |

The above equétion»equally weights e

, and e_to find the a(k), k= 1, ..., L

which_ﬁinimize-J. After the a(k)'s have been determined the spectral pqwér

" can be estimated through the use of Equation 5,9, Although the above
approach:is a valid one, it does not guarantee that the autocorrelation

" matrix given in Equation 5.8 is non-negatively defined. Therefore Burg

proposed tp'predict ahead one prediction error point from the previously

.known ones. In other words, given the error series'e+ and e_ as defined

above for the. forward error filter [1,a(1), ..., a(L)] and the backward =
+ gnd €_
can be developed by,predictingvahead_one pbint, which gives rise to the new
forward prediction error filters [1, a'(l), ..., a'(+1)]. Thevone point

ahead prediction error filters can be calculated by Levinson's recursion

algorithm (Levinson, 1947) giving

() = e () tce () . suas

and -

e_(t) e__(t).+c*e+(t) S 5.6
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where ¢ and its complex conjugaté c* are constants. Again making use of
the cost function, the constants c¢ and c* can be selected such that

o T 2 : '2 o o .
3= 2 {le, ]+ Je (]|} 5.17
o t=L41 ‘ ‘ ’ '

is ﬁinimized. Such minimizafioﬁ guaréntees that the constants é and‘c°;< are
less than one; Furthér, the calculatidﬁ of-theAone—éheadepredictionAerror
filter guérénteeé the Tﬁeplitzvmatrixvin Equation 5.8 to bé.positivelf
definéd.“After the series [1,a'(1), ..., a'(L+1)] has been determined thg
spéctrél‘power'can be galcﬁlated uéing‘Equation'5f9.  For clarity a |

pseudq—flow chart of Burg's recursion is shown in Figure 5.6.

The oﬂly requirement left is thé determination.of-tﬁé nuﬁber‘of_
~prediction error filfers ﬁecessa;y to describe the time series completely.
Too few filter coefficients will make the‘power spectrum.appeér smeared ouf,
bug én tﬁe other hand too many filter coefficients may cause thé power
spectral eétimate to haye spofadic spikes in thé-final spectrum. ‘Thé méthod-i.
fdf determiﬁing thg proper number of filter coeffiéients'uséd:in this thesis
fqr the Yule~Walker and the Maximum Entro?y power estimates is the Final

Prediction Error (FPE) criterion (Akaike, 1969a,b).

The basié idea beﬁind FPE is as follows. It would be expécted that
as the number of filter coefficients iﬁcfeased the»rgsidual estimate -
pfédictioq error would decfease. However, when ﬁhe;filter coéfficients.arg
Vépplied to a new sample of the éutoregressivévprqcess, théy will be'ouﬁ of
tune with this new éample. Therefore the mean sqﬁare erro;’wiil increase.
FPE takes these two factors into account and calculates the average mean
square error. These two factors can be combined into a simple matheﬁatical

expression for N data points and the prédiction distance L. Hence
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" 'Figure 5.6

" Details of Burg Recursion
(After Lacoss, 1977)

Initialize: % | |2
. _ 1 B X .
P=T%¥Tt=o0 °
L=0
——> Define: T .
o 2.
c,, = 1 le, (£) ]
RS Y| *
T D
2
c__=. E‘L+1 le (t-1)]
T ‘
R
Then: o c = -2c, :
ORI,
2
p+ (1-]c|?p
1 "1 f "0
8.1 31 aL
. > . +C .
aaL aL 3
_L+1 _0 _ 1
L > L+1

e,(t) > e, (t) + ce_ (t-1)

e;(t) + e (t-1) +vc*e+(t)~
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N+ (1) ‘
Gy P | . 5.18

FPE
where P is the estimated prediction error given on the right-hand side of

Equation 5.18., If, however, the mean is removed from the time series

under consideration, the above equation becomes simply

_ N+ M o : .
FPE = §y—y% P - | $5.19

‘The theory above is a brief outline of the ingredients needed to get
an estimate of the spectral pbwer of a time series by parameter fitting
techniques. The following sections will discuss what happens when these

spectral techniques are applied td both synthetic and real data.

5.5.2. ‘Examples of the Parameter Fitting Teéhnique

'Uéing‘thé éynthetiélwavelets developed in Section 5.3 df this
chépter,'the power spéctravderived from the parameter fitting'methdd are
'éompafed with the_exact Fourier powér spectra of thésevsynthetic waveleté.-
Figures 5.7 ‘through 5.10 and Figurés'S.ll through 5.14 até ekampiesfof -
the parameter fitting method using the Yule—Wélker,approach éﬁd the maximum
entropy approéch feSpectivéIy. In the following paragréphs, the
resolution and stability'wili be_exémined in ordér to determine-if‘theée
itechnqiués can be considered appropriate for ana1yses of this type of

wavelet. .

According to Akaike's (FPE) criterion only 8 or 9 prediction error
coefficients are necessary to describe fully a wavelet's time series as shown
in the upper right—hand corner of the figure. Howevef,‘applying the

prédibtion error coefficients to Equation 5.9 to obtain the power spectra



Figgfe 5.7 A comparisdn of the exact Fourier power spectrum (solid line)
v.ofvthe non~dispersive synthetic wavelet given in.Figure 5.1e with the

Yule-Walker spectral method (dashed line).

Figure 5.8 Same as for Figure 5.7 except that the example is for the

spectrum‘of the‘wévelet given'ianigure 5.1f.'
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Figure 5.9 Same as for Figure 5.7'excépt that the example is fof the spectrum

of the wavelet given in Figure 5.1g.

Figure 5.10 Same as for Figure 5.7 except that the example is for the spectrum

of the wavelet given in Figure 5.1h.
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Figure 5.11 - A cdmparison-of the exact Fourier power spectrum (solid line)
of the non-dispersive synthetic wavelet given in Figure 5.le with Burg's

Maximum Entropy spectral method (dashed line).

Figgre‘5.12 ‘Same as for Figure 5.11 except that the example is for the

‘spectrum of the wavelet given in‘Figure 5.1f.
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Figure 5.13 Same as for Figure 5.11 except that the eXampie;is‘for

the spectrum of the wavelet given in Figure 5.1g.

Figure 5.14 Same as for Figure 5.11 except that the example is for

the speétrum of the ﬁavelet given in Figure 5.1h.
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for these wavelets, the most striking features are the predominént peaké

- which occur iﬁ fhese spectra. These peaks.in no way follow the spectra
determined‘analyticélly. As-can be seen,_these peaks are con;aVe inwérd '
from the maximum spectral value rather than outward as. indicated by thev
actual spectrum. This inward concaving of the Yule-Walker spectral peaks
make fhe detefmination of t* values.using frequencies lower than the peak
useless. In order to obtain reliable values fér t* aﬁd reduée thév
étandard-error, as much as possible of the‘totaldenamic range of the
frequency spectrum must»bé used. Another important éonsideration is the
ldcétion'of the (YfW)vSfectral peak. As indicated by the'figures,‘these
peaks are displaced tbward’the‘higher frequenéy‘rangé.-‘This:oécufrence
will'causé'diffiéﬁlties in location of the source function's corner .
frequénCy. Burg's makimum entropy method (MEM) has some bf.the same
difficulties as the Yule—Walker method: again the spectral poWer is

concave inward towards the (MEM) spectral peak and the low frequency power

is poorly determined. However the peak power of the maximum entropy method

coincideé more closely to the correct spectral peak;'vFUrthermore, the'b
power fit,for the freqﬁency étvthe_right of the peak value is Bettef,than
‘that_given by the fule-Walker method eventhough these spectra have a more -
'oscillatory éharacter. The reason for this is that over twice the number“
of prediction error éqefficients are requirgd to defiﬁe the time series_ 
waveletsAusing Burg's method than fbr the Yule—walker method,'nLastiy,

tﬁe MEM gives a Bettef’spectral fit to the correct spectra when the

~ predominant freqﬁency tends toﬁards the low-frequency end of the spectrum.
As a fesulﬁ, the best MEM spectra would 6ccur when the‘predominant

frequency is zero, which is generally not the case..

'Eventhough the above parameter-fitting technique has fhe advantage of
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not subjectively picking windowing functions and lag lengths as in the case
of Fourier technlques, they do not.appear to give spectra with enough
stability to determine the attenuation propertles of selsmic phase wavelets.
Basically the reason is that seismic phase wavelets are not autoregre851ve
time series. Seismic wavelets are either moving average (MA) or auto-
regressive moving average (ARMA)»time seouences.,'Attempts to parameterize
a seismic nhase wavelet in terms of an autoregressive series is therefore
invalid. On the other hand, modelling a timeAsequence by a moving average
process or moving average autotegressive process is difficult (Jenkins
" and Watts, 1968;'vChatfield,-l975) beeause efficient_explicit.estimators

cannot be found.

" Based upon the above conolusion, that seismic wavelets are not
autoregressive in nature, examples of real seismic tlme series analysed by
these methods will not be included because of their 1mproper flt to synthetic
data. Seismic‘wavelets in a noise;environment would only result in a power’

spectrum improperly parameterized.

5.6 Conclusions about Time Domaln, Fourlerlrand Autoregress1ve Spectral
' Methods :

As pointed out previously the time domain method of determining
the corner frequency of the source spectrum and the attenuation factor t* is
considered to be an"inadequate approach because'iteis basically a trial and
,error method. Such a metnod may lead to wtong'values for both the corner
frequency and attenuation factor t* but still, in the presence of noise,
:give‘the appearance of being a good fit to real data. Even in the‘case
where a constructed synthetic wavelet is compared wlth real data and'the'

fit is poor, one could argue that the real data is perturbed by noise. Such



an argument would therefore call upon the "insight" of the ohserver to
eubjectively "eyeballf his estimate of the time wavelet in noise;: An
"eyeball" estimator cannot be considered to be an analytical estimator |
vbecause it calls upon the built—in prejudices of the observer ano not

on hard data.

A second objection to fitting synthetics to real data is the lack

of knowledge.about the phase component of the attenuation factor t*. One

could use.a variety of theoretiealfphase components for the attenuation
factor (Futterman, 1962;1 Strick, 1967) but the actual‘phase.relationship
of attenuation for the short period seismic wavesfremains unobserved,
Therefore the only remaining approach would be to 'guess at" the phase
relationship of attenuation, whlch may lead to incorrect synthetlcs for
matching with real data. Such a matching of real databwith synthetic -

data may appear to be correct but could also be substantially wrong.

A third objection to time domain fitting can be raised. The shape
of the wavelet being estimated will be‘dominatedvby the predominant .

frequency, The high frequency roll—off.will»have 1itt1e influence on

~the shape of a derived synthetic Wavelet, espec1a11y over a limited band of

frequencies. This frequency roll—off is precisely the information needed

to determine the quality factor Q.

The_exampleé given in this chapter demonstrate that power spectral
'estimates-are not without their drawbacks. Dealing with real data,-it‘
was found that side 1obe effects perturb the resulting Fourier power

spectrum, making it difficult to determlne where the spectral information
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is at the white noise level. Tapering data before the spectrum is determined,

does not appear to eliminate this side lobe effect. Spectral smoothing leads
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to a very biased spectrum. t*'s determined bj a smoothed spectrum will
therefore be biased. All—pqie filter technqiues of Yule-ﬁalker aﬁd BQrg
tend to peak the spectrum to the point whére it beéomés useless for
determining the attenuation factof with any degree of succéés.: Methods
which descfibe power spectra more accurately thankthe above methqu will

be discussed in the following chapter.
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CHAPTER 6

SPECTRAL ANALYSIS (SUCCESSFUL METHODS)

6.1 Introduction.

As shown in the last chapter, when the time series is short, poo;
estimates of Spectrél power are obtained if Fourier and parameter fitting
techniques are used, the éhief réason being thevCOnvolutibn_of the éinc
functibﬁ into‘thé‘spectra in thebcase of Fourier analysis aﬁd fhe inabiiity
to model‘the time series aé an adtqregrgééive'sequence in the case of
parameter—fitting‘techniqﬁes. To overcome these difficﬁlties, two more
spectral techﬂiques have been tested to determine if they are_apprbpriate
for estimating t* values. Specifically the spéctral techniques considered
were (i) the Maximnm Likelihood Method (Capén; 1973; Lacoés;‘1971); and
(iij the Homomorphic Decon&qlution Technique (Oppenheim et al., 1968;
Oppéﬁﬁeim and»Schafér, 1975). The remainder‘of this chapter will be devoted

to the theoretical and practical application of these-techniques to transient

short period seismic wavelets.

6.2  Maximum Likelihood Method (MLM)

6.2.1 Theory
The Maximum Likelihood Method (MLM) was déveloped by,Capon‘ét al.,
(1967) to estimate the spectral amplitudes of a seismic event for:a given
frequency based upon the noise statistics. This method looks at the noise
prior to the first arrival and designs a window in an optimal way (in

frequency-wavenumber space) to minimize the noise while passing the sigﬁal_
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without distortion. Later, Lacoss (1971) showed how this'technique
could be extended to the frequency domain and return a powerISPectrum for
single channel data. A good mathematical deséri?tionvof this method

is given by Kanasewich (1973) and will be highlighted here.

vSuppoSe one'wishes to‘design.a filter having an imﬁulsé resﬁonse W,
with.an.input y, to return aﬁ output x. If théAinpﬁt.consists of complex
sinusoids of amplitude A with a zero mean noise term ¢ ﬁféduced by a random
procesé, the input sigqal y can be written as

_, Fi2mwfAtk
yk f. Ae " + Ek

6.1
where‘At is the éampling interval and k is the time index. The-convolutioh
of the filter with the input signal would therefore yield the output signal
X, where

N

T nil "Vitlon | | s 6.2

For a sinusoid to be passed through the filter without distortion or

déléy, the following condition must exist

N,

‘AeiwakAt - I AW eiZ'rrfAt(k+1—n). 6.3
or simply ,
. N o iawfAt(l-n)
1= I W e .‘ v 6.4
- n ‘ 7
n=1 "
This equation can be easilykwritten'in matrix form
1= [E T][W]_ S | 6.5
where
9] = collWp,H, ..., W] 6.6
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and

[E] = col[1,e2TEAE | Qi2nfAt(nm1)y 6.7

' The filter should also pass -the complex conjugafe of the signal without

distortion so that -

1=EW . 6.8
In order to optimize the determination of the power in the Signal; the
‘variance of the zerbkmean noise must be minimized.
The variancé'of the output can be expressed as simply the expeétation,
E,'of‘the sQuared output,
: .2 o ‘ : o
In métrix form the above equation becomeéﬂ(Kaﬂasewich, 1973)

o = [WT1AlIW) S 6.10
‘* . .
where [W T] is the complex conjugate matrix of the filter and A is an

NxN Tdeplitz correlation matrix formed from the autocorrelation coefficients.

To minimize the variance with the conditions given by Equations 6.4
and 6.8, Capon related these two equations in terms of an undetermined
multiplier, A, and minimized them with respect to the unknown filter

coefficients, W,

. *T . : ' *T : . B »
Aw CT[AT W] - A([E Tl[w - D]} =0 . 6,11
n v )

This yields a set of equations which, when'expressed in matrix notation,

becomes
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B - X e

By multiplying both sides of the equation by the inverse of [A] and

substituting [W] using Equation 6.8, the above equation becomes

'_jT_ =2 [A-l]{E*]' o : | 6.13
(E"] 2 . .
or‘-
r 1 : o ,
: T whwhen e

Making use of Equation 6.12 the above equation can be written in terms of

the filter matrix [W)

a1 E")

[

- [w] 6.15

Tqra—1lq ¥
(ET1{a (e
Since the vector [W] is’nqw knowq, it is a simpie matter to write the
transposed complex conjugate of the vector and solve for the output variance

S ' Sk - :
in terms of [A l},.[ET] and [E ] using Equation 6.10. After some mathematical
mahipulatiéh the variance of>the output becomes

: S 1 , _
2 , :
g8 = —g—— =P : . 6.16
: -1 %
ETA lE  L , o :

PL is the maximum likelihood spectral power estimator given By Lacoss. (1971).
Génerally,»the‘maximum likelihood method (MLM) is used on‘statipnary

‘random time series because sﬁch a éefies can be segmentéd to obtain the.

' powér:of each individual segment (Welsh, 1967). _Ayeréging of these power

spectra ‘in effect increéses the number of degrees of freedom of the estimatei‘

and thereby decreases the noise variance of the power estimate for each
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individual frequency. ‘The relationship between this éingle channel
estimate and its variaﬁce is unknowﬁ at this time (Lacoss, 1971). Also,
the numbers of autocorrelation lags necessary to describe efficiently the
MLM power spectrum is unknown. ' The analysis of synthetic data mayiéhed
some light as ﬁo;the number of autocofrelatioﬁ coefficiénté necéssary to
déécribe the MLM power spectrum as well as the.spectrum's_resolutioﬁ and
stability propérties. These'properiies will be considered>iﬁ the ﬁeXt‘

section.

\

6.2.2 Examples of the Maximum Likelihood Methodf(MiM)

Consideriﬁg first néise—ffee synthétig data (Figure 5.1) it was> 
found that the.best‘MLM péwer spectral éstimate (Figuréé.ﬁ.l and 6.2) i$~
provided by usiﬁg the autocorrelation function (Equation_S.lO) given in-
Section 5.5.1. .The number of autocorrelation coefficients used correspoﬁds'
to the numbef of digital data points in the timé series interval, thereby
taking.advantage of all possible valueé.- Fewer lags than ;his lead to a
calcﬁlatéd pbwe: spectrum which tends to deviate further from the analytiéal
spectrum as the number‘bf»iags is.decreased. This effect therefqré gives
rise to a caiguiated power estimate with a lafger power-contéﬁt beyond |
fhe preddmiqaht frequency thaﬁ is actually present;-eventﬁough; using éll
the available autOcorrelatibn coefficients, the calculated MLM spécﬁrﬁm'

will tend to indicate a smaller t* value than is actually present.

Another iﬁportant_conéideration is the spectral dynamic:rénge‘of the
method. To determine tﬁis property a larger attenuation factor t* is -
imposed on the noise-free synthetic time series to extend the dynahic raﬁge
of ﬁower in the frequency range of interest. The analytical power spectra

(soiid line) along with the MLM solution dashed line are given in Figures »



Figure 6.1 A comparison of the exact Fourier power spectrum (solid line)
“of the non-dispersive synthetic wavelet given in Figure 5.1h with the

‘Maximum Likelihood spectral method (dashed line).

Figure 6.2 Same as for Figure 6.1, except that the example is for the

spectrum of the Wav'elet given 'in Figure 5.1g.
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6.3 and 6.4. It can be seen from these figures that the usable dynamic
range is no greater than 48 dB. As will bershown, a;better power estimate.
can be achieved by pre-whitening the time series:with'a qﬁasi—différence
filter (Jenkins andAWatts,’1968; Koopmans,‘1974) prior to the‘computaﬁion
of the MLM spéctrhm. Such a filﬁered time series Y(t) can be written in

terms of its actual time series X(t) representation as

Y(t) = X(t) - aX(t-1) . v ' ' 6.17
where the constant a determines the response of this high pass filter,
The spectral response |G(w)|2 of this filter can then be'written as

1 - 20 cos w + a2 - i ‘ o 6;18 |

: |G(w.)|2 |

and the phase as

o

-1, o sin w )

Pre—whiténiﬁg fhe time serieé serves to réduce the amount of lqw frequéncy
power and.broadens the overallbspectrum,'giving rise to a more balanced -
;spectfum. 'A tiﬁe series with a gentlé éloping of spectral ﬁéwer on. both
sides of a main ﬁeak in the spectrum leads to an analyéis'which gives a
better repreéentation of power present in a spectrum than those time series '
"ﬁhose spectra are distorted in somé other fashion, Prefwhitening the time
series (Eduéﬁiqn 6.17) and‘fbst—colouring thebmodified MLM spec£ra by the
division of Equation 6.18 wére’tested through the use of synthetic data.
-The éame synthetic wavelets_uséd in Figure 6.3 aﬁd 6.4 were used and éxamples
of pre—ﬁhiteﬁed and post-coloured estimates are given in Figure‘6;57apd 6.6
rgspectively. Compariﬁg these figurés it can be readily seen that the |

actual spectrum (dashed 1ine) in the pre-filtéred case is.a much closer fit



‘Figure 6.3 . A comparison of exact Fourier Power Spectrum (solid line)

and the Maximum Likelihoéd spectrum (dashed 1ine) for the highly attenuated
ntn-dispetsive synthetic wavelet given inAthe‘upper right hand corner.

The parameters are 1.0 second and 1.0 Hz for the t* and the cdrner‘frequeﬁcy

" respectively.

Figure 6.4 The same as for Figure 6.3 except that t* is equal to 1.2 seconds.

-
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Figure 6.5 Same és for Figﬁre 6.2.éxcept that the non?dispersiVe synthetic
wavelet was pre-whitened and post-coloured using the first difference

equation given in text.. The pre-whitening coefficient a is 0.35.

Figure 6.6 Same as for Figure 6.4 except that the non—dispérsive synthetic
Vwavelet was pre-whitened and post—coloufed using the first difference

equétion glven in text. The pre-whitening coefficient a is 0.55.
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to the exact (solid line) spéctfum_than the unfiltered case. What is more;x
in the extremely attenuated case in Figure 6.6 the power dynamic range is

: increased some 16dB over that given in Figure 6.4. The main problem in

the above procedure 1s to determine the best choice of the‘constaﬁt 0. -

No analyti;al,method of»deferminiﬁg o has been found by‘this_aﬁthér,: The
values QfAd given in Figufe 6.5 and 6.6 were found by a trial—and-error“
procedure. It may be possible, howeﬁer, to predict thé best-value of a baéed.
upon a pfeliminary estimate of tﬁe'pfedominant frequencybor the high freqﬁency
of roll-off using synthetic data. A graph of o versus the predominant
freqﬁency or’the high frequency roll-off woﬁld 1ead to an empirical choice

of a. This procedufe'for picking o serves onlj to imprové the MLM powér.,
estimates fér data considered in this thesis, It may'not‘invitself'be a

 sufficient method for pre-whitening spectra of another type.

 Another method for pfe—whitening‘spectra which may be useful is to -
estimate tﬁevfirst few autorégressive prediction error coefficiénts by the
.methodsvdescribed in tﬁe previous section, Coﬁvolving,these prediction
error coefficientsvwith ﬁhe time sgries undefistudy shoﬁld‘yield.a pre-
whitened time series with mbétrof the dominant power rémOved;. Since most
spectral‘téchniques.ﬁork best on a speétrum which is flaf,-the MLM should
therefore retum high resolution for this whiténed spectfum._ Post-colouring
the‘MLM specfrum should yield a power speétruﬁ very clbse'to fhe actual

poWer contained in the time Series'under_study.

A third pré-whitening.method is to make use of infinite.— orufinite -
dﬁration response filters. Many examples of IIR and FIR‘digiﬁal filters
‘can‘be found in the 1iterature‘(0§penheim and Schafer,‘1975); Great care
must be taken‘to‘ensure that the pre-whitening filter‘ddes not ramp too fast

between the passband edge and stopband edge frequencies. ' Another problem o



‘with this type of filter is ripple which is associated with the filter
response. The deéign of such filters should be made to suppress sucﬁ
ripple so that their influence will be insignificant upon post-colouring.
The use of IIR and FIR digital filters will cause phase distortion‘iﬁ thé

v tiﬁé:sefies to be pre-whitened., However, since the concgrﬁ heré-is only iﬁ

the real part of Q, the_phasevdiétortion presehts no problem.

Upon applying the above techﬁiques to real P phase da;a given in thé
previous section, the-MLM'spectra were found‘to be'muchjsmoother than those
Spectra 6btainéd‘by fhe‘Fourier transform méthod. This is because the MLM
'adapts itself_appropriately‘to tﬁe windowed.data (ﬁaéésé; 1971, 1977);.
vFurthe?more, the pre-whitened aﬁd‘pqst-coloufed method gi&eS‘a better

-spectral representation of this real data.

As in the Foqrier power spectra (Figure 5.2 through 5.5),’thé on1y>
thing removed from the MLM»spectfa (Figure‘6.7 through‘6.10) is the
inétrumental response, The dashed lines in these figures are the least-
squares fit, to be diséussed in a later chaptér, on the MLM spectra. ihe
dot-dash lines in Figure 6.7 through 6.10 ére the extension of the data
not uéed in determining the 1east—squareé fit. These data are‘consideréd

‘to be at the baseline of the'spectra and only representative of white noise,

Iﬁ éonciusion, the best estiméte of‘the power content for a real
segment of seismic‘time data is obtained from the pre—ﬁhiteﬁed and
bpdst+coloured MLM power spéctrﬁm.' Adaptive windowing of the_data is far
more superior than Fourier spectral technique'approaches when the time
series is short. No peaking of the‘spectrai power occurs around the
predbminant frequency as in the case of the Yule-Walker or Burg's Maximum
Entfopy methods, The only problem that«étill remains is coherent noise

(i.e. microseisms, crustal reflections, etc.) which is not discriminated 
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Figure 6.7 - Maximué Likelihood.Spectral estimate (soli& line) of the
;runcéted_seismic P pﬁase.wavelet.shown in Figure 5.la with the displacemeﬁﬁ
instrumentalﬂrespdnse removed., The dahsed line is the'least;squares_fit

(to be discussed in Chapter 7) for source and attenuatién responses, while
thé dot-dash line is the'porti0q~of-the data not used for the‘fit.r Specific
valﬁes,fqr the corner freQuency (C}F.)‘and t* are 1.08 Hz and 0.462 * 0.063

' seconds resPéctively. Note,thé slight'cﬁrvature in the dasheailiﬁe due to

the source spectrum. -

Figure 6.8 Same as for Figure 6.7 except that the truncated seismic wavelet
given.in Figure 5.1b was used. The calculated values for the corner frequenéy'
>(C.F.) and t¥* aré 1.25 Hz and 0.297 * 0.052 seconds respectively., Note that

all data were used for the least squares fit.
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;Figure 6.9 Same as for Figure'6.7 except that tﬁe truncated seismié
waveletbgiQen'in Figure 5.1c wés used. The calculated vélues for the
’éorner ffeqﬁency (C.F.) éhd‘t*‘afe.0.98 Hz‘and.0;434 iv6.066 seconds
fespectively. The dot-dash line is the data not used for the least .

squares fit,

Figure 6.10 - Same asbfor Figuré 6.7 except that the truncated seismic
-wavelet given in‘Figure 5.1d was used. The calculated values for the
corner frequency (C.F.) and t* are 1.46 Hz and 0.210 * 0.056 seconds

respectively.
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against by any of the spectral methods thus far considered. Noise

discrimination will be considered in the section on Homomorphic Deconvolution.

6.3 Estimation of t* by Homomorphic Deconvolution

6.3.1 Theory

As pointed out in previous sections, an estimate of the true -
power spectrum cannot be made by a parameter—fitting modelling technique._
because the time series is not a true autoregressive';ime sequence. The
Maximum iikelihood method does appear to window a truncated time series
properly because of insensitivity to the edges of the déta. waever MLM
cannot account for correlatable noise properties or impulse responses which
may be present in the windowed seismic time series under study. As pointed
out in the last section, use of the Fourier transform to obtain a power
spectrum, as shown in Section 5.4, leads to undesirable-side—lobe effects;
The removal of the two above-mentioned undesirable effects may be
eliminated by non-linear spectral techniques such as Homomorphic Deconvolution.
This technique has been extensively studied by Oppenheim, Schafer and
Stockton (1968), who show how it can be effectivelybused for image enhaﬁcement
. and echo removal. Later, Ulrych (1971), Ulrych et al., (1972), and Lines
and Ulrych (1977), used this technique to remove the impulse response of
the crust from the primary seismic wavelet. Ulrych (1971) suggests that
homomorphic deconvolution may be useful for the determination of attenuation
in the earth. A brief outline of this technique will be given here to

demonstrate how it can be applied to determining t#* values.

In principle, the technique transforms a time series which consists

of multiplied or convolved terms into a time series which consists of terms




in additionm.. Mathematicaliy ﬁhis is achieved by the followiﬁg steps:

(1) Compute tHe Féurier transforms of the seismic wavelet time series
X(n).

- (2) Compute 10g'df the amplitude épectrum'andvunw¥ap thebphase spéctrum>
in order ﬁo;make the total expression anaiytical (Oppenheim énd

‘Schaféf, 1975). Generélly at this point‘the 1inear phase component .
is‘removed; |

(3) Computé the inverse Fourier tfansform of the émplitude énd‘phase
$pectra resulting in the coﬁpléx cepstrum ﬁkn).

(4) Filter the comple#‘cépstruﬁ'by linear filtering. This process
sepafaﬁes'the various components of the spectrum. How this is done
will be explained later in anvactual example.

(S)V Compute the Fourier transform of the‘filteréd complex cgpstrum;

(6) lCompute the»exponential of the.Fourier‘transform énd feplace the
linear‘compdnent of the phase removed in Stepfz.

n Combhte the inverse Fourier transform to réccver the deconvolved
wavelet.‘

Figure 6.11 shows; by means bf'a block diagram, the abéveIStéps. From tﬁis

diagram it is easy to see that if no filtering is doﬁe, thg'timefsequence

X(n) will return the séme time éeries X(n) at the end of the processing;

This must be truevin_order that this estimating method is a consistent one.

A serious drawback to homomorphic deconvolu;ion;is the:correct
procedure for unwrapping thé phase.position'of the estimate in Step 2.
This phase unwrapping becomes more difficult if ranapm‘noiSe is present in.
tﬁe time series being analysed, the reasbn being,thaﬁ thé,phase porfion of
'the>noise is random, resulting in an uncertainty in the diréction iﬁ which

the phase spectrum should go . To overcome tﬁis problem Tribolet (1977)

95
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suggests that the’most effective method for phase unwrapping is by adaptive
integrationvof'the phase derivative. This‘method works wellffof the
spectra examined in this thesis; as will be demonstrated in.thé-ne#t
section.. At this stage it is worthkremérking thatvthe Qdmputer-pfoérém
given by Tribolet has some serious computational errors which musf be

corrected before its use,

6.3.2 Examplés of t* Estimates Using the‘Homomogphic'Deconvolution :
Technique ' ‘ o

Considering next the proﬁlem of how this technique can be used to
deterﬁine t* values for the mantle,‘the wavelets in FigureIS.lvwill be used
to test the homomorphic deconvolufion technique. TUsing the prdéedure
outlined above (Steps 1 through 3) the complex cepstrum is obtained (Figufe '
6.13 and 6.16), Note the equaily spaCed spike(s) on the.lefthand side ’
of the complex cepstrum in Figures 6.15 aﬁd 6.16, Observafion reveals that
thesebspikes are of the same timellength as the origiﬁal daté. ‘Therefore
- these sﬁikés are associated with the manner in which the timevseries is
" windowed. Filtering applied to the complex cepstrum is used tq‘remove thése
windowing effects in the Fourier power spectra (Figﬁres 5.2 énd 5.5). The :
filter has'a weight of upity‘over thé complex cepstrum tO'be,conserved and
zero over the portion,to be‘eiiminated. ‘There ére four such filters
considered here; these are (a) low pasé,.(b) high»pass,i(é) band pass, and
- (d) comb filtefs.“These are demonstrated in Figure 6;12; Howe&er, beéause
of the‘simplicity, and the fact that they were adequate, only‘lbﬁ_pass
énd high paés filters have been used throughout this anaiysis; Since the
complei cepstrum falls off very rapidly from the center values, the low

pass or high pass filters will add little distortion to the driginal‘



Figure 6.12 (a) The géneral drop-off of the complex'cepstrum‘is indicated
as a function of positive and negative time. (b), (c), (d) and (e)bare‘
examples éf Low Pass, High'Pass, band Pass and comb filter whibh_caﬁ be

used to filter a complex cepstrum,
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Figgre 6.i3 A demonstration_of the application of the Homdmorphic
Decéﬁvolutidn.teéhniqge'to the seismic wavelet given in Figure 5.la. At :
the top bf this'figufe'is the filféf.used to filter the complex cepstrum
Whiéh appears next in the figure.. The lower half of this shows the
resulting power displacement spegtfum of the source (solid line). The
dééhe& 1ine is‘the.leést-squares fit for this spectrum. The dot-dash
1ine.is the ﬁortionfof the data not used in the least~squares fitting
interval., The estimated values for the corner frequency (C.F.) and tg
are 0,87 Hz. and 0.518 1.0,099 seconds respectively. Note¥ The only
change in the original data is the smoothing out of the trailing edge

of the time series (shown in the lower left hand corner of box)..
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Figure 6.14 The same as for Figure 6.13 except that the analysis is
performed on the seismic wavelet as shown in Figure 5.1b. Estimates for
the corner frequency (C.F.) and t* are 1.25 Hz and 0,374 % 0.052 seconds

respectively using the Homomb:phic Deconvolution technique.
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Figure 6.15 The samé‘as for.Figuré 6;13‘except that the ahalysis is
.perfqrﬁedvqn the seismic wavelet shown in‘Figure>5.1c. Estima;eé forvthe
kéornér frequenéf (C.F.) and t* afe 0.99 Hz and 0.388 + 0.041 seconds 7
réSpectivély. The arroﬁ indicates the spike in the complex cepstrum

cauéed by the truncation of the seismic wavelet,
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Figﬁre 6.16: The same as for Figure 6.13 except that the analysis is
_performéd on the seismic wavelet shown in Figure 5.1d. Estimates for

the corner frequency (C.F.) and t* are 1.34 Hz and 0.37 £ 0,041 seconds

respectively. The arrows indicate the spikes in the complex cepstrum caused -

by the truncation of the seismic wavelet.
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wavelet. Note that the only change as compared with the originél wavelet

in the trailing edge occurSVWhere it broadens_slightly and tapers off to
Zero (Figure 6.13). The superiority of the power spectrum, after instrument
résponse is removed, is cleérly demonstrated in the examples given in
.Figures 6.13 through 6,16, The power speétrum drops off smoothly and then
flattens out fo a base line or white noise épectrum. Therefore a high
Zfrequeﬁcy cutéff mﬁst bg chosen at the point'where,thé’power spec;rum.becoﬁes
meaningless. This is easily achieved since the maximum peak—to—peasz
vamplitude of thebwavelet canvbe determined (thch cqrresponds to the gain
at the dominént frequency) and then the zero gain‘leVEi can be set. Using
the above criteria the resulting pbwér spectrum (éolid 1ipe)ii§ given in .
Figures 6.13 through 6.16 élong with its 1eést-sqﬁares fit, (dashed liné).
‘The least-squares fitting prqcedure will be discussed in the following |

chapter.

In cdncluéioﬁ, some of‘tﬁe reasons wﬁy the homomorphic deconvolutiéﬁ
,techniqué is an improvement over the standard Fourier technidue will be
discuééed‘ First, since it‘is'impossible in. all cases to obtain the
wavelet‘one wisheS’to‘analyée to start and énd on thé,méaﬁ value, windowing
effects may become impoftant in the final détermination of fhe Fourier
power spectrum.‘ The sharp cutoff of data (eventhough ifvis cQsine tapered)
may be adding iﬁ‘hérmqnics of frequencies higher than fhe Nyquist>freqﬁency
and foldingsthem'ﬁack into the ppwef spectrum. As a.result;“homOmorbhic
deconvolution is aptingjas an anti-aliasing filter at each end of the data.
Secondly, by truncating the wavelet to be.anélysed necessitatéd by the
presénce of other-interfering incoming wavelets, some of the.wavelet is
being cut«off, thereby making the wavelet‘non—analytic. ~This in effect is

‘the same as convolving the spectrum with a sinc function. Homomorphic
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deconvolution could therefore be, in part, separating the sinc function away
from the true spectrum. This is in effect a prediction of the end of the
. wavelet, which was lost in other incoming wavelets, causing the original

wavelet to be more analytic, (Bath, 1974).

6.4 Conclusions to the Maximum Likelihood and Homomorphic Deconvolution

Techniques '

"As demonstrated in this chapter, the Maximum Likelihpod method (MLM)

given by Lacoss (1971) and the Homomorphic deconvolution technique.gi#en

By Oppénheim‘gg_gl.,(l968) are considerably superior (for this application)
- to those given in the previous chapter. However, these techniques are not
without their drawbacks. For example, the MLM tends to indicate a ﬁower
conteﬁt at the higher frequeécy ranges higher than éctually present,

which results in an estimate of t* about 0.05 seconds less that the actual
value. This errof in power can be reduced by pre—whitening‘the time series

prior to spectral analysis. More effort in methods for pre-whitening such

time series as considered here should not go unrewarded.

The MLM has the ability to discriminate between a stochastic process
(white noise) and the signal. Correlatable‘noisé arising from source and
crustél effects would, however, be considered as signal by this technique.

In an attempt to remove correlated noise, Homomorphic Decqﬁvolution was

used. If the correlated noise appears as echos of the original wavelet,
:thesé'eéhos can be removed by the Homomorphic Deconvolution technique.

Such wavelet.mixing is a frequent occurrence on seismograms. For completeness,
however, a comparison of the Maximum Likelihood and Homomorphic Deconvolution
methods are ﬁade so that the relative differencés between the two teghniqUes

can be evaluated, Table 6.1 is a tabulation of the examples given in this
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chapter. From this table it can be seen that the Maximum Likelihood
techniques geﬁerall& tends tq,giﬁe a smaller estimate of f* than the
.Homdmorphic Deconvolution technique. This result is‘expectéd, as previously
discussed, when no preewhitening is applied té‘the>time series before MLM
is computed., Furthermore, inspection of Table 6.1 reveals that the t*
measurements obtained by both techniques are, in genéfal, within oné
standafd deviétiqn of the mean from éach other. The choice‘bf which method
to use to obtain the best results is not clear-cut. Siﬁce if is known that
- MLM ;ésﬁlts in é'smaller t*‘than.actually present and thaf the Homomorphic
Deconvolution teﬁhnique cankbe'used to separate seismic waﬁeiefs, the
latter wili be ﬁsed in the determinaﬁion of. the t#* values,'énd'these‘values*

will be presented in the next chapter.

TABLE 6.1

'A,Comparison Betwéen t* Values Obtained Maximum Likelihood

and Homomorphic Deconvolution Methods

Maximum Likelihood ~ Homomorphic Deconvolution

: : Standard — . Standard
Event No. tx Deviation v Deviation
3 O 0.462 0.063 - 0.518 | 0.099
15 0.297 - 0.052 0.374  0.052
24 ©0.43% . 0.066 ~0.388 ~0.041

32 . 0.2100 0.056 ©0.307 - 0.041




106

CHAPTER 7

LEAST SQUARES FITTING PROCEDURE FOR THE EVALUATION
OF t* VALUES AND Q MODELS

7.1 Introduction

Thus far, the methods of détermining t* values from power‘spectral
estimates have been discussed. The least squares procedure‘used in this
research is outlined in Subsection 7.1.1 along with a means of estimating
the standard deviation of the mean. Subsection 7.1.2 demonstrates how t*
estimates can be used to develop Q models for the mantle, using a comparison
of the short period t* values with t* values calculéted from free oscillatibn
models. In Qrdet to construct a consistent Q model for‘both frequenéy bands,
two Q models were considered, firstly a model of simple proportibnélity‘
between the two frequency bands (Subsection 7.2.2), and secondly a‘model'
demonstréting the frequency dependence required to make the t* values between
the two frequency bands consistent with one another (Subsection 7.2.3). Thé
free oscillation model SL7 (Anderson and Hart, 1978) was used for this purpése.
After making an estimate of the amount of frequency dependence from the two
frequency bands, the cénsequences and impliéations of the results were
considered. These include Qu to_QB ratios, bulk Q (QK), the Q's of ScP and
ScS phases, and phase velocity reiationships. Since the only free oscillation
model used up to this point was SL7, the last section of this‘chaptef examines
t* values calculated from other free oscillation models. In this‘way some
judgement can be hade as to which free oscillation Q model bEStjsatisfies the

short period data.
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7.1.1 t* Approximation by Least Squares

As outlined in the previous chapter, the spectta,aftér the‘removal .
of instrument and source respdnses wete fitted by é‘leaét‘SQuAres method in
order to determine the attenuation factor t*. A brief summaty of the least
squares‘procedure used is given to enable the readef to mAke'ctmparisons

between t* determined here and estimates obtained by other investigators.

Because the attenuation fuﬁctioﬁ is nbﬁ-liﬁear,'either a least squares
»method‘for an'afbitrary function must be applied or the attenuation function
ma&e lineat to determine t* values (Bevington,.1969). Least-squares |
techniques for arbitrary functions ate determined in parameter space by
minimizing the reduced Chi-square (XZ) with respect to each parameter
isimultaneously. 'However, because the attenuation factor t* is small (high Q),
thé corner frequeﬁcy bélonging to the_source spectra is nqt'eﬁﬁected to éhift
much ftom .those determined from the power spectfa. Therefore_oﬁiy the
intercept Valﬁe and the t* value need be»estimatedbby the least-squares method.»
Upon removal of the‘source and instrument response and assuming that the
trﬁstal response,'nqise, etc. haﬁe been minimised by the spectral techniqué,
the adjusted powér spectrum can be made linear by taking:the natural log- -

arithm of both sides of Equation 3.3, i.e.

1n(P) In(P ) - Wtk

or simply 7.1

PI

P ' - wt*k .
0 : _
From this point; linear least squares régression techniques éan be‘empioyed.

In order to fit the spectral data in the primed system, (Equation 7.1)
it is'necessary to adjust the standard deviation of the measured power in .

the unprimed system, so that small errors in the smaller power values do not
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over emphasize the‘fitting interval. To compensate for this treﬁd, the
standard deviation derived in Equation 5.5 must be modified by taking the
derivative of'the‘primed sfstem (Bevington, 1969). Therefofe_usingvoi and

oi as thg standard deviations of thé unprimed and primed s&étems respecti&ely,

the standard deviation in the primed system becomes

: d(LnP,) o] .
1 . . . .
o, = — s =2 7.2
ap, |t P, ' :
1 . 1

Substituting the standard deviation given by Equation 5.5 ipﬁo the above

equation, the standard deviation in the primed system becomes

L P/ V/E 1
o, = —— = — o 7.3
Py _ VM

where again M is simply the number of channels in the stacked array.

At tﬁis point the atténuation‘part of the spectrum can be treaﬁed'as
a iinear‘least-squates regression problem. The slope (t*) and fhe intercept
value Po can thenbbe estimatéd. Howeyer, thé-s;aﬁdardvdeviatibn Qf slope
and intercépt will still be>in ﬁhe primed‘systéﬁ, which must be,evaluatedv
in térms of the unprimed system. These sténdard deéiétions can'bg calculated

“in a similar manner to Equation 7.2§ thus

o d(LnPo) R g,
% T T 9% T =
o dp P
v o )
and ‘ S o 7.4
| dt* o |
' = = .
iy - T S .

Therefore the standard deviation for the unprimed system becomes
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simply

. ' .o
Ot* Gt* B

Examples of fitting by this procédure have already beéﬁ‘demonstrated
in Figures 6.7, 6.8, 6.9, 6.10, 6.13, 6.14, 6.15 and 6.16 in the previous
chaptef._ Ih those'figures, the displacement source'response'was replaced
into the pbwer spectrum (solid line) after tﬁerleaét-squafes fit was made,
and also into the'fitting estimate‘(dashed line). Noteithe small curvature
of tHe fittiﬂg liﬁe_caused by the source respoﬁse. This further demonstrates
fhatfthe‘perturbation from the source function isbsmail compétéd to the
response due to attenuation. Using the above least-squares fitting procedure
.and the spectral techniques of the previous chapter, t* was determined for
the P, S, PcP,‘ScP'phases listéd iﬁ Tables 2.2’and 2.3 and these are given
in Tables 7.1 through 7.3. The intercept #alues are not gi&en'in these tables
. because they are of little iﬁtereét, since they‘relate té the relative
earthquake magnitudes and aésumed»frequency-independent reflectioﬁ
COeffiCienté, However, the slownesses are iﬁcludéd in thése tables bécaﬁse
,Of their importance\to‘Q model dete;minatiéns by‘ray,traCing. The‘next
section ﬁili discuss the methods used to obtéin a Q model, makingruSé of the

parameters listed in the above tables.

7.1.2 Methods of Determining a Q Model Using Short Periodit*'Data

Direct inversion of the t* values given in Tablésv7.i'through 7.3 is
not possible because of the large variation between the individual estimates, .
Even with a larger data set these variations would lead to uﬁacceptable Q

variations as a function of depth or distance. Variations of the slowness
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Table 7.1

t* Estimates and other Parameters for the P phase listed in Table 2.3

Event Earthquake Experimental Standard ‘Slowness. . Mid-
No. depth " (Km) t* (t*F) deviation = dt/gp  frequency (Hz)
19 21,0 0.504255 0.045122 10.1 2.0625
33 49.0 - 0.309568 , 0.047339 8.0 2.2262
28 87.0 - 0.415544 0.042651 7.3 2.0726
9 118.0 0.333495 0.033891 7.9 2.0203
26 128.0 0.292967 0.050899 9.7 2.2500
29 - 184.0 - 0.327598 0.058580 8.0 2.2763
22 190.0 ’ . 0.517525 - 0.103872 8.6 1.3080
15 193.0 .0.374027 0.051827 7.9 . 2.,1774
6 199.0 0.207212 0.044313 9.3 2.1317
25 . 254,0 : , 0.336285 0.046317 9.7 2.1071
20 © - 291.0 0.268660 0.048891 8.1 12,1246
31 309.0 0.298332 - 0.056589 8.0 2.3750
18 "380.0 0.283126 0.147486 . 8.1 1.8056
24 405.0 0.387717 0.040889 7.5 . 1.7030
32 457.0 1 0.231542 0.056488 9.0 2.2262
12 486.0 0.279109 0.029276 7.9 2.3750
10 489.0 0.301720 0.036668 7.9 2.1246
1 - 491.0 : 0.287148 0.037630 7.9 2.1200
23 505.0 : 0.231943 0.039433 - 7.5 2.0276
13 548.0 0.387990 ©0.039307 7.8 1.9881
7 551.0 0.378585 - 0.038066 8.0 - 1.9951
4. 556.0 - 0.369502 0.042428 8.0 2,1020
34 599.0 - 0.307232 - 0.040538 7.7 2.1346
11 619.0 ; 0.211618 0.040461 7.9 2.0530
+ 21 67.0 0.543483 0.042149 2.1 1.8000
T 28 87.0 ) 0.308932 0.035945 3.6 2.1667
T 29 184.0 0.584120 0.064747 3.3 1.4667
T 22 190.0 0.314123 0.036464 2.7 2.2500
3.6

T 24 405.0 0.528550 0.076939 1.7150

t Denote PcP t* values.
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"t*‘Estimates and other Parameters for the S phase listed in Table 2.3

Event

Earthquake

. ‘Standard '

Sldwness

Experimental Mid-
“No. ~ depth (Km) t* (t*E) deviation dt/dA frequency (Hz)
19 21.0 1.589342 0.526330 15.25 0.8403
33 49.0 1.491434 0.322310 15,05 0.8523
28 87.0 - 0.886867 0.100048 13.9 1.1852 -
9 118.0 1.012252 0.177512 15.3 0.8852
26 128.0 1.011513 . 0.190172- 17.4 1.0000
B - 174.0 0.805721 0.095261 17.9 1.2184
15 193.0 1.173503 0.586307 15.4 1.0417
6 199.0 0.674110 0.147128 "17.4 1.6250
25 254.0 0.709526 0.335466 14.15 0.8814
20 291.0 1.032204 0.097358 14.6 1.2000
31 309.0 1.322535 0.177516 14.55 0.8667
18 380.0- 0.791570 0.154091 14.4 0.9798
24 405.0 0.943249 0.370780 13.5 0.7898
32 457.0 - 0,648858 0.237958 15.7 1.2454
12 486.0 1.129739 0.291745 14.4 0.9833
10 489.0 1.156290 0.230811 14.4 0.8814
1. 491.0 0.899270 0.115726 14.4 1.2948
23 505.0 0.789395 . 0.200108 13.6 1.3296
T4 526.0 0.789086 0.312251 14.6 0.9028
13 548.0 0.351320 0.047551 14.1 2.1667
7 551.0 1.154149 © 0.149355 14.4 1.3333
4 + 556.0 0.750327 0.128156 14.4 1.2278
16 563.0 0.472646 0.165795 14.25 1.6250
34 599.0 - 0.778556 0.160566 14.05 1.1278
11 0.646994 0.088684 14.2 1.4625

619.0
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Table 7.3

t*‘Estimates'and'other'Parameters for the ScP phaSe'listéd in Table 2.3

Event  Earthquake Experimental Standard =~  Slowness ‘ Mid-
No. ~depth (Km) t* (t*E) deviation dt/dA  frequency (Hz)
19~ 21.0 0.515045 - 0.045331 2.4 1.9073
33 . 49.0 0.947318 0.145742 4.1 0.9977
27 52.0 = 0.651411 0.092237 3.9 1.3750
21 67.0 1.763864 0.495068 - 2.8 0.7500
28 - 87.0 0.321741 10.047729 4.2 - 2.2819
9 118.0 - 0.810995 0.111153 2.9 1.0500
26 ~128.0. . 0.703538 - 0.138896 2.6 1.3333.
17 174.0 0.337299 0.062109 2.8 1.7917
29 184.0 0.522687 - 0.076328 4.0 . 1.6875
15 193.0 0.732610 ~  0.100093 3.3 - 1.3257
6 199.0 - 0.289196 10.041652 2.9 2.1204
25 254.0 0.372902 - 0.057263 2.8 1.9329
17 273.0 . 1.653767 - 0.359954 3.5 0.7625
20 291.0 0.582009 0.092584 4.0 1.3750
31 309.0 . 1.243477 0.340632 4.0 0.7708
18 380.0 - 0.352200 0.049394 4.0 1.9137
24 405.0 0.345236 0.054399 4.2 2.0795
30 456.0 - 0.388630  0.046949 4.0 2.0726
32 457.0 ~ 0.558518 ~0.082837 2.8 1.6083
12 486.0 0.549954 -0.049338 4.0 1.6022
10 489.0 0.758825 0.181495 4.0 1.0441
1 491.0 ‘ 0.868583 .~ 0.065665 4.0 1.5007 -
23 505.0 0.812580 0.185642 4.2 1.0528
4 526.0 0.711875 - 0.107161 4.0 1.2632
13 548.0 0.186453 0.044266 4.1 2.1071
7  551.0 : 0.571331 0.050289 4.0 1.6674
4 - 556.0 1.033895 0.131079 4.0 1.1500
16 ~ 563.0 0.558582 ~0.083014 4.0 1.4583
2 583.0 - 0.842708 0.169251 4.0 -1.0528
34 599.0. - 1.053978" 0.288605. 4.1 0.8750
4.0

11 619.0 0.373230 0.052760 2.1250
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parameter and depth make an averaging of t* values impractical. In other
words, it would be difficult to obtain sufficient data with similar slownesses

and depths for the purpose of averaging t* values.

An alterﬁative to a direct t* inversién is to assume a Q model
constructed byvother authors using free oscillétion and surface wave data -
(Aﬁderson and Hart, 1978a,b; Sailor and Dziewonski,’1978), A functional .
relationship might then be expected to exist between short period t*'s and
t*'s determined from free oscillation aﬁd surface wave Q modeis. éuch a

'relationshié may or may not be a.funétion of frequency,‘ This fﬁnctiqn.at
‘the pfeéent time will be simply termed f(w). With this_fuﬁction f(w), an

equation can be written for a Q model having j = 1, ..., N layers

N 4 _ : '
B o f(w) I t’;‘M v 3 . 7.6
o =1 3 o

where t*E‘is the experimentaliy-determined t* of this stuéy and L tg  is
the total t* value calculatéd from a free oscillation.Q model foszlgi#en

ray path; The factors controlling the t*M in the above_equation are the
slowness, the depth of the event and the velocity model uéed to determine.

thé travel'fimes. In this‘caée all lé&érs through which the ray path does
not péss will have,zéro contribution to the't*M vaer;' If Eqpatibn 7.6 is
applied,ﬁo each of thé experimental t* detefminations;van estiﬁate for the
paramefers in f(w) can be detefmined'in a least-squares sense. Methods for
1east-sqﬁares fi;ting to an arbitrary function are available for the

purpose of determining f(w) in terms of the éxpérimental_t* values an&

the t* values calcﬁlated from a Q model (Bevington,. 1969). The.least sduéres.
methbd &escfibed here finds the éptimum valﬁés of the parahefefs a, containéd>
in the function f(w)»by minimising .the reduced x2 ﬁith respect to each of

~the parameters simultaneously
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sz 3 1

]
[ne

5 [yi - y:‘ (x].L)]2

]
- O

7.7
da, da, o '
3 3 i
Here ' = f(w)t*E, y(xi) = f(m)t*M and Giz is thé vafiancé of_the'meaéured'
t* values. In general the analyﬁical'expreséion for derivétiye of»tﬁe
function with respect to the parameters aj are not easily.determingd. I: is
therefore necessary to search for.the minimum reducedsz_for-the n
parameters aj on an‘n-dimensional hypersﬁrface'to find the.apprdpriatg »
ﬁinimum.values of the reduced xz.» However, the use of a non-analytical
vdérivétiveican fesult in ﬁhe occurrence of local minima on the.hypersurféce
 which ﬁay naﬁ be the absoluté minimum of the.fﬁﬁction being-determined. In
the next two sections the analytical derivatives of'fhe function f(w) will
’bé used to reduce the possibility of local minima on the'hyperéurface,
thereby obtgining the best éstimate of the vaiues of the parameters aj

. contained in f(w).

- Four 1east-gqﬁafes‘techniques.for an érbitrary function are described
in the book by BeQington (1969) . -Of'these‘methods, the most commonly used
technique is a gradient-expansion algorithm which takes ;anntage'of the»
‘best features of the other three methods. Fewer iterations are necessary

to determine the parameter aj by'the gradient-expansion method.

7.2 Q Models for the Mantle

7.2.1 Preliminary Parameters .

In order to compare the experimental t* values given in Tables 7.1
through 7.3 using the least-squares procedure described in the previous

'section, Q and velocity models for P and S seismic phases must be
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incorporated. Firstly, the velocity model chosen for this purpose isvtbe
Parametric Earth Model (PEM) given by Dziewonski, Hales and Lapwood (1975).
The resulting travel time error introduced by this velocity model is

considered to be much smaller than the errér incurred with available Q data.
Therefore it is unnecessary to seek a velocity model which may result in

a reduction of the travel time error. Secondly, the Q model chosen for
comparison with the experimeﬁtal t* values of this work‘is Anderson's SL7 Q
model (Anderson and Hart, 1978b). The choice of this Q model was compleﬁe1y 
arbitrary and results obtained are compared with those from dther models later -
in the chapter. Both the Q and velocity models just discussed‘for longitudinal

and shear waves are given in Table 7.4.

7.2.2  TFunctional Relationships of P and S Phases (Q Model 1)

For the firstvmodel, Q Model 1, the frequency dependence of Q is not
sfecifically considered. That is, the t* values derived from the free
oscillation Q model (SL7) are aséumed to have a simple proportionality to thé»
values of t* estimated in the short period range. Thereforg, making.use of

Equation 7.6,

f(wy = 7.8

>[H

where A is a constant of proportionality between the free oscillation and

short period t* estimates.

Table 7.5 and 7.6 are the results of the least-squares fit using the

fit function just described for P and S phaées respectively.

Examination of these tables indicate that for P and PcP the t* values
obtained here must be 2.44 * 0.01 times greater than the t* values obtained

from the SL7 model. Furthermore, the t* values obtained for SL7 model
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Quality Factors and Velocity Models

Velocity model after Dziéwonsky et al., (1975)
Q model SL7 after Anderson and Hart, (1978)
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Depth Velocities" Quality'Factors‘++
(Km) Va Vg Q, QB

0.0 5.8 3.45 1242.22 500.0
5.5 6.5 3.75 1244.11 500.0
11.0 6.5 3.75 1047.31 500.0
45.20 8.02 4.69 -~ 240.20 110.0
79.37 8.02 4,69 207.14 ©90.0
113.53 8.02 4.69 218.50 ©90.0
147.70 7.84750  4.4586 265.92 105.0
181.86 7.84750  4.4586 273.85 105.0
250.19 8.34835  4.4732 282.06 105.0
318.52 8.59017 4.6005 280.41 105.0
352.68 8.71100 4.6641 277.89 105.0
386. 84 8.83184  4.7277 275.19 105.0
421.00 9.55633 5.05333 285.61 110.0
462.69 9.63691 5.12333 '515.20 200.0
504.35 9.71743  5.19328 511.56 200.0
546.02 9.79798  5.26325 507.94 200.0
587.68 9.87850  5.33320 504.18 200.0
629.34 9.95902  5.40315 499.63 200.0
671.00 10.92971  6.11522 578.62 235.0
757.07 11.07309  6.18223 680.00 280.0
843.99 11.21443  6.24727 771.19 320.0
930.91 11.35237  6.30974 852,04 355.0
1017.84 11.48702  6.36975 925.11 385.0
1104.76 11.61839  6.42739 931.93 385.0
1191.68 11.74666  6.48274 941.71 385.0
1278.60 11.87183  6.53592 951.49 385.0
1365.52 11.99401  6.58701 959.93 '385.0
1452.45 12.11330  6.63612 967.10 385.0
1539.37 12.22974  6.68333 973.45 385.0
1626.29 12.34343  6.72873 979.08 385.0
1713.21 12.45446  6.77244 983.57 385.0
1800.13 12.56289  6.81453 1326.86 518.0
1887.06 12.66892  6.85512 1362.99 532.0
1973.98 12.77235  6.89428 1397.09 546.0
2060.90 12.87351  6.93212 1432.49 560.0
2147.82 12.97241  6.96873 1456.86 568.0
2234.74 13.06912  7.00421 1486.98 576.0
2321.67 13.16375  7.03866 1522.30 584.0
2408.59 13.25634  7.07216 1560.92 592.0
2495.52 13.34701  7.10431 -1599.26 600.0
2582.45 13.42297  7.13672 1633.42 608.0
2669. 38 13.52283  7.16797 1661. 64 616.0
2758.30 13.60815  7.19866 1079.53 400.0
2843.24 13.69187  7.22889 268.99 100.0
2885.0 13.732 7.22889 100.0

268.99
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The Least Squares Fit for ‘the Proportionality Constant A (QrModel 1)

" P Phase
9 .
X~ = 3.361741
Earthquake e+E Standard  t*M/f(w) B M)
depth (Km) “(sec) deviation (sec) (sec)
21.0 0.504255 0.045122 0.428245 0.076010
49.0 0.309568 0.047339 0.407118 -0.097550
87.0 0.415544 0.042651 0.411669 0.003875
118.0 0.333495 - 0.033891 - 0.389431 -0.055936
128.0 - 0.292967 0.050899 0.325971 -0.033004
184.0 0.327598 0.058580 0.369652 -0.042054
190.0 0.517525 0.103872 ~ 0.359602 0.157923
193.0 . 0.374027 0.051827 0.371396 0.002631
199.0 0.207212 0.044313 0.282665 -0.075453
- 254.0 0.336285 1 0.046317 0.286860 0.049425
291.0 0.268660 0.048891 0.352725 -0.084065
309.0 0.298332 0.056589 0.353881 - ~0.055549
380.0 0.283126 0.147486 0.329671 -0.046545
405.0 0.387717 0.040889 0.335280 0.052437
457.0 0.231542 0.056488 0.261875 -0.030333
486.0 0.279109 0.029276 0.208567 © -0.029458
489.0 0.301720 0.036668 0.308567 -0.006847
491.0 ©0.287148 0.037630 ~ 0.308567 -0.021419
505.0 . 0.231943 0.039433 0.314403 -0.082460
548.0 0.387990 0.039307 0.301007 0.086983
556.0 0.369502 0.042428. 0.295701 0.073801
599.0 - 0.307232 - 0.040538 10.298649 - 0.008583
619.0 0.211618 0.040461 0.292913 -0.081295
67.0 0.543483 0.042149 0.339759 0.203724
87.0 0.308932 0.035945 0.359918 -0.050986
184.0 .0.584120 0.064747 0.328074 0.256046
190.0 :0:.314123 - 0.036464 0.316691 -0.002568
405.0 0.528550 0.076939 0.230098

0.298452

A = 2.443378 * 0.006068

f(w) is defined by Equation 7.8 in text.
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0.646994

S Phase
x* = 1.464982
Earthquake v t*E Standard t*M/f(w) t*E - t*M/f(w)
depth (Km) (sec) deviation (sec) -~ (sec)
21.0 - 1.589342 0.526330 1.072518 0.516824
49.0 ©1.491434 - 0.322310 1.080393 0.411041
67.0 0.914603 0.134049 0.912981 0.000622
87.0 0.885225 0.101930 1.080400 -0.195175
118.0 1.012252 0.177512 1.017786 -0.005534 .
- 128.0 1.240804 0.167715 . 0.850253 0.390551
174.0 0.805721 0.095261 0.850785 . =0.045064
193.0 1.173503 0.586307 0.964058 - ~0.209445
199.0 0.674119 0.147128 0.778852 - -0.104742
254.0 0.709526 0.335466. 0.967606 -0.258080
291.0 1.032204 0.097358 0.951420 0.080784
309.0 1,322535 0.177516 . 0.952497 0.370038
380.0 0.763378 0.175118 0.887707 -0.124329
405.0 0.943249 0.370780 .0.913863 © 0.029386
- 458.0 0.648858 0.237958 0.771316 -0.122458
486.0 1.129739 0.291745 0.821933 - '0.307806
489.0 1.156290 0.230811 0.821933 0.334357
491.0 0.899270 0.115726 0.821933 0.077337
505.0 0.789395 0.200108 0.849499 -0.060104
526.0 0.789086 0.312251 0.800573 -0.011487
'551.0 1.154149. 0.149355 0.793556 0.360593
- 556.0 0.750327 0.128156 0.793556 -0.043229
563.0 0.472646 0.165795 0.801162 ~-0.328516
599.0 0.778556 0.160566 0.797490 - ~0.018934
1 619.0 0.088684 . =0.142645

0.789639

A = 4.140477 * 0.145615

f(w) is defined by Equation 7.8 in text.
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S phases must be 4.14 + 0.15 greater than in this work. Therefore, assuming
that SL7 model is approximately correct for free oscillation data, the Q's
‘at the short periods are much higher; (2.44 times for P phése Q's and 4.14
times for S phase Q's). Hence the conclusion must be reached fhat Q is

frequency dependent, as will be explored in the next section.

7.2.3 Frequency-Dependent Functional Relationship of Qa and QB (Q Model 2)

If t* estimates of this study are plotted against thé mid—fréquencies
of the spe;tral estimates for t* they indicate an asymptotic trend, dr
équivalently a linear trend in Q (Figufes 7.1 through 7.3). This trend is-
consistent in all these figures: a decrease of the t* estimate with frequency;
imﬁiying an in;rease of Q with frequency. Furthermore, the.effect of the
frequency dependence is a first order effect, whereas the effects of distance

and depth of‘the ray path are only second order.

A survey of the literatﬁre supports the conclusion here that Q is
frequency dependent. Yoshida and Tsujiura (1975) found shear Q's for the
upper 600 km of the earth of 150, 220 and 260 for the frequency ranges
0.015-0.035, 0.035-0.095 and 0.30-0.80 Hz, which demonstrates an increase
in Q with increasing frequency. Archambeau_gg_gl”’(1969) also suggest an
increase in Q with increase in frequency from observations of the differential
‘attenuation of P phases from the Shoal explosion in two frequency bands
0.75-1.0 Hz and 1.0-1.5 Hz. In the course of their travel.timé studies, they
developed a Q model to explaih the observed amplitudes of the P .phases.
Howéver, little or no attention was given to the actual frequency dependence.
Sipkin and Jordan (1979) determined the Q for Sc$ (QSCS)'phase as being
156 + 13 for the frequency range of 0.006-0.07 Hz. They also found that

QSCS increased with frequency for these seismic phases. For the frequency
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Figure 7.1 Tllustration of the corrélation'between the tz and the

mid-frequency of the spectral fitting interval. Standard deviations of

the mean for these t* values are given in Table 7.1.
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mid-frequency of the spectral fitting.interval.-'Standafd deviations of -

the mean for these t* values are given in Table 7.2..
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- Figure 7.3 Tllustration of the correlation between the tch and the

mid—frequéﬁgy of the spectral fitting interﬁal. Standard deviations

~ of the mean for these t* values are given in Table 7.3.
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range of 1.0-2.5 Hz they get a QScS of between 400 and 750 depending upon
the choice of corner frequency. However, it is clear that an increase of Q
-~ with frequency is present. Further evidence for high Q, values (small t* values)

measured in the short period range are given by Der and McElfresh, (1977).'

Ihe exact relationship between Q and frequency is far from clear.
Many phenomenological and mechanistic models have been proposed (Strick,
1967; Futterman, 1962; Jackson, 1969; Jackson and Anderson, 1970) wﬁich
may or may not correspond to cdndifions in the earth's interior. Experimeh;al
evidence favouring one particular mechanism or group'of mechahisms is not yet
available. Even empirical relationships between Q and frequéncy have not
been satisfactorily determined. Such émpirical relationships could lead to
insight intp possible physical Q mechanisms operating in the earth. The
derivation of an empirical relatiénship between Q and frequehcy will be the

purpose of this section.

Making the assumption that the apparent Q (QAPP) for a given ray path
can be expressed as a polynomial in terms of the angular frequency w, the

polynomial becomes

Q. . = ¥, +'Ylu)+'y2w2 T | 7.9

App

where the Y's are related to the sum of the relaxation times of the material
through which the ray passes. In the above equation, as ¢y approaches zero,
the initial value of Q approaches Yo’ i.e. Qo = Yo. The above equation can

thus be rewritten as

; v ) .
QApp = Q, (1+le+rzw + ...t TW)
where o : . - 7.10
v Y,
Tl = b— for i=1, 2, ..., n
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It remains to decide how many terms to use in the above polynomial.

On the basis of the evidence presented in the beginning of this
section, it is assumed that Q is linearly frequency dependent for the crust

and mantle. Equation 7.10 then becomes
Upp = Q1+ ) . 7.11

In the solution of the wave equation the absorption coefficient k(w) becomes
W
k(w) =
vQO(l + Tw)

- where v is the wave velocity. This absorption coefficient can be coupled with

phase velocity'satisfying the requirements of causality (Kalinin et al., 1967).

Bearing in mind the justification presented above for thebuse of
Equation 7.11 as a reaéonable Q function, a function f(w) must be developed
fof1ﬂuecomparisoﬁ between the expéfimeﬁtai t*E and the t*M of Anderson's SL7
model. This relationship, fo be used in Equation 7.6 forms the basis ova
Model 2, and ‘is | |

(1 + TmA)

Cf(w) = ————— 7.12
(1 + tw) ' ‘

where W, is taken to be 2m/200 radians/sec, the mid-frequency range for the

free oscillation data. Also, w in the mid-frequency range of the observed

t*E is as given in Tables 7.1 through 7.3.

Again applying the least squares technique of Section 7.1.2 using
f(w) given in Equation 7.12, then T for the P phase (Ta) and for the S
vphase (TB) are calculated to be 0.11 % 0.005 and 0.46 * 0.02 respectively.
The P phase least-squares fit of t*E for Q Model 1 (Table 7.5) compared

with that of Q Model 2 (Table 7.7) indicates that the fitting function in
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- "Table 7.7

- The Least Squares Fit for 1, (Q Model 2) using Free

_ Oscillation .Model .SL7. (Anderson and Hart, 1978)

" 'P 'Phase
X = 2.400248
Earthquake o t*E Standard t*M/f(w) t*E - t*M/f(w)
depth (Km) ‘(sec) deviation (sec) : (sec) -
21.0 . 0.504255 0.045122 0.432473 0.071782
49.0 . 0.309568 ~0.047339 0.392803 . -0.083235
87.0 . 0.415544 ©0.042651 0.414542 ~0.001002
118.0 0.333495 .. 0.033891 0.398066 ~ -0.064571
©128.0 0.292967  0.050899 0.312483 -0.019516-
184.0 0.327598 0.058580 0.351852 -0.024254
190.0 0.517525 0.103872 0.462699 0.054826
193.0 . 0.374027 0.051827 0.363165 . .0.010862
199.0 0.207212 0.044313 ~ 0.279932 -0.072720
254.0 0.336285 © 0.046317 10.286052 0.050233
291.0 10.268660 10. 048891 0.349033 -0.080373
309.0 0.298332  0.056589 0.328136 -0.029804
380.0 0.283126 0.147486 0.359242 -0.076116
405.0 \ 0.387717 - 0.040889 - 0.377260 0.010457
457.0 0.231542. 0.056488 0.252667 -0.021125
486.0 | 0.279109 0.029276 0.286118 ~ -0.007009
489.0 0.301720 0.036668 0.306192 ©-0.004472
- 491.0 0.287148 = . 0.037630 0.306587 - .-0.019439
505.0 0.231943 0.039433 0.320701 . -0.088758
548.0 0.387990 0.039307 0.310568 - 0.077422
551.0 - 0.378585 - 0.038066 0.304472 - 0.074113
556.0 ©0.369502 0.042428 0.295295 ~0.074207
599.0 . 0.307232 0.040538 0.295521 0.011711
619.0 - 0.211618 0.040461 0.296609 ~ -0.084991
* 67.0 - 0.543483 ~0.042149 0.382338 0.161145
* .87.0 0.308932 © 0.035945 0.368359 -0.059427
* 184.0 0.584120 0.064747 -~ 0.415865 ~ 0.168255
+ 190.0 0.314123 - - 0.036464 0.314743 - -0.000620

405.0 0.528550 0.076939 0.352123 -~ .0.176427

Ty = 0.110182 * 0.004555 (sec).
£(«) is defined by Equation 7.12 in text.

* Denotes PcP t* values.
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the latter case is more appropriate. The difference between t*E and t*M is
much smaller in Q Model 2 than in Q Model 1. The same comparison is ﬁade
between the S phase Q Model 1 (Table 7.6) and S phase Q Model 2 (Table 7.8).
In this case the frequency dependence is even more obvious. The differences

between't*E and t*M are much smaller in Q Mod31'2 than in Q Model 1.

The frequency dependence of Q for the P and S phases is demonstrated
pictorially‘in Figure 7.4. Note that the ordinate a#is is in terms of
QAPP/QOB where QoB is the apparent zero shear frequency Q for both P and S moq-
els. - The reason is that Qo8 varies with the ray pathm vDepth, distance, and
possibly station corrections must be applied, which in turn arekrelated
to pressure, temperature, viscosity, eiasticity, etc., befqre the QApp at
the desired frequency can be determined for each ray path. A further
correction can also be applied to the SL7 quel used for the.compérison of
the derived and observed t*s. Since it was aséumed that thé mid-angular
frequency range for the SL7vmode1 was 2W/200-radian sec—l, the apparént
Q0 for each layer will cause a reduction of 3.0% and 1.4% for P and S
phases réspectively from those given in Table 7.4. Care must be exercised,
howevef, in extending the Q model beyond the frequency range specified by

the assumed free oscillation model and the éhort»period t* estimates in this

thesis..

7.2.3.1 The Relationship Between Qa and QB

As mentioned in the previous section, a frequency dependence of Qv
has been suggested earlier by other investigators, based on thé variation
bf the ratio of'QOL/QB with increasing frequency. Q Model 2 accounts for
tﬁis discrepancy in Qa/QB when Equation 7.11 for Qa and QB is written in

;he form



Table 7.8

Oscillation Model SL7 (Anderson and Hart, 1978)

The Least Squares Fit for tg (Q Model 2) using Free

127.

619.0

0.646994 -

S Phase
¥x% = 1.314070
Earthquake ,t*E Standard t*M/fﬁn) : t*E'- t*M/f@n)
depth (Km) (sec) deviation (sec) ' (sec)
21.0 1 1.589342 0.526330 1.306630 0.282712
49.0 1.491434 0.322310 1.303024 0.188410
87.0 0.886867 0.100048 1.030734 -0.143867
118,0 1.012252 0.177512 1.194610 -0.182358
128.0 1.011513 0.190172 0.894676 0.116837
174.0 0.805721 0.095261 - 0.785529 0.020192
193.0 . 1.173503 0.586307 1.003702 .0.169801
199.0 0.674110 0.147128 0.570558 0.103552
254.0 0.709526 0.335466 1.139226 - -0.429700
291.0 '1.032204 .0.097358 ©0.888918 0.143286
309.0 1.322535 0.177516 1.135100 0.187435
380.0 - 0.791570 0.154091 0.971173 -0.179603
- 405.0. 0.943249 0.370780 1.162946 -0.219697
457.0 0.648858 0.237958 0.700051 - -0.051193
486.0 1.129739 0.291745 0.893387 0.236352
489.0 . 1.156290 . 0.230811 0.967725 0.188565 -
491.0 - 0.899270 0.115726 . 0.723494 0.175776
- 505.0 . 0.789395 . 0.200108 0.732225 0.057170
526.0 0.789086 0.312251 0.926387 . -0.137301
548.0 0.351320 0.047551 0.464713 - -0,113393
551.0 - 1.154149 © 0.149355 0.682475 0.471674
556.0 0.750327 0.128156 0.728305 0.022022
563.0 0.472646 0.165795 0.586902 -0.114256
599.0 0.778556 0.160566 0.781682 -0.003126
0.088684 0.630517 0.016477

Tg = 0.463692 * 0.015167 (sec).

f(w) is defined by EQuafion 7.12 in text.
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f‘ Figure 7.4 1Illustration of the apparent trend of QApp/QBo for P and S
seismic phases, as predicted from free oscillation and short-period

body wave data.
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89& '= L_l w 7.13
QB 1+ TBw)

where Ty, and TB are the respective constants for P and S phases as given'in
, - . -1, . :
the previous section. L ~ is the QG.UJQB ratio at the apparent zero

frequency where attenuation is assumed to occur in shear, therefore

RN

Q.
-1 o

x 2 | |
L 5 . : | | 7.14

Q
8 w=0
Equation 7.13 does indeed give a decrease in Qa"to Q8 ratio as the
frequency increases. Thé expected values of Qa/QB are presented in Figure
7.5. Another interesting feature of the above equation in that it predicts
that the Q ratio is equal to 1 at a frequency corresponding to 1.29 Hz. At |

frequencies below this intersecting value

Q, '
— > 1 at w<2m(1.29)
Qg :
and above the intersection, v 7.15
Qu
— < 1  at w>2m(l.29)
%

with a terminating value

- 3 1y~ 5 ' - -
Ihé decrease in Qa/QB'may occur when finite dissipation occurs due to

bulk modulus relaxation due to intergranular thermoelastic effects

(Andersdn andeart, 1978b).

So far little evidence has been obtained indicating.QB higher than Qa.

The notable exception to this is given by Walker et al., (1978) and Sutton
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Figure 7.5 The predicted behaviour of Qa/QB'from Q Model 2.
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et al., (1978). For Pn and Sn phases recorded on ocean bottom hydrophones,
they have been reported apparent Q values as high as 8,400 * 1,300 ana_19,100
* 3,700 respectively for the two phases.  The frequency ranges for these

Q measurements were also high, beiﬁg 12 Hz for the P# phases aﬁd 15 Hz for
the Sn phase. If the hypothesis that tﬁese are wavegqided close to the
Mohorovid¢iZ discontinuity is correct (Walkér, 1977a; Walkef, l977b)‘then,

by making use of the formulation of the previous section, the apparent

zero d's for the Pn and Sn phases are 963 * 144 and 427 t_SS’fespectively.
Furthermore, the initial Pn to Sn Q ratio would be 2.11 ¢ 0,53; ihese
predicted values are not out of the realm of possibility, owing to the

uncertainty in the Q measurements and free oscillation Q models.

The above implication can be tested in other regions of the seismic
fféquency band. As more Q ratios are obtaingd for other seismic frequency
bands, further restriction may be imposed on Equationv7.ll.’ Alteration of
Equation 7.13 to a higher order polynomial may also be required. Sucﬁ

refinements will be the subject of future studies.

7.2.3.2 Implications for the Bulk Modulus Q (QK) in the Mantle

If it is accepted that the linear relationship given in Equation
7.11 is correct to a first order approximation, an equation for the frequency
dependent bulk Q (QK) can be derived for mantle material. Making use of the

equation (Anderson and Hart, 1978b).

where : : 7.17
QB = Qu
the frequency dependence of QK can be determined. Substituting from

Equation 7.11 into 7.17, the frequency dependence QK becomes
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QK = (1 + 0.11w) (1 + 0.46w) QB /(0.23w) . : 7.18
o

Trom this equation,

LimQ, = LimQ, =
ur*oK w+°°K

if the value of QK is accepted as a correct approximation to fhe écfual

bulk Q. The first derivative of the above equation with respéct to frequency
indicates a QK minimum at approximately 0.72 Hz, which means that the bulk Q
is equal to the apparent QBO at this frequency. The function tends to
decrease rapidly from zero frequency to this minimum;A In the‘free oscillation
band, however, the bulk Q is still quite high. QK is'approkimately 150 times
QB for mantle material. QK increasesrmuch more slowly from the minimum

o) ,
towards the higher frequencies than in the previous case. At a frequency of

1 Hz the increase in QK‘is only 4.5 QB .
. » o

The validity of the QK formulation given in Equation 7.18 awaits

‘confirmation through appropriate laboratory experiments.

7.2.3.3 Frequency Dependent Functional Relation for ScP Phases (Q Model 2)

For the P and S phases, it was found that the best fits for the t*
data in Tables 7.i and 7.2 were obtained uéing the Q Model 2. In these two
cases, however, the mantle is only sampled'to a depth of approximately'i300
km. In order fo sample more of the lower mantle the t* values for the ScP
pﬁase wefe uséd (Table 7.3). The application of this model is furéher

encouraged by the apparent functional relationship.of t* to frequency

ScP
(Figure 7.3).

The function used to compare the SL7 Q model given in Table 7.4 with
the t* data of ScP phaseé (t*SCP) given in Table 7.3 is complicated by the

need to consider the ray paths of the S and P phases separately. In this
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case, the experimentalvt*E‘can be compared with Q model»through the following
equation: .

E
* = ek
t ScP fs(w) ts

M. M

+ f t* _ | 7.19 -
p(w) S .

where fs(w) and fp(w) are of the same form as Equation 7.12. To obtain

M CL :
tgéP it is necessary to solve for the relaxation time T

8

from the source to the core-mantle boundary, and for the relaxation time

of the S wave

Ty of,thevf wave froﬁ the core-mantle boundary to the feceiving station. By
implication, if the values of TB énd Ta éfe the same as those.givén‘in
Section 7.2.3, the models for the upper and lower ﬁantle will be cqnsistent.
Table 7.9 gives the results of the fit for thevvalues of tch' It is
apparent fhat the nﬁmerical values for TB and‘Ta afe very close to those ”
found for the S;and P phases in Section 7.2.3. 1In the former case TB and
Ty, are_éﬁual'to 0.46 * 0.015 and 0.11 * 0.005 respectively, wﬁéreas in the’
1a£ter they are equal to 0.41 * 0.02 and 0.108 * 0.069.7 The conclusion

is therefofe that the frequency dependent Q models for bothAthe_uppéf_and

lower mantle are consistent to first order.

Fpr‘the-fit the reduced X2 is much higher than those oBserﬁed for
P and S seismic phases. Scattering and frequeﬁcy-dépendent'layering are
the most probable ¢ause§'for this deviation in“the 1eastvsquares'fit,
and the most likely place for this scatter in tﬁe data is in a region not
‘vsampled_by the teieseismic P and S phases. The region’of the earth in which
this‘phenomenon Qécurs may be the cofe—mantle—boﬁndary where~scéttering -
(Haddoh and Cleéry, 1974) and frequency-dependent layering (Mitchell and

Helmbefger,‘l973) have both beenipostﬁlated.

7.2.3.4 Phase Velocity Relationships from.Q Model 2

In many aspects of seismology it is of interest to compute synthetic
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Table 7.9

.vThe.Least.Squares,Fit.for.TB.and‘Td.(Q.Model42)-usiﬁg.Free

- Oscillation. .Model SL7 (Anderson and Hart;a1978)

619.0

ScP Phase
xz = 4.,970832
Earthquake t*E Standard t*M/f(w) t*E - t*M/f(w)
~ depth (Km) (sec) deviation (sec) : (sec)
21,0 - 0.515045 0.045331 0.516799 -0.001754
49,0 . .0.947318 0.145742 0.853525 0.093793
52.0 0.651441 10.092237 0.684509 -0.033098 "
© 67.0 1.763864 - 0.495068 . 0.953362 0.810502
87.0 0.321741 0.047729 0.479594. -0.157853
118.0 0.810995 0.111153 0.742363 0.068632
128.0 0.703538 0.138896 0.631132 0.072406
174.0 0.337299 0.062109 0.502269 -0.164970
184.0 0.522687 . 0.076328 0.541060 ~0.018373
193.0 0.732610 0.100093 0.612133 0.120477
199.0 0.289196 0.041652 0.434327 -0.145131
254.0 0.372902 0.057263 0.438767 -0.065865
273.0 1.653767 0.359954 0.812861 0.840906
291.0 0.582009 0.092584 0.589077 -0.007068 .
309.0 1.243477 0.340632 0.832667 - 0.410810
380.0 0.352200 0.049394 0.433726 - ~0.081526
405.0 0.345236 0.054399 0.407703 -0.062467
456.0 0.388630 0.046949 0.388089 0.000541
457.0 . 0.558518 0.082837 0.430859 0.127659
486.0 0.549954 0.049338 0.448036 0.101918
- 489.0 0.758825 0.181495 0.583213 0.175612
- 491.0 0.868583 0.065665 0.467508 -0.401075
505.0 0.812580 0.185642 0.583495 0.229085
526.0 0.711875 0.107161 0.511222 0.200653
548.0 0.186453 ©0.044266 0.863345 -0.176892
. 551.0 0.571831 0.050289 0.420948 - 0.150383
556.0 1.033895 0.131079 0.530545 " 0.503350
. 563.0 0.558582 0.083014 0.458973 0.099609
583.0 0.842708 0.169251 0.558362 0.284346
599.0 1.053978 ' 0.288605 0.612780 ©0.441198
0.373230 0.052760 0.350740 . 0.022490

TB"= 0.417372 + 0.019170 (sec).

Ty = 0.108452 + 0.008585 (sec).

f(w) is defined by Equation 7.12 in text.
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wavelets‘whicﬁ represent those.passing fhrough the earth. This naturélly :
involves a knowledge of the phase characteristics gf the wavelets. Once
the phase velocity is kpoﬁn the phase of the wavelét? due to attenuatioﬁ
can easily be calculated. Assuming thét Q Model 2 dévelopgd in this chapter
is correct to first order, the phase velocity v(w) modified from Kalinin
et al. (1967) is |

. V@

| viw) = — , o E , 7.20
1+ Q7 G /n(:%’ - 1] |

where T is the relaxation timé for either P or S phases giVeh by Q Model 2

and v_ is the velocity at infinite frequency.

 Equation 7.20‘implieé an increase in phase velocity-withﬂan increase in
the frequency of a seismic wavelet, or conversely a decreasg in travel time-
with an increase in,frequency.. Therefdre Eqﬁation‘7.20~can be written in
terms of the frequency dependent arrival time t(w) for-ahy frequency’contained
in a seismic Wavelet,las

vln(fw)

t(w) = t [1+ ) 7.21

Qm (tTw - 1) '
o .

where t_ is the predicted travel time at infinite frequency. Armed with the
above equation and Equation 7.11 it may be possible to redude much of the

travel time'residuals or baseline discrepancies once the apparent Q and highb

- frequency cutoff point for a seismic wavelet under'study are known.

!

The literature indicates the ﬁalidify of the above paragraph. For
examﬁle; when compafing travel times célculated from free oééillation
veloéity models with observed travel times‘of short period body wave data,
the free oscillation velocity‘modéls predicts arrival times which are 1ate,'
-The freé oscillation model C2, which is not corrected fof pﬁase velocity,

has a baseline discrepancy of about 0.6 and 2-4 seconds when compared with
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body wave solutions for P aﬁd S phases respectively (Anderson and Hart,‘
1976). On the other hand, when Hart et al., (1977) modelled the effect df
attenuation in perturbating the free oscillation mode periods, a |

considerably smaller baseline discrepancy was produced. If Equations

7.21 and 7.11 provide the proper relationship between phase velocity and_‘

Q, an improved velocity and Q model for the mantle would result.

With the limited data oﬁ hand it is not possible to test. Equation 7.211
completely.v Also, it is not known by this author which free pscillation
‘modes receive the most weight when determining the free osgillation velocity
models. Therefore an average frequency cannot be chosen to demonstrate the
absolute residual differences between short period and free oséillation
velocity models. However, it‘is possible to show how the travel time varies
with frequency for a given path by using one of the earthquakes;as an example
studied in this research. Table 7.10 demonstrates this travel time trend

with frequency for both P and S phases using Event 19 in Table 2.2.

Further research is needed to ascertain whether the travel times given
in Table 7.10 can propefly account for earthquake residuals and béseline
discrepancies. Knowing the high frequency cutoff point, one possibility
is to perform a 1east-sQuares fit in a similér fashion to ‘that done to derive
Q Model 2 for the short period travel time data, and cﬁmpare-these values
with the travel times calculated from free oscillations. Using the previously
determined QO model and the values of T for P and S phases, an average
frequency fof the free oscillation model éan be determined. With these average
frequency values for both P and S.seismic pﬁases, velocity and Q models for

the mantle can be determined for any seismic frequency.
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Table 7.10

Example Calculation for Event No. 19

Input Data:
‘Phase v P ' S
Apparent t*  (sec.) 0.504 - 1.59
Apparent travel time (sec.) 287.6 533.7
Apparent Q : 570.35 335.8
Mid spectral Fequency (Hz) 2.0625 . 0.84028

‘High Frequency cutoff (Hz) 3.5 : _ 1.125

Output Data:

Apparent Zero Q_ (Equation 7.11) 235.15 : 160.61
Long period t* (sec.) 1.3 3.3

Travel time vs. Frequency and Period (Equation 7.21)

Frequency (Hz) Period (sec.) P Time (sec.) 'S Time (sec.)
o 0.0 287.53 533.50
3.5 0.29 287.60 ' 533.52
3.0 0.33 287.62 533.53
2.0 0.5 287.67 ) 533.56
1.0 1.0 287.81 533.66
0.5 2.0 288.00 533.88
0.1 10.0 288.57 534.97
0.05 20.0 288.84 535.63
0.025 40.0 289.11 ~536.34
0.01 100.0 289.47 ~ 537.30
0.005 , 200.0 289.74 -538.03
0.0033 300.0 290.89 538.46
0.0025 400.0 ©..290.01 538.76

. 0.002 . ‘ 500.0 290.09 _ 539.00
0.001 ' 1000.0 290.36 .539.73
0.0 [oe] o] o]

Note: Ts, and Tg are assumed to be 0.11 and 0.44 respectively for the

above calculations.
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7.2.3.4 Further Implications of Q Model 2

Up to this point Q Model 2 has been examined as to its implications
concerning the'bulk Q, Qa/QB ratios, and the phase velocity for frequeﬁcies
from zero to infinity. Such extrapolations are highly risky because the
data are restricted to the range between the average free oscillation periods
and the short period seismic bands. Different Q mechanisms .can produce
major changes to the predicted attenuation properties of the_mantle outside
this fitting interval. Predictions from a first-order model such as Q Model
2 must be tested when more data becomes available. since Qa/QB is assumed
to be 2.5 for the SL7 Q model of Anderson et al., (1965), the point at which
QB becomes greater than Qakis predicﬁed'fo be at a frequency about 1.29 Hz.
However the P/S Q ratio at free oscillation periods may not be as large at
2.5, Since the long period Qu's are not well known, a conservative éséimate‘
for this ratio at free oscillation periods, based upon a bulk Q of 4000
for the mantle Qa/QB would be‘Z.O. This may shift the poin; at which Qa/QB =1

to a higher frequency.

"An important aspect of any model is, however, the accgfacY'of its
predictions. Since Q values for the ScS phase have been given most attention
in the literature, these data will be used to examine the abiiity §f4Q Model
2 to predict Q values for Sc§ phaseé. Figure 7.6 is a compilation of Q data
for ScS phases after 1962, beyond which time one wouldbexpect the emplqyment
of éompﬁter techniques to produce a higher precision of measurement. It can
be seen from the figure that the Q values at the various measured frequencies
correspond quite favourably with the theoretical curve of Q Model 2. The
conclusion therefore reached is that Q Model 2 is appropriate not only for
the data described here but also for observatiohs of Q for ScS phases obtained

by other investigators.
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Figure 7.6 Computation of Q‘values for ScS phase. ' The figure is modified
| from Sipkin and Jordan (1979). The numbers dots_correSpond to the following
’determinations: 1 - Otsﬁka (1962); 2 - Otsuka (1963); 3 - Kanamori»(l967aj;
4 - Choudbury and Dbrel (1973); 5 - Yoshida and Tsﬁjiura (1975); 6 - Okal
(unpublished data averaged 1976) taken froﬁ Anderson and Harf'(l9783); 7 -

Jordan and Sipkin (1977); 8 - Nakanishi (1979); 9 - Best et al.,(1974).
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7.3 Comparison of Other Free Oscillation Q Models with Short-period

Teleseismic t* Estimates.

In the previous sections, it has been demonstrated how the free
oscillation Q model SL7 and t* values obtained at short periods can be incor-
porated into a single Q model by assuming that Q is a linear function of
frequency. Using the derived frequency-dependent Q modelbof Subsection 7.2.3,
the implication for Qa/QB’ QK’ phase velocity, and Q of ScS phase wére con-
sidered'(Sﬁbsections 7.2.3.1 through 7.2.3.5). The choice of the SL7 freé
oséillation Q model fof this purpose was, however, to some extent arbitrary.'
In this section, other free oscillation Q models are'eiamined,'in order to
determine how much variation in the constant.Ta and TB can occur. For this
purpose, models SL1, SL2, (Anderson and Hart, 19783 SL8, (Anderson and Hart,
1978b)QMU, GDQ, QML, QBS (Sailor and Dziewonski, 1978) and the'Qa model of
Teng (Teng, 1967) were used. As in Subsectioﬁ 7.2.3, the mid—perio& for
these models was taken to be 200 seconds. The exception to this was the long-
period Qa model derived by Teng, because his mid-frequency range was known to
be 10 seconds.  In the case of the Sailor and DzieWonski, (1978) models, only
‘the Q values for shear were given, therefore it was assumed that the initial
Qa values were 2.25 times greater than QB' ‘The resulting values for Tu‘and
TB,valong Qith their reduced xz and standard deviations for'the above mentioned
Q models, are given in Table 7.11. Note that the statistical scatter range
for both T and g is only approximately_o.l.sec. This statistical scatter is
small considering the wide variations in the various Q models used for compar-
ison with short period t* data. Some judgement as to which Q model is the
* best may perhaps be provided by comparison of the reduced xz values gbtained.
If,.however,'it is assumed that the standard deviation represents a measuré of
goo&ness of fit for the various free oscillation models the weighted mean and
standard deviation values for ia and Tg can be calculated. These valﬁes are

also given in Table 7.11.
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The-Least.Squares.fit,for.Td.and_TB.Obtained,from.OthertFree.Oscillation

. Q Models (cf. Tables 7.7 and 7.8).

P Phase

Q Reduced Tqy, Standard
Model x2 (sec) Deviation
SL1 3.208984 0.096598 0.001282
SL2 2.959040 0.113912 0.000470
SL7 2.400248 0.110182 0.004555
SLS8 2.336596 0.120198 0.003394
QMU 2.175768 0.157933 0.005714
GDQ 2.318949 - 0.142684 0.000053
QML- 2.257128 - 0.163585 0.000060
Teng 3.577476 0.198599 0.005787
Weighted mean and standard deviation 0.152611 *+ 0.003540

S Phase

Q Reduced T Standard
Model x2 (sec) Deviation -
sL1 1.604550 0.428764 0.000202
SL2 1.455263 0.474114 0.021853
SL7 1.314070 0.463692 0.006467
SL8 1.287617 .0.495703 0.007150
Quu 1.269727 0.527837 0.016826
GDQ 1.289501 0.485035 0.006701
QML 1.279111 0.544750 0.000772
QBS 1.237696- 0.540175 0.002413
Weighted mean and standard deviation 0.441006 + 0.010334 -
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vThe above Q models were also tested against the ScP phase t* data, with
the exception of the QBS and Teng Q models. Again a least squares fit was
obteined for these in»the_ﬁanner demonstrated in Subsection 7.2.3.3. Values
for Ty and Tg> along with their reduced Xz and standard deviatienslfor the“
values of the ScP phase, are given in Table 7.12. Note that"the values for -
Tu and TB‘are smaller than those obtained using Qa and QB from free-oseille-"
tions alone. If it is assumed that each Q layer in the mantle is_linearly'
frequeney depeﬁdent by the same amount, this'wouid indicatevthat either the
upper:mantle Q vaiues given by the free oscillation Q models are too low or
the lower‘mantle;Q values given by the-modeis are too'high. This queetion'can
‘pnly be'enswered by further research.‘

| ' Better control of the least‘squares;fit was obtained when only oﬁe

constant at a tlme was estlmated This is obvious from comparlson of the
reduced: x s for the Q models given in Table 7.11 with those given in Table 6.12,
For each free oscillation Q model-glven in Tables 7.11 and 7.12, the reduced
x2 for ScP t* datartends to be approximately the sum of the reduced Xzs‘bf the
Stand p phases. For a given free oscillation model, a 1arge'reduced’x2'in the
ScP model to some deéree repfesents e lack of centrol in the fitting fﬁnction,
possibly reeulting in poorer estimate of the associated_standard_deviation'for
T, and Tg- However, the standard deviations fOr»iOt and {B'given in 7.12.can
be used to find a weighted mean for these Q models. Since SL8 and GDQ give
very small standard deviations for Ta‘and TB’ the weighted means are‘strongly'
influenced by theee values. A second weighted mean is calculated excluding
SL8 and GDQ to show that the‘weighted‘mean-values for fd and-TB do not‘diffet
much from the former values. |

The ana1y51s of the free oscillation Q models does not shed much light
on the structure of the crust and mantle. However, it does demonstrate that
the estimetion of the frequency dependence of Q by the'method.used here does

not depend greatly on which free oscillation model is used. A cdmparison.
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The Least Squares Fit for fa.and Tg Obtained .from Other Free .Oscillation.

Q Models (cf. Table 7.9)

ScP Phase
Q . Reduced g , Standard Ty -Standard

Model’ XZ . - (sec) - Deviation ~ {sec). Deviation
' SL1  4.874303 0.412138 10.013385 0.103951  0.003834
SL2 4[916819 ‘ 0.414607 0.0120776 0.104397 0.003521
SL7 4.969423 0.420553  0.012225 0.106377  0.003372
SL8 4.785031 0.440000 39.2 x 107 0.110000 10.3 x 10°
QMU 5.397561 0.449403 - 0.027783 0.125593 0,006950
GDQ  5.052410 0440000 11.8x 1078 o0.110000 2.9 x 1078
QML . 5.660912 0r453804 .0.026051 '0.126573 0.006893
Weighted means and . " : : ’

standard deviations 0.440000 -,0.016583 0.110090 0.004380
Weighted means and . 0.434972 0.016583 0.115260  0.004380

standard deviations

* Note: These weighted means and standard deviations are for'above,models

with the exception SL8 and GDQ.
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between long periOdAand short period Q's of the same phase from the same
earthéuake,érrivihg at the same station is needed in order to determine the
precise values for To, andfrB for that particular path, Oﬁce'this is done for
many paths, some judgement can be made as to which of the free oscillation Q
models is the best. With many such comparisons it may be péssibie to construct
a better free oscillation Q model than cén be obtained f?ém a free oscillation

data itself, - Thislsuggestion is‘left for future studies.
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CHAPTER 8

DISCUSSION

8.1 Introduction

- The stud& of étténuation in the earth impinges dnvalmost éver& field
of seismology. Factors such as fhe filtering properties of the'measuring
" instrument and the source must be -taken into accéunt at the outset, A
knowledge Of‘how Q is related té the whole seismic frequencylﬁand is required
befofe an éssessment can Ee @ade.ébbut Q'in-the mantle; Eor'the shqrt period
range uﬁder study in this thesis an examination of the best available
analyt;cal estimating procedures has been undertaken.v Modelling of the
available data_dver the entire distance range is required to determiﬁe the
Q vs. depth relationship, as wéll‘as the effect of Q on such aspectsaof.travel
‘iime.studies as station anomélies and Easeline,discrepancies. Ihe above‘
considerétiéns are all relevant -in the present contextiand will be summarized

further in the following sectioms.

8.2 Summary of the Thesis

8.2.1’ Beamforming of a Seismic Array (Chapter 2)

Beamforﬁing of seismic érrﬁys are an importantbtechnidue‘in 'reducing
_ microseismic and random noise as much as possible. This in‘effect reducéé-
the amount of noise arising f;om local perturbing sourcesbwhich éffect.the |
incoming seismic phase, thévadvantagé‘being less uncertaipty in thé resulting
eétimate of the freqﬁency.content of the seismic wavelet. Mére information
ié gained in this fashion beéausé no artifiéial smoothiﬁg is required whichv

otherwise leads to a biased estimate. Some beamformed seismic traces of the
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WRA array clearly demonstrating this property were shown in Chapter 2.
These beamformed arrays were therefore used as a starting point from which

" better estimates of the composition of a seismic wavelet can be obtained.

8.2.2 Attenuation Properties of the Mantle (Chépter 3)

In this chapter the discussion was centered around the range of

~plausible Q models for the mantle. There have been two approaéhes to this
problem: (1) to develop anélytical models which fit observe& data and (2)

to develop a model which is based upon physical paraﬁetérs exfected to play
a role in determining the attenuatioﬁ pfoperﬁieé of tﬁe‘m;ntle. Generally
the analytical models given by Futterman (1262), Lamb (1962), Strick (1967)
and Ka1inin, (1967) are easier to use because fewer.parameters-are needed to
describe these models. Physical Q models given By Walsh (1968, 1969), Liu
et al., (1976), Gordon and Nelson (1966) and more recently by Minster (1978a,
1978b) suffer from having too many parameters to be éstimated with a 
limited amounf of data throughout the seismic frequency range. Until more
data (t* vs. frequency) are available throughout the seismic band these

models cannot be confirmed or eliminated as possibilities.

Certain attenuation models can be eliminated by physical considerations.
The one principle which must be maintained is that a seismic wéve passing
through the earth must be causal. This means that Q in the layered earth
must to some extent be frequency dependent. If Q is frequency dependent
theﬁ the phase velocity of a wave passing through a given layer must also
be frequency dependent excluding the one exception when Q = Quw. The extent
of the Q and phése velocity frequency dependence has been an open question up

to this point in time. This point will be discussed in more detail in Section

8.2.6.
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-8.2.3 Seismic Wavelet Descfiption (Chapter 4)

It is impossible at this stage to specify all the impulsé responses
needed for an unambigﬁous determinatioh of Q. The only impulse function
known for certain is the instrument response. The response due to the
earthquake soﬁrce function is 1e§s well known. However, the bulk of thev
presently available evidence indicates a source fuﬁction similar to that |
described by Brume (1970, 1971). If the eartﬁquake soﬁrcevreSponse is as
described By Savage (1966), for which the source enérgy d;ops off with the
third éower, ahd>fufther assuming tﬁat the corner frequency is close to
the mid—f;équencyvrahge of measurement, then_there'willhbe onlf'a‘Change
in t* of approximately‘0.0S seconds. This sméll change in t* would result
in a slightly higﬁer»valué for Q éstimated.in-the short periéd seismic
range,‘ As pointed out in Chapter 4,'however, Savage's model has been
rejected by Randall (1973) on theoretical groﬁnds. The impulsé responses of
the sourceband recéiQer strﬁqture are impossible to ascertain,with the
present_knowledgé of the crustél structure at WRAland the structure at the
source. If these iﬁpulse'sources are'conéidéred to be in part random,
beamforming‘of the array helps to reduce their effect. 'Scattering_at thgf
sourée will probably differ for each'garthqﬁaké and therefore its‘phase and
vamplitudevcomponents of scattered responses cannot be éstimated. .HoriZQntal
iqstfuments recently installed at the array site were not available for
‘this study, but can Ee used in the future to study the receiver.éruétal
‘structure. Determinationbof the phase and amplitude ghanges caﬁsed‘by the
_ transmiséidﬁ of seismiq energy through the earfh requires»the.ﬁse of full
wave theory. Thesé changes in phase and amﬁlitude‘dﬁe to tranémiésioh
coefficients are not expected to alter the'power spectrum of the incomiﬁg
-energy but may alter the overall appearance of the impulsé response in the

time domain.
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8.2.4 " Unsuccessful Analytical Procedures Used to Determine t* Values

(Chapter 5)

As pointed out in this chapter, the advantage of frequency domain
methods over time domain methods is that the phase velocity properties do
not have to be known. This eliminates one of the unknowns froﬁ the
determination of the attenuation properties of the mantle. HoweVef, the
pfoblem does not therefore become simple, since the best spectral method to
be used must be determined. It haé been determined in this chapter that the
autoregressive process as described by Yule-Walker and Burg cannot be'appliéd
‘to traﬁsient seismic wavelets because these wavelets are bétter modelled as
a moving average process. Fourier anaiyses leads to side lobe effects caused
by the windowing function (sinc function) of the time series being processed.
In many examples in the literature one has only to measure the frequency
range between successive dips in the measured power spectra in order to
_determine the length of the time series used by the author. Exampléé of
such spectra can be found in Yoshida and Tsujiura (1975). Conventional
windowing and smoothing of power spectfa of real timg series should therefore
be treated with great caution because these techniques tend to bias the

true spectrum (Yuen, .1979).

8.2.5 - Successful Anq;ytical Procedures used to Determine t* Values

@hagter‘G)

The t&o remaining spectral techniques investigated in this thesis are
the Maximum Likelihood (Lacoss, 1971, 1977) and Homomorphic Deconvolution
(Oppenheim et al., 1968) methods. One advantage of the Maximum Likelihood
method is that subjective guessing as to windowing and smoothing functions
are not necessary when this technique is applied to a real time series. A

power spectrum is returned with very little distortion. The only
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disadvantage of this method is its limitation of the dynamic fange from the
peak power estimate. This effect may be compensated for by pre-whitening

~ the time series before application of the spectral technique. The best
pre~whitening function is still under investigation. On the other hand; the
Homomorphic Deconvolution method suffers from the'investigator picking a
cutoff point in the complex cepstrum. In the seiémic wavelet case, the
point is picked just before the spike in the complex cepstrum caused by the
truncated window. Since most of the time series is contracted to approximately
one-third of the original length in the complex cepstrum (Ulrych, 1971), -
very little of the deterministic signal is lost. Owing to the randomess of
phase of the noise, the compleg noise éepstrum is distributed throughout,

As shown in Chapter 6, filtering of the complex cepstrum demonstrates the
effectiveness of noise and windowing function elimination. This is the
reason why Homomorphic Decpnvolution has been preferred in determining t*

values in this study.

8.2.6 Evaluation of t* by Least-Squares Procedures (Chapter 7)

‘After the best estimate of the.spéqtral power is made by the
Homomorphic Deconvolution technique, an estimate for each weighted t* value
is determined assuming that the relative variances of theApower épectra are
proportional to the number of seismic channels beamformed. 1In this way a
relative standard deviation of the mean for the t* values can be-estimated;
Upon collection of t* values for the P, S, ScP and PcP phases, these values
are plotted against the mid-frequency range at which the estimate was taken.
The plots of t* vs. frequency clearly demonstrate a correlation‘between
 these two variables, whereas plotting t* or its resulting Q value against
source depth or azimuth only result in a scatter diagram in which no_apparént

correlation can be seen. Comparison of these short peridd t* values with the
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_t* values calculated from Anderson's SL7 Q Model require that Q be frequegcy
dependent if the t* values given in the two frequency ranges (Free Osciliatioﬁ
and short period‘phases) are to be self consistent. The first order frequenéy
dependeﬁt Q model (Q Model 2) pfesented_here will undoubtédly require
refinement when t* values at inte:mediate and high frequency.ranges as they.

are determined.

Chapter 7 discusses some of the implicatibns of Q. Model 2 for Qd/QB’
QK and phase velocify dispersion.: Furthermore the model predicts what the
>apparent Q's would bé for ScS}bédy wave phases throughout the seismic
frequency spectrum. . As new déta beéome available, the aboVe-implications'

or prediction can be tested, :Adjustment-of'nxand 7, would not'bé unexpected.

B
"Improved free oscillation and surface wave models‘will,élso have an impact
upon the values of Ta_and TB. Finally, other free oscillation Q models were

examined to determine which results in the best fit to the short period t*

values.

8.3 Suggestions for Furthef Investigation

8.3.1. Improvements of Spectral Estimators

The results of this research indicate that spectral estimators havé‘
been properly éhosenj Since Q in the mantle has been detérminéd_to be
frequency dependent, its associated phase Velbcity:muSt be_dispersive.
Therefore, when_é pbwer estimate is made for a dispersive‘truncated'real
 seismic wavelet, the spectral phaée angle will be different for each spectral
frequency estimate. This dispersion effect is enough to result in the side
lobe effects which are obser&ed in Fourier power spectra.'vTo.compensatevar

this side lobe effect the seismic time series must be windowed in such a way
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as to remove spectral phase transitioms. Compensating for such spectral
phase transitions at the truncation point by linear windowing of Fourier
power spectra will become difficult if not impossible. The methods of
Maximum‘likelihoodk(Lacoss, 1971) and Homomorphic Deconvolution (Oppgnhiem
et al;, 1968)‘appear to eliminate satisfactorily the'spectrai phase effect
due to seismic dispersion.. In addition{to this‘windowing, the cbmplex
cepstrum in the case of Homomorphic Deconvolution can help t§ eliminate

© effects of other seismic-phases which arrive within the seismic wavelet
under study.‘ This is'especialiy»so in the case of S phases where seismic

wave mixing is common.

'The above two spectralvfechniques can be made to operate more

- efficiently by increasing the sampling rate when digitizing the seismic
phase.' Lacoss (1971, 1977) has shown that thé spectral bandwidth frequency
estimate decreases with the nuﬁber of digitized sémples.per unit time of a
time sgriéé. In the;ase of Homomorphic Deconvolutidn, the'in¢réase in
digit31 sampiing of a time‘series better defines the properties.of the .
complex cepstrum (Ulrych, 1971). With a better defined complex cepstrum a
finer cutoff point can be détermined, resulting in less perturbed power

estimates.

8.3.2. DPossible Areas of Further Investigations

Assuming that Q Model 2 is close to the correct'Q_model for tﬁe
mantle, it necessitates the construction of apparent Qo and-infinite
frequency velocity models for both shear and compréssiohal waves., ‘Using
free osci1lation Q dgta, a Qo_model can be developed. The values of Ta
and 1, form the Q Model 2 and its phase velocity couﬁterpart can be used

B

as starting values to perturb such free oscillation models. Further velocity
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models for the mantle can be conétfucted by pre-filtering travei‘timé

record sections for a giveﬁ high frequency_cﬁtoff =Yo) that.travél time
residuals caused by the attenuation causality will not affecﬁ'such velocity
models. -After such a velocity model for thé‘mantle at a giQeﬁ frequency
cutoff is made, anvinfinite,freqﬁency velocity model fqr tﬁe mantle can

be constructed by e#trapolation; Both long period and short period éelbcity'
mpdelliné should make such extfaﬁolation possible., 1In the pésf the
relationship betWeean and velocity héé not been considered very important.
’Investigators intgrested in Q have not recorded travel times, and conversely
velocityIStudies have not paid much attention to the Q‘aspect of-the‘érobiem.
The consideration of both travel times and Q will lead to'greater,constfaints

on possible mantle materials.

Source studies‘now can be better treated assuming that QvMoael 2 and
its associated phase velocities ére‘correct. ﬁhen the phase response due
to Q,‘and othef known phase~tespon§es, are removed from the source spectrum,
befter source models can possibly be‘develdped. This researcﬁféwaits future
studies.,:Studies related to creép, viscosity, temperature ahd pressure
conditions in thé‘mantle, tb naﬁe only a féw, may be inyestigated mdre
completely'wifh tﬁe,relatiqnship between Q and frequency in mind. Manj

doors‘may therefore be opened for future inﬁestigations.
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