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Abstract

This paper provides a comprehensive survey of methods dealing with visibility enhancement of images taken in hazy
or foggy scenes. The survey begins with discussing the optical models of atmospheric scattering media and image
formation. This is followed by a survey of existing methods, which are categorized into: multiple image methods,
polarizing filter-based methods, methods with known depth, and single-image methods. We also provide a benchmark
of a number of well-known single-image methods, based on a recent dataset provided by Fattal [1] and our newly
generated scattering media dataset that contains ground truth images for quantitative evaluation. To our knowledge,
this is the first benchmark using numerical metrics to evaluate dehazing techniques. This benchmark allows us to
objectively compare the results of existing methods and to better identify the strengths and limitations of each method.

Keywords: Scattering media, visibility enhancement, dehazing, defogging

1. Introduction

Fog and haze are two of the most common real-world
phenomena caused by atmospheric particles. Images
captured in foggy and hazy scenes suffer from notice-
able degradation of visibility and significant reduction5

of contrast, as shown in Figure 1. To visually recover
scenes from haze or fog can be critical for image pro-
cessing and computer vision algorithms. Haze-free pho-
tographs with clear visual content are what consumers
desired when shooting target objects or landscapes;10

hence, cameras or image-editing softwares that can re-
cover scenes from haze or fog are useful for consumer
markets. In addition, many computer vision systems,
particularly those for outdoor scenes (e.g., surveillance,
intelligent vehicle systems, remote sensing systems),15

assume clear scenes under good weather. This is be-
cause the underlying algorithms, such as object detec-
tion, tracking, segmentation, optical flow, obstruction
detection, stereo vision are designed with such an as-
sumption. However, mist, fog, and haze are natural phe-20

nomena that are inevitable and thus have to be resolved.

Email addresses: yul@illinois.edu (Yu Li),
shaodi.you@anu.edu.au (Shaodi You),
mbrown@eecs.yorku.ca (Michael S. Brown),
robby.tan@nus.edu.sg (Robby T. Tan)

Figure 1: Several examples of images showing the visual phenomena
of atmospheric particles. Most of them exhibit significant visibility
degradation.

Therefore, addressing this problem is of practical im-
portance.

The degradation in hazy and foggy images can be
physically attributed to floating particles in the atmo-25

sphere that absorb and scatter light in the environment
[2]. This scattering and absorption reduce the direct
transmission from the scene to the camera and add an-
other layer of the scattered light, known as airlight [3].
The attenuated direct transmission causes the intensity30

from the scene to be weaker, while the airlight causes
the appearance of the scene to be washed out.

In the past two decades, there has been significant
progress in methods that use images taken in hazy
scenes. Early work by Cozman and Krotkov [4] and35

Nayar and Narasimhan [5, 6] uses atmospheric cues
to estimate depth. Since then, a number of methods
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have been introduced to explicitly enhance visibility,
which can be categorized into ([7, 8]): multi-image-
based methods (e.g., [9, 10, 11, 12]), polarizing filter-40

based methods (e.g., [13, 14]), methods using known
depth or geometrical information (e.g., [15, 16, 17, 18]),
and single-image methods (e.g., [8, 19, 20, 7, 21, 22, 23,
24, 1, 25, 26]).

Chronologically, Oakley and Satherley’s study [15],45

published in 1998, was the pioneer in proposing a
method dealing with poor visibility conditions. The
method, however, requires known geometrical informa-
tion. In 2000, Narasimhan and Nayar’s [9] introduced
a method that uses multiple images to solve the ill-50

posedness nature of the problem. It assumes the images
are taken under different atmospheric conditions – that
is when taking the input images, we need to wait for
some time until the fog or haze density levels change,
which is impractical for many applications. Subse-55

quently in 2001, polarizing filter-based methods were
proposed ([13]). This approach can resolve the problem,
since we do not need to wait for atmospheric conditions
to change when taking the input images. However, it as-
sumes that the scene is static when the filter is rotated,60

which still poses problems for real-time applications.
More importantly, these two approaches cannot process
a single input image. To address this problem, an ap-
proach that uses a single input image with additional
depth constraints was introduced in 2007 [17]. Moti-65

vated by these problems, in 2008, two methods based on
a single input image without known geometrical infor-
mation were proposed [8, 19]. From that point forward,
many single input approaches were proposed to address
this problem.70

In this paper, one of the contributions is to provide
a detailed survey on dehazing methods. Our survey
provides a holistic view of most of the existing meth-
ods. After starting with a brief introduction of the at-
mospheric scattering optics in Section 2, in Section 375

we provide the survey, where a particular emphasis is
placed on the last category of single-image methods,
reflecting the recent progress in the field. As part of
this survey, we also provide a quantitative benchmark-
ing of a number of the single-image methods. Obtain-80

ing quantitative results is challenging as it is difficult
to capture ground truth examples for where the same
scene has been imaged with and without scattering par-
ticles. The work by Fattal [1] synthesizes a dataset by
using natural images which associate depth maps that85

can be used to simulate the spatially varying attenuation
in haze and fog images. We have generated an addi-
tional dataset using a physically based rendering to sim-
ulate environments with scattered particles. Section 4

Table 1: Weather condition and the particle type, size, and den-
sity [27].

Weather Particle type 
Particle radius 

(𝝁𝒎) 
Density (𝒄𝒎−𝟑) 

Clean air Molecule 10−4 1019 

Haze Aerosol 10−2 − 1 10 − 103 

Fog Water droplets 1 − 10 10 − 100 

provides the results of the different methods using both90

Fattal’s dataset [1] and our newly generated benchmark
dataset. Our paper is concluded in Section 5 with a dis-
cussion on the current state of image dehazing methods
and the findings from the benchmark results. In particu-
lar, we discuss current limitations with existing methods95

and possible avenues for research for future methods.

2. Atmospheric Scattering Model

Haze is a common atmospheric phenomenon result-
ing from air pollution, such as dust, smoke, and other
dry particles that obscure the clarity of the sky. Sources100

for haze particles include farming, traffic, industry, and
wildfire. As listed in Table 1, the particle size varies
from 10−2 to 1µm and the density varies from 10 to 103

per cm3. The particles cause visibility degradation and
also color shift. Depending on the view-angle with re-105

spect to the sun and the types of the particles, haze may
appear brownish or yellowish [28].

Unlike haze, fog or mist is caused by water droplets
and/or ice crystals suspended in the air close to the
earth’s surface [29]. As listed in Table 1, the particle110

size varies from 1 to 10µm and the density varies from
10 to 100 per cm3. Generally, fog particles do not have
their own color, and thus their color appearance depends
mostly on the surrounding light colors.

In this section, we review the derivation of the115

optical model for haze or fog, which is known as
Koschmieder’s law [2]. Discussing the derivation is
necessary to understand the physics behind the model.
The discussion is based on Narasimhan and Nayar [9]
and McCartney [3].120

2.1. Optical Modeling

As illustrated in Figure 2(a), when a ray of light hits
a particle, the particle will scatter the light to all direc-
tions, with magnitudes depending on the particle’s size,
shape, and incident light wavelengths. Since the direc-125

tions of scattered rays are moving away from the parti-
cle, they are known as outbound rays or out-scattering

2
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Intensity distribution 
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(a) Single particle scattering

(b) Unit volume scattering
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(c) Attenuation over distance
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𝑥 = 0 𝑥 = 𝑑d𝑥

Figure 2: (a) Single particle scattering; (b) unit volume scattering; and
(c) light attenuation over distance raised by scattering.

rays. The rays arriving from all directions that hit a par-
ticle are referred to as inbound rays or in-scattering rays.
As well exploited by Minnaert [30], for a given particle130

type and incident light wavelength, the outbound light
intensity can be modeled as a function between the an-
gle of inbound and outbound light. In this paper, we are
more interested in the statistical properties over a large
number of particles. Thus, considering the particle den-135

sity (Table 1), and that each particle can be considered
as an independent particle, we can have the statistical
relationship between inbound light intensity E and out-
bound light intensity I [3]):

I(θ, λ) = βp,x(θ, λ)E(λ), (1)

where βp,x(θ, λ) is called the angular scattering coeffi-
cient. The subindices of β are defined with p indicating
its dependency on particle type and density, and x indi-
cates the dependency spatially. By integrating Eq. (1)
over all spherical directions, we obtain the total scatter-
ing coefficient:

I(λ) = βp,x(λ)E(λ). (2)

Direct Transmission If we assume a particle medium
consists of a small chunk with thickness dx, and a par-
allel light ray passes through every sheet, as illustrated
in Figure 2(c), then the change in irradiance at location
x is expressed as:

dE(x, λ)
E(x, λ)

= −βp,x(λ)d. (3)

Integrating this equation between x = 0 and x = d1
140

gives us: E(d, λ) = E0(λ)e−β(λ)dx, where E0 is the ir-
radiance. This formula is known as the Beer-Lambert
law.

For non-parallel rays of light, which occur more com-
monly for outdoor light, factoring in the inverse square
law the equation becomes:

E(d, λ) =
I0(λ)e−β(λ)d

d2
, (4)

where I0 is the intensity of the source, assumed to be a
point [3]. Moreover, as mentioned in [6], for overcast
sky illumination, the last equation can be written as:

E(d, λ) =
gL∞(λ)ρ(λ)e−β(λ)d

d2
, (5)

where L∞ is the light intensity at the horizon, ρ is the
reflectance of a scene point, and g is the camera gain145

(assuming the light has been captured by a camera).
Airlight As illustrated in Figure 3(c), besides light

from a source (or reflected by objects) that passes
through the medium and is transmitted towards the cam-
era, there is environmental illumination in the atmo-150

sphere scattered by the same particles also towards the
camera. The environmental illumination can be gener-
ated by direct sunlight, diffuse skylight, light reflected
from the ground, and so on. This type of scattered
light captured in the observer’s cone of vision is called155

airlight [3].
Denote the light source as I(x, λ). Following the unit

volume scattering equation (Eq. (2) and Eq. (3)), we
have:

dI(x, λ) = dVkβp,x(λ), (6)

where dV = dωx2 is a unit volume in the perspective
cone. kβp,x(λ) is the total scattering coefficient. k is
a constant representing the environmental illumination
along the camera’s line of sight. As with the mecha-
nism for direct transmission in Eq. (4), this light source
dI passes through a small chunk of particles, and the
outgoing light is expressed as:

dE(x, λ) =
dI(x, λ)e−β(λ)x

x2
, (7)

where x2 is due to the inverse square law of non-parallel
rays of light. Therefore, the total radiance at distance
d from the camera can be obtained by integrating dL =
dE
dω :160

L(d, λ) =

∫ x=d

x=0

dE
dω

=

∫ x=d

x=0

dI(x, λ)e−β(λ)x

dωx2
. (8)

1We use d for differential and italic d for depth.
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(a) Imagery model

𝑅(𝒙, 𝜆)

Captured image 𝐼(𝒙, 𝜆)

(b) Formula of illumination components

𝐼 𝒙, 𝜆 = 𝐷 𝒙, 𝜆 + 𝐴 𝒙, 𝜆

= 𝑡 𝒙, 𝜆 𝑅 𝒙, 𝜆 + 𝐿∞ 1 − 𝑡 𝒙, 𝜆

= 𝑒−𝛽 𝜆 𝑑(𝒙) 𝑅 𝒙, 𝜆 + 𝐿∞ 1 − 𝑒−𝛽 𝜆 𝑑(𝒙)

Captured image Clear sceneTransmission map Airlight

Figure 3: Visibility degradation problem in computer vision and com-
putational imaging. (a) Imagery model: with the existence of atmo-
spheric scattering media, light captured by a perspective camera has
two components: one is the scene reflection attenuated by the scat-
tering media (direct transmission); the other is the airlight (sunlight,
diffused skylight and diffused ground light) scattered by media. (b)
Formula and visual example of illumination components. Images are
from [23].

Then, based on Eq. (6) and assuming the particles are
uniform across the scene (i.e., βp,x(λ) = β(λ)), we can
express:

L(d, λ) = kβ(λ)
∫ x=d

x=0
e−β(λ)xdx (9)

= k
(
1 − e−β(λ)d

)
. (10)

By definition k is the environmental illumination, which
in the case of outdoor foggy scenes, is the skylight (L∞),
and thus:

L(d, λ) = L∞
(
1 − e−β(λ)d

)
. (11)

This equation is the model of airlight.
Image Formation As illustrated in Figure 3(b), by

combining the direct transmission (Eq. (5)) and airlight
(Eq. (11)) and assuming that the incoming light inten-
sity to a camera is linearly proportional to the camera’s
pixel values, the scattered light in the atmosphere cap-
tured by the camera can be modeled as:

I(x) = Lρ(x)e−βd(x) + L∞(1 − e−βd(x)). (12)

The first term is the direct transmission, and the sec-165

ond term is the airlight. The model is known as
Koschmieder’s law [2]. The term I is the image inten-
sity as an RGB color vector,2 while x is the 2D image
spatial location. The term L∞ is the atmospheric light
that is assumed to be globally constant and indepen-170

dent from location x. The term L represents the atmo-
spheric light, the camera gain, and the squared distance,
L = L∞g/d2. The term ρ is the reflectance of an object,
β is the atmospheric attenuation coefficient, and d is the
distance between an object and the camera. The term β175

is assumed to be independent from wavelengths, which
is a common assumption as we are dealing with parti-
cles whose size is larger compared with the wavelength
of light, such as, fog, haze, and aerosol [3]. Moreover,
β is independent from the spatial image location for ho-180

mogeneous distribution of atmospheric particles.
In this paper, we denote scene reflection as:

R(x) = Lρ(x). (13)

The estimation of Eq. 13 terms is the ultimate goal
of dehazing or visibility enhancement, since these
terms represent the scene that has not been affected by
medium-sized scattered particles. The term A(x) repre-
sents the airlight, and can be denoted as:

A(x) = L∞(1 − e−βd(x)). (14)

The function t(x) represents the transmission, as t(x) =

e−βd(x). Hence, the scattering model in Eq. (12) can be
written as:

I(x) = D(x) + A(x), (15)

where D(x) = R(x)t(x), the direct transmission.
The above scattering model assumes the images are

three channel RGB images. For gray images, we can
write a similar formula by transforming the color vec-
tors to scalar variables:

I(x) = D(x) + A(x), (16)

where D(x) = t(x)R(x), with R(x) = Lρ(x), and, A(x) =

L∞(1 − e−βd(x)).

3. Survey on Dehazing Methods185

The general goal of dehazing is to recover the clear
scene reflection R (and transmission t, atmosphere light

2That is to say we have three sets of equations for wavelength λ
at red, green and blue channel separately. The bold fonts indicate this
color vector.
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color L∞) from input I. It is an ill-posed problem as
it requires one to infer many unknown parameters from
only one equation. In order to make the problem plausi-190

ble to solve, other information is required. Many early
methods propose to use multiple images (e.g., [9]) or
use information from other modalities (e.g., depth [18])
to dehaze the images. Compared with dehazing with
multiple images as input, single-image dehazing is more195

challenging. A milestone in single-image dehazing was
made with the concurrent publications of Tan [8] and
Fattal [19] that propose methods that can automatically
dehaze a single image without additional information,
such as known geometrical information. These two200

methods are based on their observations of the char-
acteristics of the hazy and clean images. These char-
acteristics are used as image priors to solve the de-
hazing problem. Following this trend, different haze-
related priors (including the well-received dark channel205

prior [20]) were proposed and single-image dehazing
became the dominant research topic in the field. Re-
cently, a number of methods attempted to use learning
frameworks [24, 25] to solve the single-image haze re-
moval problem and demonstrated good results.210

As listed in Table 2, we group these methods into four
categories according to the inputs([7]): (1) multi-image-
based dehazing, (2) polarizing filter-based dehazing, (3)
dehazing using known depth, and (4) single-image de-
hazing. The multi-image category contains all methods215

that use more than one input image. The polarization-
filter category contains all methods that utilize polariz-
ing filters in their methods. While it uses multiple im-
ages, the images in this category carry different infor-
mation from that of the raw multi-image category. Im-220

ages obtained through a polarizing filter with different
polarizing angles have different degrees of polarization.
The third category focuses on methods that use a single
image and additional geometrical information as their
inputs. The fourth category includes methods using a225

single input image without any additional information.
Since it has received the greatest attention recently in
the computer vision community, the discussion on this
category makes up the largest portion of our survey.

Early Work in Depth Estimation. Cozman-Krotkov230

1997 [4] is one of the earliest methods to analyze images
of scenes captured in scattering media. The goal in this
work is to extract scene depth by exploiting the pres-
ence of the atmospheric scattering effects. This work
inspired Nayar-Narasimhan 1999 [5], who proposed a235

few methods to estimate depth from hazy scenes. Un-
like [4], however, this work does not assume that the
haze-free image is provided. While these two methods

[4, 5] are pioneers in dealing with atmospheric particles,
they are not dehazing methods.240

3.1. Multiple Images

Narasimhan-Nayar 2000 [9] extends the analysis of
the dichromatic scattering model of [5], which is de-
scribed as:

I(x) = p(x)D̂(x) + q(x)Â(x), (17)

where D̂ and Â are the chromaticity values of the direct
transmission and the airlight. The terms p and q are the
magnitude of the direct transmission and the airlight, re-
spectively. The paper calls the equation the dichromatic245

scattering model, where the word ‘dichromatic’ is bor-
rowed from [31] due to the similarity of the models.

The method uses multiple images of the same scene
taken in different haze density. It works by supposing
there are two images taken from the same scene, which250

share the same color of atmospheric light but have dif-
ferent direct transmission colors. From this, two planes
can be formed in the RGB space that intersect each
other. In their work [9] utilizes the intersection to es-
timate the atmospheric light chromaticity, Â, which is255

similar to Tominaga and Wandell’s method [32] for es-
timating a light color from specular reflection. The as-
sumption that the images of the same scene have differ-
ent colors of direct transmission, however, might pro-
duce inaccurate estimation since, in many cases, the col-260

ors of the direct transmission of the same scene are sim-
ilar.

The method then introduces the concept of iso-depth,
which is the ratio of the direct transmission magnitudes
under two different weather conditions. Referring to
Eq. (17), and applying it to two images, we have:

p2(x)
p1(x)

=
L∞2

L∞1
e−(β2−β1)d(x), (18)

where p is the magnitude of the direct transmission.
From this equation, we can infer that if two pairs of
pixels have the same ratio, then they must have the265

same depth: p2(xi)
p1(xi)

=
p2(x j)
p1(x j)

. To calculate these ratios,
the method provides a solution by utilizing the analysis
of the planes formed in the RGB space by the scattering
dichromatic model in Eq. (17).

Having obtained the ratios for all pixels, the method
proceeds with the estimation of the scene structure,
which is calculated by:

(β2 − β1)d(x) = log

(
L∞2

L∞1

)
− log

(
p2(x)
p1(x)

)
. (19)
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Table 2: An overview of existing works on vision through atmospheric scattering media.

Method Category Known parameters (input) Estimation (output) Key idea

Nayar – Narasimham 2000 Multi-images
Two RGB images I(x)

with different weather conditions 𝛽1, 𝛽2
t(x),  d(x) Iso – depth: comparing different 𝛽; color decomposition

Nayar – Narasimham 2003a Multi-images
Two grayscale or RGB images I(x) with 

different weather conditions 𝛽1, 𝛽2

t(x), d(x), A(x) and 

scene reflection R(x)
Iso – depth

Caraffa-Tarel 2012 Multi-images Stereo images d(x), R(x)
Depth from scattering; depth from stereo; 

spatial smoothness

Li et al. 2015 Multi-images Monocular video t(x),  d(x), R(x)
Depth from monocular video; 

depth from scattering; photoconsistency

Schechner et al. 2001 Polarizing filter

Two images with different polarization 

under same weather condition

Image with sky region presented

A(x), t(x), d(x), R(x)
Assuming direct transmission D(x) has insignificant 

polarization 

Schartz et al. 2006 Polarizing filter
Two images with different polarization 

under same weather condition

Image with sky region presented

A(x), t(x), d(x), R(x)
Direct transmission D(x) has insignificant polarization; 

A(x) and D (x) are statistically independent

Oakley – Satherley 1998 Known depth
Single grayscale image I(x)

Depth d(x)

Atmospheric light: 𝑳∞
Scattering coefficient: 𝛽

R(x)

Mean square optimization;

color of the scene is uniform

Nayar – Narasimham 2003b

Method 1
Known depth

Single RGB image I(x)

User specified less hazed and more 

hazed regions

R(x) Dichromatic model

Nayar – Narasimham 2003b

Method 2

Known depth
Single RGB image I(x)

User specified vanishing point, min 

depth and max depth

R(x) Dichromatic model

Hautière et al. 2007 Known depth
Single image I(x)

Scene of flat ground
𝑳∞, R(x) Depth from calibrated camera

Kopf et al. 2008 Known depth
Single image I(x)

Known 3D model
t(x), R(x)

Transmission estimation using averaged texture

from same depth

Tan 2008 Single image Single RGB image I(x) 𝑳∞, t(x), R(x)

Brightest value assumption for atmospheric light 𝐿∞
estimation; maximal contrast assumption for scene reflection 

R(x) estimation

Fattal 2008
Single image

Single RGB image I(x) 𝑳∞, t(x), R(x)
Shading and transmission are locally and statistically 

uncorrelated

He et al. 2009 Single image Single RGB image I(x) 𝑳∞, t(x), R(x)
Dark channel: outdoor objects in clear weather have at least 

one color channel that is significantly dark

Tarel – Hautière 2009 Single image Single RGB image I(x) 𝑳∞, t(x), R(x)
Maximal contrast assumption;

normalized air light is upper-bounded

Kratz – Nishino 2009 Single image Single RGB image I(x) t(x), R(x)
Scene reflection R(x) and airlight A(x) are statistically 

independent; layer separation

Ancuti-Ancuti 2010 Single image Single RGB image I(x) A(x), R(x)
Gray-world color constancy;

global contrast enhancement

Meng et al. 2013 Single image Single RGB image I(x) 𝑳∞, t (x), R(x) Dark channel for transmission t(x)

Tang et al. 2014 Single image Single RGB image I(x) t (x), R(x) Learning for transmission t(x) 

Fattal 2014 Single image Single RGB image I(x) 𝑳∞, t (x), R(x)
Color line: small image patch has uniform color and depth 

but different shading

Cai et al. 2016 Single image Single RGB image I(x) t (x), R(x) Learning of t(x) in CNN framework

Berman et al. 2016 Single image Single RGB image I(x) t (x),  R(x) Non-local haze line; finite color approximation

6
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To be able to estimate the depth, the last equation re-
quires the knowledge of the values of L∞1 and L∞2,
which are obtained by solving the equation:

c(x) = L∞2 − p2(x)
p1(x)

L∞1, (20)

where c is the magnitude of a vector indicating the dis-270

tance between the origin of I1 to the origin of I2 in
the direction of the airlight chromaticity in RGB space,
while p2(x)

p1(x) is the ratio, which had been computed.
For the true scene color restoration, employing the

estimated atmospheric light, the method computes the
airlight magnitude of Eq. (17) using:

q(xi) = L∞
(
1 − e−βd(xi)

)
, (21)

where:

βd(xi) = βd(x j)

(
d(xi)
d(x j)

)
, (22)

and d(xi)
d(x j)

is computable using Eq. (19). βd(x j) is a cho-
sen reference point. This is obtained by assuming there275

is at least one pixel in the image for which the true value
of the direct transmission, D, is known (e.g., a black ob-
ject), since, in this case I(x) = A(x), and βd(x) can be
directly computed. The method also proposes how to
find such a pixel automatically. Note that knowing the280

value of q(xi) in Eq. (21) enables us to dehaze the im-
ages straightforwardly.

Narasimhan-Nayar 2003 In a subsequent publica-
tion, Narasimhan and Nayar [10] introduce a technique
that works for gray or colored images: contrast restora-285

tion of iso-depth regions, atmospheric light estimation,
and contrast restoration.

In the contrast restoration of iso-depth regions, the
method forms an equation that assumes the depth seg-
mentation is provided (e.g., manually by the user) and
the atmospheric light is known:

ρ(xi) = 1 −

∑

j

1 −
∑

j

ρ(x j)


L∞ − I(xi)∑
j(L∞ − I(x j))

, (23)

where the sums are over the same depth regions. As can
be seen in the equation, ρ(xi) can be estimated up to a
linear factor

∑
j ρ(x j). By setting ρmin = 0 and ρmax = 1290

and adjusting the value
∑

j ρ(x j), the contrast of regions
with the same depth can be restored.

To estimate the atmospheric lights, the method uti-
lizes two gray images of the same scene yet different
atmospheric lights. Based on the scattering model in
Eq. (12), scene reflectance ρ is eliminated. The two

equations representing the two images can be trans-
formed into:

I2(x) =

[
L∞2

L∞1
e−(β2−β1)d(x)

]
I1(x)+

[
L∞2

(
1 − e−(β2−β1)d(x)

)]
,

where indices 1 and 2 indicate image 1 and 2, respec-
tively. From the equation, a two-dimensional space can
be formed, where I1 is the x-axis, and I2 is the y-axis. In295

the space, a few pixels will form a line, if those pixels
represent objects that have the same depth d yet dif-
ferent reflectance ρ. As a result, if we have different
depths, then there will be a few different lines in the
space, which intersect at (L∞1, L∞2). The lines repre-300

senting pixels with the same depth can be detected us-
ing the Hough transform. Finally, to restore contrast or
to dehaze, the same method as in [9] is used.

Caraffa-Tarel 2012 [11] and later [33] introduce
a dehazing method using stereo cameras. The idea is
that both airlight and disparity from stereo can indicate
the scene depths. Hence, the goal is to jointly estimate
the depth and enhance visibility in the stereo images. To
achieve this, the authors proposed a cost function for the
data term that is a linear combination of the two main
log-likelihoods from stereo and fog stereo:

Edata =
∑

x

αE stereo
data (x) + (1 − α)E f og stereo

data (x), (24)

where 0 ≤ α ≤ 1 is the weighting factor, and

E stereo
data (x) = ρ

(
IL(x, y) − IR (x − δ(x, y), y)

)
, (25)

is the standard data term in stereo estimation to measure
the intensity constancy between the left-right pair. L,R305

indicate the left and right views, δ is the stereo dispar-
ity, and ρ is a robust function to handle noise and occlu-
sions. The use of E stereo

data helps stereo estimation at short
distances regardless of whether the clean left image I0L

is correctly estimated.310

The proposed E f og stereo
data is composed of two parts:

E f og stereo
data (x) (26)

= ρ
(
I0L(x, y)e−β

b
δ(x,y) + L∞(1 − e−β

b
δ(x,y)) ) − IL(x, y)

)

+ ρ
(
I0L(x, y)e−β

b
δ(x,y) + L∞(1 − e−β

b
δ(x,y)) ) − IR (x − δ(x, y), y)

)
,

where b relates to stereo calibration parameters. The
first part enforces the consistency with the imaging
model and the second part is the stereo photometric con-
sistency term that takes into account the haze effect.

Aside from the data terms, the method utilizes prior315

terms, which are basically the spatial smoothness term
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for the estimated disparity δ and the estimated clean left
image I0L. The optimization to estimate the two vari-
ables δ and I0L is done in a two-step fashion that in
each time only one of the variables is optimized, with320

the other one fixed and then alternate. After a few itera-
tions, it will converge with the solution of δ and I0L.

Li et al. 2015 [12] jointly estimates scene depth
and enhances visibility in a foggy video, which, unlike
Caraffa-Tarel’s method [11], uses a monocular video.
Following the work of Zhang et al. [34], it estimates the
camera parameters and the initial depth of the scene,
which is erroneous particularly for dense fog regions
due to the photoconsistency problem in the data term.
Similar to [11], Li et al.’s method [12] introduces a
photoconsistency data term that involves effect of fog:

Ep(dn) =
1

|N(n)|
∑

n′∈N(n)

∑

x

‖În′ (x)− In′ (ln→n′ (x, dn(x)))‖,

where ln→t′ (x, dn(x) projects the pixel x with inverse
depth dn(x) in frame n to frame n′. The intensity,
În′ (x) = (In(x) − L∞) πn→n′ (x,tn(x))

tn(x) + L∞, is a synthetic in-325

tensity value obtained from the transmission, tn, which
is computable by knowing dn (note that, in the paper,
the scattering coefficient β and the atmospheric light,
L∞, are estimated separately). The projection function
πn→n′ (x, tn(x)) computes the corresponding transmission330

in the n′-th frame for the pixel x in the n-th frame with
transmission tn(x). The denominatorN(t) represents the
neighboring frames of frame n and |N(n)| is the num-
ber of neighboring frames. By having β(x) estimated
separately, tn(x) depends only on dn(x), and thus dn is335

the only unknown in the last equation. The whole idea
in the photoconsistency term here is to generate a syn-
thetic intensity value of each pixel from known depth,
d, atmospheric light, L∞, and the particle scattering co-
efficient, β. Note that the paper assumes β and L∞ are340

uniform across the video sequence. Therefore, if those
three values are correctly estimated, the generated syn-
thetic intensity values must be correct.

Aside from the photoconsistency term, the method
also uses Laplacian smoothing as the transmission345

smoothness prior. Together with the geometric coher-
ent term and disparity smoothness term, the problem is
formulated in a Markov Random Field (MRF) for dense
image labeling. After a few iterations, the outcomes are
estimated depth maps and defogged images.350

3.2. Polarizing Filter

Schechner et al.2001 addresses the issue appearing
in the work of Narasimhan and Nayar [9], where it re-
quires at least two images of the same scene taken under

different particle densities (i.e., we have to wait until the355

fog density changes considerably). Unlike [9], Schecher
et al.’s [13] uses multiple images captured using polar-
izing filters, which does not require the fog density to
change.

The main assumption employed in this polarized-
based method is that the direct transmission has in-
significant polarization, and thus the polarization of the
airlight dominates the observed light. Based on this, the
maximum intensity occurs when airlight passes through
the filter. This can be obtained when:

Imax(x) = D(x)/2 + Amax(x), (27)

where D and A are the direct transmission and
the airlight, respectively. The minimum intensity
(i.e., when the filter can block the airlight at its best)
is when:

Imin(x) = D(x)/2 + Amin(x). (28)

Adding up the two states of the polarization, we obtain:
I(x) = Imax(x) + Imin(x). Based on this, the method
estimates the atmospheric light from a sky region and
computes its degree of polarization:

P =
Lmax
∞ − Lmin

∞
Lmin∞ + Lmax∞

, (29)

and then estimates the airlight for every pixel:

A(x) =
Imax(x) − Imin(x)

P
. (30)

Based on the airlight, the method computes the trans-360

mission: e−βd(x) = 1 − A(x)
L∞
, and finally obtains the de-

hazing result R(x) = [I(x) − A(x)] eβd(x). To obtain the
maximum and the minimum intensity values, the filter
needs to be rotated either automatically or manually.

Shwartz et al.2006 [14] uses the same setup pro-365

posed by Schechner et al.’s [13] but removes the as-
sumption that sky regions are present in the input image.
Instead, this method estimates the color of the airlight
and of the direct transmission by applying independent
component analysis (ICA):370

[
A
D

]
= W

[
Imax

Imin

]
(31)

W =

[
1/P −1/P

(P − 1)/P (P + 1)/P

]
. (32)

In this case, the challenge lies in estimating W given
[Imax, Imin]T to produce D and A accurately.
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The method claims that while the airlight and direct
transmission are in fact statistically dependent there are
transformations that can relax this dependency. The375

method therefore transforms the input data using a
wavelet transformation and solves the ICA problem by
using an optimization method in the wavelet domain.
Aside from P, the method also needs to estimate L∞,
which is done by labeling certain regions manually to380

have two pixels that have the same values of the direct
transmission yet different values of the airlight.

3.3. Known Depth

Oakley-Satherley 1998 [15] is one of the early
methods dealing with visibility enhancement in a385

single foggy image. The enhancement is done in
two stages: parameter estimation followed by contrast
enhancement. The basic idea of the parameter estima-
tion is to employ the sum of squares method to minimize
an error function, between the image intensity and some390

parameters of the physical model, by assuming the re-
flectance of the scene can be approximated by a single
value representing the mean of the scene reflectance.
With these assumptions, the minimization is done to es-
timate three global parameters: the atmospheric light395

(L∞), the mean reflectance of the whole scene ρ̄, and
the scattering coefficient, β:

Err =

M∑

x

(
I(x) − L∞

(
1 + (ρ̄ − 1)e−βd(x)

))2
. (33)

The last equation assumes that L = L∞. Having esti-
mated the three global parameters by minimizing func-
tion Err, the airlight is then computed using:

A(x) = L∞(1 − e−βd(x)). (34)

Consequently, the end result is obtained by computing:

R(x) =

(
Lmax

(
I(x) − A(x)

L∞
eβd(x)

)) 1
2.2

, (35)

where Lmax is a constant depending on the maximum
gray level of the image display device, and the power
2.2−1 is the gamma correction.400

The main drawbacks of this method are the assump-
tion that the depth of the scene is known, and the mean
reflectance for the whole image is used in the minimiza-
tion and in computing the airlight. The latter is accept-
able if the color of the scene is somehow uniform, which405

is not the case for general scenes. Tan and Oakley’s [35]
extended the work of Oakley and Satherley [15] to han-
dle color images by taking into account a colored scat-
tering coefficient and colored atmospheric light.

Narasimhan-Nayar 2003 [16] proposed several410

methods based on a single input image that requires
some user interaction. The first method requires the user
to select a region with less haze and a region with more
haze of the same reflection as the first one’s. From these
the two inputs, the approach estimates the dichromatic415

plane and dehaze pixels that have the same color as the
region with less haze. This method assumes the pixels
represent scene points that have the same reflection. The
second method asks the user to indicate the vanishing
point and to input the maximum and minimum distance420

from the camera. This information is used to interpo-
late the distance to estimate the clear scene in between.
The interpolation is a rough approximation, since depth
can be layered and not continuous. To resolve layered
scenes, the third method is introduced, which requires425

depth segmentation that can be done through satellite
orthographic photos of buildings.

Hautière et al.2007 [17] proposes a framework for
restoring the contrast of images taken in a vehicle. It
first computes the scattering coefficient β and obtains
the airlight intensity L∞ from a calibrated camera using
the method presented in [36]. Basically the estimation
is based on the relationship of the distance d with each
line, y in the image, where the assumption of a flat road:

d =
a

y − yh
, if v > vh, (36)

where a = Hα
cos2 θ

. The term H is the height of the camera,
y is the y-axis of the image coordinates, θ is the angle
between the optical axis of the camera and the horizon430

line. yh is the horizon line. The term α = f /w, with f
as the focal length and w as the length of a pixel.

Once the parameter β and L∞ are estimated, the re-
maining issue to restore the scene contrast is to estimate
the depth d at each pixel. To relax the flat world as-
sumption in Eq. (36) in handling the vertical objects like
trees, vehicles, houses, or any objects in the scene, the
method in [17] employs depth heuristics. It proposes a
rule to detect the sky region and vanishing point. Then it
clips large distances using a fixed parameter c to reduce
modeling error:

d1 =



a
y − yh

if y − yh > c;

a
c − yh

if 0 < y − yh ≤ c.
(37)

Another depth heuristic in [16] is used to model the
depth of objects not belonging to the road surface:

d2 =
κ

y − yh
or

κ√
(y − yh)2 + (x − xh)2

, (38)
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where κ ≥ c. The first heuristic is used to model vertical
planes like buildings and the second heuristic is used
for modeling cylindrical scenes like rural roads. The
two parameters c and κ are obtained in an optimization
process with a proposed image quality attribute. The
final depth excluding the sky region is estimated as

d = min(d1, d2). (39)

The method [17] also demonstrated three in-vehicle
applications like road scene enhancement using this
framework.435

Kopf et al.2008 [18] attempt to overcome the dehaz-
ing problem by utilizing the information provided by an
exact 3D model of the input scene and the correspond-
ing model textures (obtained from Landsat data). The
main task is to estimate the transmission, exp(−βd(x)),440

and the atmospheric light, L∞.
Since it has the 3D model of the scene, it can col-

lect the average model texture intensity of certain depths
(Îh(x)) from the Landsat data and the corresponding av-
erage haze intensity (Îm(x)) of the same depths from
the input image. The two average intensity values can
be used to estimate the transmission assuming L∞ is
known:

t(x) =
Îh − L∞

CÎm − L∞
, (40)

where C is a global correction vector and CÎm attempts
to substitute R, the scene reflectance without the influ-
ence of haze. In this method, C is computed from:

C =
Fh

lum(Fh)
/

Fm

lum(Fm)
, (41)

where Fh is the average of Ih(x) with z < zF with zF =

1600 m, and Fm is the average of the model texture. The
function lum(c) is the luminance of a color c.

The method suggests that L∞ is estimated by collect-445

ing the average background intensity for pixels whose
depth is more than a certain distance (> 5000m) from
both the input image and the model texture image.

3.4. Single-Image Methods

Tan 2008 [8] is based on two basic observations:
first, images on a clear day have more contrast than im-
ages in bad weather; second, the airlight whose varia-
tion mainly depends on the depth, tends to be smooth.
Given an input image, the method estimates the atmo-
spheric light, L∞ from the brightest pixels in the in-
put image, and normalizes the color of the input im-
age, from I to Ĩ by dividing I by the chromaticity of
L∞, element-wise. The chromaticity of L∞ is the same

as Â in Eq. (17). By doing this, the airlight A, can be
transformed from color vectors into scalars, A. Hence,
the visibility enhancement problem can be solved if we
know the scalar value of the airlight, A, for every pixel:

eβd(x) =

∑
c L2c

A(x)
∑

c L2c
, (42)

R̃(x) =

Ĩ(x) − A(x)


1
1
1



 eβd(x), (43)

where c represents the index of RGB channels, and R̃
is the light normalized color of the scene reflection, R.
The values of A range from 0 to

∑
c L2c. The key idea of

the method is to find a value of A(x) from that range that
maximizes the local contrast of R̃(x). The local contrast
is defined as:

Contrast(R̃(x)) =

S∑

x,c

|∇R̃c(x)|, (44)

where S is a local window whose size is empirically set450

to 5 × 5. It was found that the correlation between the
airlight and the contrast is convex.

The problem can be cast into an MRF framework and
optimized using graphcuts to estimate the values of the
airlight across the input image. The method works for455

both color and gray images and was shown able to han-
dle relatively thick fog. One of the drawbacks of the
method is the appearance of halos around depth discon-
tinuity due to the local window-based operation. An-
other drawback is that when the input regions have no460

textures, the quantity of local contrast will be constant
even when the airlight value changes. Prior to the 2008
publication, Tan et al. [37] introduced a fast single de-
hazing method that uses a color constancy method [38]
to estimate the color of the atmospheric light, and uti-465

lizes the Y channel of the YIQ color space as an ap-
proximation to dehaze.

Fattal 2008 [19] is based on the idea that the shading
and transmission functions are locally and statistically
uncorrelated. From this, the work derives the shading
and transmission functions from Eq. (12):

l−1(x) =
1 − IA(x)/||L∞||

+
η

||L∞|| , (45)

t(x) = 1 − IA(x) − ηIR′ (x)
||L∞|| , (46)

where l(x) is the shading function and t(x) is the trans-
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mission function. The IA and IR′ are defined as:

IA(x) =
〈I(x),L∞〉
||L∞|| , (47)

IR′ (x) =

√
||Ix||2 − I2

A(x). (48)

Assuming L∞ can be obtained from the sky regions, η is
estimated by assuming the shading and the transmission
functions are statistically uncorrelated over a certain re-
gion Ω. This implies that CΩ(l−1, t) = 0, where function
CΩ is the sample covariance. Hence, η can be defined
based on CΩ(l−1, t) = 0:

η(x) =
CΩ (IA(x), h(x))
CΩ (IR′ (x), h(x))

, (49)

where h(x) = (||L∞|| − IA(x))/IR′ (x). Obtaining the val-
ues of t(x) and L∞ will eventually solve the estimation
of the scene reflection, R(x).470

The success of the method relies on whether the sta-
tistical decomposition of shading and transmission can
be optimum, and whether they are truly independent.
Moreover, while it works for haze, the approach was
not tried on foggy scenes.475

He et al. 2009. The work in [20, 39] observed an
interesting phenomenon of outdoor natural scenes with
clear visibility. They found that most outdoor objects
in clear weather have at least one color channel that
is significantly dark. They argue that this is because
natural outdoor images are colorful (i.e.,the brightness
varies significantly in different color channels) and full
of shadows. Hence, they define a dark channel as:

Jdark = min
y∈Ω(x)

(
min

c∈{R,G,B}
Rc(y)

)
. (50)

Because of the observation that, Jdark → 0, He et
al. [20] refer to this as the dark channel prior.

The dark channel prior is used to estimate the trans-
mission as follows. Based on Eq. (12), we can express:

Ic(x)
Lc∞

= t(x)
Rc(x)
Lc∞

+ 1 − t(x). (51)

Assuming that we work on a local patch Ω(x) and de-
note the patch’s transmission as t̃(x), the overall objec-
tive function can be expressed as:

min
y∈Ω(x)

(
min

c

Ic(x)
Lc∞

)
= t̃(x) min

y∈Ω(x)

(
min

c

Rc(x)
Lc∞

)
+ 1 − t̃(x),

and consequently, due to the dark channel prior:

t̃(x) = 1 − min
y∈Ω(x)

(
min

c

Ic(x)
Lc∞

)
, (52)

where L∞ is obtained by picking the top 0.1 % brightest
pixels in the dark channel. Finally, to have a smooth and
robust estimation of t(x) that can avoid the halo effects480

due to the use of patches, the method employs the mat-
ting Laplacian in [40]. One can interpret the dark chan-
nel prior as the maximum possible value of the airlight
in a local patch, following [8], since the maximum pos-
sible value of the airlight is the minimum over the color485

components.
Tarel-Hautière 2009 noticed that one drawback of

the previous methods [8] [19] [20] [39] is the compu-
tation time. These methods cannot be applied for real-
time applications, where the depths of the input scenes
change from frame to frame. Tarel and Hautière [7] in-
troduce a fast visibility restoration method whose com-
plexity is linear to the number of image pixels. Inspired
by the contrast enhancement [8], they observed that the
value of the normalized airlight, A(x) (where the illu-
mination color is now pure white), is always less than
W(x), where W(x) = minc(Ĩc(x)). Note that, Ĩc is the
pixel intensity value of color channel c after the light
normalization. Since it takes time to find the optimal
value of A(x), the idea of estimating A(x) rapidly is
based on bounds of the possible airlight values [41]:

M(x) = medianΩ(x)(W)(x), (53)

S (x) = M(x) −medianΩ(x)(|W − M|)(x), (54)

A(x) = max (min(pS (x),W(x), 0)) , (55)

where Ω(x) is a patch centered at x, and p is a con-
stant value, chosen empirically. The last equation means
0 ≤ A(x) ≤ W(x). The method develops a special
filter named the median of median along lines to help490

produce a smooth airlight estimation, A(x). Following
this approach, the work in [41] adds a planar scene as-
sumption to make it dedicated to tackling the road scene
cases.

Kratz-Nishino 2009 [42] and later [43] offer a new
perspective on the dehazing problem. This work poses
the problem in the framework of a factorial MRF [44],
which consists of a single observation field (the in-
put hazy image), and two separated hidden fields (the
albedo and the depth fields). Thus, the idea of the
method is to estimate the depth and albedo by assum-
ing that the two are statistically independent. First, it
transforms the model in Eq. (12) to:

log

(
1 − Ic(x)

Lc∞

)
= log(1 − ρc(x)) − d̃(x), (56)

Ĩc(x) = Cc(x) + D(x), (57)

where c is the index of the color channel, Cc(x) =

log(1 − ρc(x)), and D(x) = −d̃(x), and d̃(x) = βd(x).
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Hence, in terms of the factorial MRF, Ĩc is the observed
field, and Cc and D are the two separated hidden fields.
Each node in the MRF will connect to the corresponding
node in the observed field and to its neighboring nodes
within the same field. The goal is then to estimate the
value of Cc for all color channels and the depth, D. The
objective function consists of the likelihood and the pri-
ors Cc and D. The prior of Cc is based on the expo-
nential power distribution of the chromaticity gradients
(from natural images), while the prior of D is manually
selected from a few different models, depending on the
input scene (e.g., either cityscape or terrain). To solve
the decomposition problem, the method utilizes an EM
algorithm that decouples the estimation of the two hid-
den fields. In each step, graphcuts are used to optimize
the values, resulting in a high computational cost. To
make the iteration more efficient good initializations are
required. The initialization for the depth is:

Dinit(x) = max
c∈R,G,B

(Ĩc(x)), (58)

which means the upper bound on the depth value at each495

pixel is assumed to be corresponding to the maximum of
observed RGB color values and the maximum value can
be used as the initial estimate of the depth layer [43].
In the Bayesian direction, a different method in [45] is
later proposed with a novel MRF model and planar con-500

straint. This approach is able to produce better results,
especially on road images.

Ancuti-Ancuti 2010. The methods in [21] [22] pro-
pose an approach based on image fusion. The idea
is to blend information from two images derived from
the input image: a white-balanced image, I1, by us-
ing the gray-world color constancy method [46], and a
global contrast enhanced image, I2, which is calculated
by I2(x) = γ(I(x) − Ī), where Ī is the average intensity
of the whole input image and γ is a weighting factor.
From both I1 and I2, the weights in terms of the lumi-
nance, chromaticity, and saliency are calculated. Based
on the weights, the output of the dehazing algorithm is

w̃1(x)I1 + w̃2(x)I2, (59)

where w̃k is the normalized weights and the index
k is either 1 or 2, such that wk(x) = wk

l wk
cwk

s and
w̃k = wk/

∑2
k=1 wk. The subscripts l, c, s represent lu-

minance, chromaticity, and saliency, respectively. The

three weights’ definitions are as follows:

wk
l (x) =

√
1
3

∑

c∈R,G,B

(
Ik
c (x) − Lk(x)

)2
, (60)

wk
c(x) = exp

−
(
S k(x) − S k

max

)2

2σ2

 , (61)

wk
s(x) = ||Ik

ω(x) − Ik
µ||, (62)

where Lk(x) is the average of the intensity in the three
color channels. The term S is the saturation value
(e.g., the saturation in the HSI color space). The term σ505

is set 0.3 as default. The term S max is a constant, where
for the HSI color space, it would be 1. The term Ik

µ is the
arithmetic mean pixel value of the input, and Ik

ω is the
blurred input image. The method produces good results;
however, the reasoning behind using the two images (I1510

and I2) and the three weights is not fully explained and
needs further investigation. The fusion approach was
also applied to underwater vision [47].

Meng et al. 2013 [23] extends the idea of the dark
channel prior [20] in determining the initial values of
transmission, t(x), by introducing its lower bound. Ac-
cording to Eq. (12), t(x) = (Ac − Ic(x))/(Ac −Rc(x)). As
a result, the lower bound of the transmission, denoted as
tb(x), can be defined as:

tb(x) =
Ac − Ic(x)
Ac −Cc

0

, (63)

where Cc
0 is a small scalar value. Since Cc

0 is smaller
than or equal to Rc(x), then tb(x) ≤ t(x). To anticipate
a wrong estimation of A, such as when the value of Ac

is smaller than Ic, the second definition of tb(x) is ex-
pressed as:

tb(x) =
Ac − Ic(x)
Ac −Cc

1

, (64)

where Cc
1 is a scalar value, larger than the possible val-

ues of Ac and Ic. Combining the two, we obtain:

tb(x) = min

(
max

c∈R,G,B

(
Ac − Ic(x)
Ac −Cc

0

,
Ac − Ic(x)
Ac −Cc

1

)
, 1

)
.

Assuming the transmission is constant for a lo-
cal patch, the estimated transmission becomes t̃(x) =515

miny∈Ωx maxz∈Ωy tb(z). The method employs a L1-based
regularization formulation to obtain a more robust and
smooth transmission map.

Tang et al. 2014 [24], unlike the previous meth-
ods, introduces a learning-based method to estimate the
transmission. The method gathers multiscale features,
such as dark channel [39], local maximum contrast [8],
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hue disparity, and local maximum saturation, and uses
the random forest regressor [48] to learn the correlation
between the features and the transmission t(x). The fea-
tures related to the transmission are defined as follows:

FD(x) = min
y∈Ω(x)

min
c∈R,G,B

Ic(y)
Ac

,

FC(x) = max
y∈Ω(x)

√
1

3|Ω(y)|
∑

z∈Ω(y)

||I(y) − I(z)||2,

FH(x) = |H(Isi(x)) − H(I(x))|,

FS (x) = max
y∈Ω(x)

(
1 − minc Ic(y)

maxc Ic(y)

)
, (65)

where Isi = max[Ic(x), 1 − Ic(x)]. For the learning pro-
cess, synthetic patches are generated from given haze-520

free patches, fixed white atmospheric light, and ran-
dom transmission values, where the haze-free images
are taken from the Internet. The paper claims that
the most significant feature is the dark channel feature;
however, other features also play important roles, par-525

ticularly when the color of an object is the same as that
of the atmospheric light.

Fattal 2014 [1] introduces another approach based
on color lines. This method assumes that small image
patches (e.g., 7×7) have a uniformly colored surface and
the same depth, yet different shading. Hence, the model
in Eq. (12) can be written as:

I(x) = l(x)R̂ + (1 − t)L∞, (66)

where l(x) is the shading, and R(x) = l(x)R̂. Since
the equation is a linear equation, in the RGB space the
pixels of a patch will form a straight line (unless when530

the assumptions are violated–e.g., when patches contain
color or depth boundaries). This line will intersect with
another line formed by (1 − t)L∞. Since L∞ is assumed
to be known, then by having the intersection, (1 − t)
can be obtained. To obtain t(x) for the entire image,535

the method has to scan the pixels, extract patches, and
find the intersections. Some patches might not give cor-
rect intersections; however, if the majority of patches
do, then the estimation can be correct. Patches contain-
ing object color identical to the atmospheric light color540

will not give any intersection, as the lines will be paral-
lel. A Gaussian Markov random field (GMRF) is used
to do the interpolation.

Sulami et al.’s method [49] uses the same idea and as-
sumptions of the local color lines to estimate the atmo-545

spheric light, L∞, automatically. First, it estimates the
color of the atmospheric light by using a few patches, a
minimum of two patches of different scene reflections.
It assumes the two patches provide two different straight

lines in the RGB space, and the atmospheric light’s vec-550

tor which starts from the origin must intersect with the
two straight lines. Second, knowing the normalized
color vector, it tries to estimate the magnitude of the at-
mospheric light. The idea is to dehaze the image using
the estimated normalized light vector, and then to mini-555

mize the distance between the estimated shading and the
estimated transmission for the top 1% brightness value
found at each transmission level.

Cai et al. 2016 [25] proposes a learning-based frame-
work similar to [24] that trains a regressor to predict560

the transmission value t(x) at each pixel (16 × 16) from
its surrounding patch. Unlike [24], which used a hand-
crafted features, Cai et al. [25] applied a convolutional
neural network (CNN) framework with special network
design. The network, termed DehazeNet is conceptu-565

ally formed by four sequential operations (feature ex-
traction, multi-scale mapping, local extremum, and non-
linear regression), which consist of 3 convolution lay-
ers, a max-pooling, a maxout unit, and a bilateral rec-
tified linear unit (BReLU, a nonlinear activation func-570

tion extended from standard ReLU [50]). The training
set used is similar to that in [24]–namely, they gath-
ered haze-free patches from Internet to generate hazy
patches using the hazy imaging model with random
transmissions t and assuming white atmosphere light575

color (L∞ = [1 1 1]>). Once all the weights in the net-
work are obtained from the training, the transmission
estimation for a new hazy image patch is simply forward
propagation using the network. To handle the block ar-
tifact caused by the patch-based estimation, guided fil-580

tering [51] is used to refine the transmission map before
recovering the scene.

Berman et al. 2016 [26] proposes an algorithm based
on a new, non-local prior. This is a departure from exist-
ing methods (e.g., [8, 20, 23, 1, 24, 25]) that use patch-585

based transmission estimation. The algorithm by [26]
relies on the assumption that colors of a haze-free image
are well approximated by a few hundred distinct col-
ors, that form tight clusters in RGB space and pixels in
a cluster are often non-local (spread in the whole im-590

age). The presence of haze will elongate the shape of
each cluster to a line in color space as the pixels may
be affected by different transmission coefficients due to
their different distances to the camera. The line, termed
haze-line, is informative in estimating the transmission595

factors. In their algorithm, they first proposed a cluster-
ing method to group the pixels and each cluster becomes
a haze-line. Then the maximum radius of each cluster is
calculated and used to estimate the transmission. A final
regulation step is performed to enforce the smoothness600

of the transmission map.
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Table 3: Single-image dehazing methods we compared. The pro-
gramming language use is denoted as: M for matlab, P for python,
C for C/C++. The average runtime is tested on images of resolution
720 × 480 using a desktop with Xeon E5 3.5GHz CPU and 16GB
RAM. Source of the results is denoted as: (No symbol) is code from
the authors, (*) is our implementation, (†) is result images that are
directly provided by the authors.

Methods Pub. venue Code Runtime(s)
Ancuti 13 [22] TIP 2013 M* 3.0

Tan 08 [8] CVPR 2008 C 3.3
Fattal 08 [19] ToG 2008 M† 141.1

He 09 [20] CVPR 2009 M* 20
Tarel 09 [7] ICCV 2009 M 12.8

Kratz 09 [42] ICCV 2009 P 124.2
Meng 13 [23] ICCV 2013 M 1.0
Fattal 14 [1] ToG 2014 C† 1.9

Berman 16 [26] CVPR 2016 M 1.8

Tang 14 [24] CVPR 2014 M* 10.4
Cai 16 [25] TIP 2016 M* 1.7

4. Quantitative Benchmarking

In this section, we benchmark several well-known
visibility enhancement methods. Our focus is on re-
cent single-image-based methods. Compared with other605

approaches, single-image-based approaches are more
practical and thus have more potential applications. By
benchmarking the methods in this approach, we con-
sider it will be beneficial, since one can know the com-
parisons of the methods quantitatively.610

To compare all methods quantitatively we need to test
on a dataset with ground truth. Ideally, similar to what
Narasimhan et al. [52] did, the dataset should be cre-
ated from real atmospheric scenes taken over a long
period of time to have all possible atmospheric con-615

ditions ranging from light mist to dense fog with var-
ious backgrounds of scenes. While it may be possi-
ble, it is not trivial, since it has to be done at certain
times and locations where fog and haze are present fre-
quently. In addition, the illumination in the scene should620

keep fixed which means clouds and sunlight distribution
should be about the same. Unfortunately, these condi-
tions rarely met. Moreover, it is challenging to have
a pixel-wise ground truth of a scene without the effect
of particles even on a clear day, particularly for distant625

objects, as significant amounts of atmospheric particles
are always present. These reasons motivated us to use
synthesized data. We first performed dehazing evalua-
tions on a recent dataset provided by Fattal [1]. In ad-
dition, we created a new dataset using a physics-based630

rendering technique for the evaluation. In the follow-
ing sections, we will describe the details of the dataset
and present the results of different dehazing methods on

these datasets. There are earlier synthetic haze/fog im-
age datasets introduced by Tarel et al. in 2010 [53] and635

2012 [41], named FRIDA and FRIDA2 (Foggy Road
Image DAtabase). This was the first time a synthetic
data of scenes with and without haze was used for quan-
titative evaluation (MAD) of single image defogging
methods. However, the FRIDA and FRIDA2 datasets640

are dedicated to road scenes where most scene compo-
nents are simple planes. As a result, these datatsets are
not used in this paper.

We compare 11 dehazing methods in total, including
most representative dehazing methods published in ma-645

jor venues, as listed in Table 3. We use the codes from
the authors if the source codes are available. We imple-
ment [22, 20, 24, 25] by strictly following the pipeline
and parameter settings described in the paper. For [19]
and [1], we directly use the results provided along the650

dataset [1]. Following the convention in the dehazing
papers, we simply use the first author’s name with the
publication year (e.g., Tan 08) to indicate each method.

We mainly categorize the methods into three groups:
a heuristic method [22] that doesn’t use the haze655

model Eq. (12), model-based methods that use pri-
ors [8, 7, 19, 20, 42, 23, 1, 26], and model-based meth-
ods that use learning schemes [24, 25]. Due to different
programming languages the runtimes are not compara-
ble and are listed just for reference.660

4.1. Evaluation on Fattal’s Dataset [1]

Fattal’s dataset [1]3 has 11 haze images generated us-
ing real images with known depth maps. Assuming a
spatially constant scattering coefficient β, the transmis-
sion map can be generated by applying the direct atten-665

uation model, and the synthesized haze image can be
generated using the haze model Eq. (12). One example
of the synthesized images is shown in Figure 4.

There are generally three major steps in dehazing: (1)
estimation of the atmospheric light, (2) the estimation670

of the transmission (or the airlight), and (3) the final
image enhancement that imposes a smooth constraint
of the neighboring transmission. A study of the atmo-
spheric light color estimation in dehazing can be found
in [49]. In our benchmarking, our focus is on evaluat-675

ing the transmission map estimation and final dehazing
results. We therefore directly use ground truth atmo-
spheric light color provided in the dataset for all dehaz-
ing methods.

3http://www.cs.huji.ac.il/~raananf/projects/

dehaze_cl/results/index_comp.html

We excluded the Doll scene due to invalid link on the page.
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Table 4: The mean absolute difference of transmission estimation results on Fattal’s dataset [1]. The three smallest values are highlighted.
Methods Church Couch Flower1 Flower2 Lawn1 Lawn2 Mansion Moebius Reindeer Road1 Road2

Tan 08 [8] 0.167 0.367 0.216 0.294 0.275 0.281 0.316 0.219 0.372 0.257 0.186
Fattal 08 [19] 0.377 0.090 0.089 0.075 0.317 0.323 0.147 0.111 0.070 0.319 0.347
Kratz 09 [42] 0.147 0.096 0.245 0.275 0.089 0.093 0.146 0.239 0.142 0.120 0.118

He 09 [20] 0.052 0.063 0.164 0.181 0.105 0.103 0.061 0.208 0.115 0.092 0.079
Meng 13 [23] 0.113 0.096 0.261 0.268 0.140 0.131 0.118 0.228 0.128 0.114 0.096
Tang 14 [24] 0.141 0.074 0.044 0.055 0.118 0.127 0.096 0.070 0.097 0.143 0.158
Fattal 14 [1] 0.038 0.090 0.047 0.042 0.078 0.064 0.043 0.145 0.066 0.069 0.060
Cai 16 [25] 0.061 0.114 0.112 0.126 0.097 0.102 0.072 0.096 0.095 0.092 0.088

Berman 16 [26] 0.047 0.051 0.061 0.115 0.032 0.041 0.080 0.153 0.089 0.058 0.062

Table 5: The mean signed difference of transmission estimation results on Fattal’s dataset [1].
Methods Church Couch Flower1 Flower2 Lawn1 Lawn2 Mansion Moebius Reindeer Road1 Road2

Tan 08 [8] 0.013 -0.339 -0.117 -0.268 -00.083 -0.089 -0.301 -0.160 -0.358 -0.148 -0.117
Fattal 08 [19] 0.376 0.088 0.088 0.071 0.317 0.323 0.143 0.073 0.063 0.312 0.327
Kratz 09 [42] -0.006 0.010 -0.220 -0.267 0.003 -0.013 -0.114 -0.236 -0.083 -0.030 0.067

He 09 [20] -0.035 -0.045 -0.162 -0.180 -0.091 -0.086 -0.041 -0.208 -0.105 -0.054 -0.047
Meng 13 [23] -0.112 -0.003 -0.259 -0.266 -0.139 -0.130 -0.101 -0.223 -0.086 -0.109 -0.089
Tang 14 [24] 0.133 0.054 -0.008 -0.046 0.059 0.067 0.089 -0.051 0.013 0.094 0.123
Fattal 14 [1] -0.019 0.086 -0.021 -0.019 0.063 0.045 0.002 -0.105 0.006 0.005 -0.015
Cai 16 [25] -0.002 0.086 -0.096 -0.118 0.012 0.017 -0.028 -0.070 0.044 0.001 0.023

Berman 16 [26] 0.009 -0.014 -0.051 -0.115 -0.008 -0.013 -0.076 -0.152 -0.059 -0.041 -0.021

Table 6: The mean absolute difference of final dehazing results On fattal’s dataset [1]. The three smallest values are highlighted.
Methods Church Couch Flower1 Flower2 Lawn1 Lawn2 Mansion Moebius Reindeer Road1 Road2

Tan 08 [8] 0.109 0.139 0.098 0.134 0.146 0.146 0.154 0.131 0.150 0.111 0.139
Fattal 08 [19] 0.158 0.055 0.028 0.022 0.116 0.123 0.071 0.039 0.034 0.135 0.165
Kratz 09 [42] 0.099 0.060 0.155 0.161 0.055 0.059 0.085 0.155 0.083 0.073 0.088

He 09 [20] 0.036 0.038 0.078 0.080 0.056 0.057 0.034 0.121 0.061 0.051 0.052
Tarel 09 [7] 0.173 0.112 0.130 0.120 0.146 0.161 0.113 0.143 0.179 0.148 0.176

Ancuti 13 [22] 0.188 0.078 0.276 0.219 0.128 0.144 0.109 0.189 0.145 0.135 0.142
Meng 13 [23] 0.052 0.060 0.114 0.106 0.055 0.055 0.048 0.096 0.065 0.052 0.054
Tang 14 [24] 0.087 0.048 0.017 0.019 0.072 0.078 0.053 0.031 0.053 0.088 0.106
Fattal 14 [1] 0.025 0.053 0.019 0.015 0.035 0.033 0.022 0.076 0.034 0.033 0.038
Cai 16 [25] 0.042 0.069 0.045 0.049 0.061 0.0652 0.040 0.043 0.053 0.057 0.065

Berman 16 [26] 0.032 0.031 0.022 0.045 0.026 0.031 0.049 0.081 0.045 0.040 0.042
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Input Tarel 09 Ancuti 13 Tan 08 Fattal 08 Kratz 09

Tang 14 He 09 Cai 16 Meng 13 Fattal 14 Berman 16

1

Figure 4: Final haze removal results on the church case.

2

Fig. 1. The average performance of different dehazing methods on Fattal’s dataset [?].Figure 5: The average performance of different dehazing methods on Fattal’s dataset [1].

Transmission Map Evaluation Table 4 lists the mean680

absolute difference (MAD) of the estimated transmis-
sions (excluding sky regions) of each method to the
ground truth transmission. Note that two methods,
Tarel 09 [7] and Ancuti 13 [22], are not included, as
Tarel 09 [7] directly estimated airlight A in Eq. (14)685

and Ancuti 13 [22] does not require the transmission
estimation. The three smallest errors for each image
are highlighted. We can see no single method can be
outstanding for all cases. The recent methods Fattal
14 [1] and Berman 16 [26] can obtain more accurate690

estimation of the transmission for most cases. The early
work of Tan 08 [8] gives less precise estimation. An-
other early work, Fattal 08 [19], is not stable and it ob-
tains accurate estimation in a few cases (e.g., flower2,
reindeer) while it obtains the largest error in some other695

cases (e.g., church, road1).

We plot the average MAD over all 11 cases in Fig-
ure 5. It is noticed that in general, the latest meth-
ods perform better in the transmission estimation. The
methods of Fattal 14 [1] and Berman 16 [26] rank at700

the top, while the two learning-based methods, Tang
14 [24] and Cai 16 [25], are in the second place. How-
ever, we noticed in our experiments that the learning-
based methods heavily rely on the white balance step

with correct atmospheric light color. Once there are705

small errors in atmospheric light color estimation, their
performance drops quickly. This indicates the learned
models are actually overfilled to the case of white bal-
anced haze images as in the training process it al-
ways assumes pure white atmosphere light color. He710

09 [20]’s results also are at a decent rank place. This
demonstrates that dark channel prior is an effective prior
in the transmission estimation.

We further test the mean signed difference (MSD) on
the transmission estimation results (excluding sky re-715

gions) as MSD = 1
N

∑
i(t̃i − ti), where i is the pixel in-

dex, N is the total number of pixels, t̃ is the estimated
transmission, and t is the ground truth transmission. By
doing so, we can test whether a method overestimates
(positive signed difference) or underestimates (negative720

signed difference) the transmission, which cannot be re-
vealed using the previous MAD metrics. The MSDs are
listed in Table 5 and the average MSDs are plotted in
Figure 5. It is observed that Tan 08 [8] mostly underes-
timates the transmission and as a result it obtains over-725

saturated dehaze results. Fattal 08 [19], on the other
hand, likely overestimates the transmission, leading to
a results with haze still presented in the output. The
two methods He 09 [20] and Meng 13 [23] also slightly
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underestimate the transmission due to the fact they es-730

sentially predict the lower bound of transmission.
Dehazing Results Evaluation We evaluate the dehaz-
ing results. The mean absolute difference (MAD) of
each method (excluding sky regions) to the ground truth
clean image is listed in Table 6 and the dehazing re-735

sults on the church case are shown in Figure 4. In Ta-
ble 6, the three smallest errors for each image are high-
lighted. Again, no one method can be outstanding for all
cases. It is observed that non-model-based method An-
cuti 13 [22] obtains the largest error in the recovery. The740

visual qualities of their results are also rather inferior
compared with other methods (as can be seen in Fig-
ure 4). This shows that the image contrast enhancement
operation without the haze image model Eq. (12) can-
not achieve satisfactory results. Among the rest of745

the model-based methods, the latest methods, Meng
13 [23], Tang 14 [24], Fattal 14 [1], Cai 16 [25], and
Berman 16 [26], and also He 09 [20] generally perform
better than early dehazing methods Tan 08 [8], Fattal
08 [19], Tarel 09 [7], and Kratz 09 [42].750

Fattal 14 [1] and Berman 16 [26] are the best two
methods that can provide dehazing results that are the
closest to the ground truth. This quantitative ranking
corresponds well to the overall visual quality for the ex-
ample shown in Figure 4.755

Evaluation with Various Haze Levels
Additionally, we test the performance of each

method for different haze levels. In Fattal’s dataset [1],
he provides a subset of images (lawn1, mansion, rein-
deer, road1) that are synthesized with three different760

haze levels by controlling the scattering coefficient β.
As β increases, denser haze effects will appear. We mea-
sure the transmission estimation error and final dehaz-
ing error using the mean absolute difference, and the
average results over all scenes are plotted in Figure 6.765

It is clearly observed that Fattal 14 [1] stably stands
out in achieving fewer errors in both transmission esti-
mation and final dehazing at different haze levels. Fat-
tal 08 [19] works well only at low haze levels and the
performance drops at medium and high haze levels.770

Looking at the transmission results, we can see Tan
08 [8]’s, He 09 [20]’s, and Meng 13 [23]’s estimation
becomes more accurate when haze level increases. This
demonstrates that the priors of these three methods are
correlated with haze so that these priors can tell more775

information with more haze. The difference is that He
09 [20], and Meng 13 [23] can achieve much smaller
transmission errors than Tan 08 [8], showing the su-
periority of dark channel prior [20] and boundary con-
straint [23] against the local contrast [8] for this task.780

This can be explained by the fact that with heavier haze,

the contribution of the airlight A(x) increases, making
these types of inputs well-suited to the the dark channel
prior and boundary constraint assumptions.

Berman 16 [26] can achieve the least transmission785

estimation error at medium haze levels but the error in-
creases at both low and heavy haze levels. This may
reveal one limitation of Berman 16 [26] that the haze-
lines formed from non-local pixels work well only at
certain haze levels. In near clean (low haze level) or790

heavily hazy scenarios, the haze-lines found may not be
reliable. The two learning methods, Tang 14 [24] and
Cai 16 [25], predict the transmission decently well. For
the final dehaze results, most methods obtain large er-
rors in heavy haze except He 09 [20] and Fattal 14 [1].795

4.2. Evaluation on Our Dataset
Unlike Fattal’s dataset, which is generated using im-

ages with the haze image model Eq. (12), we generate
our dataset using a physically based rendering technique
(PBRT) that uses the Monte Carlo ray tracing in a vol-800

umetric scattering medium [54]. We render five sets of
different scenes under different haze levels of different
types – namely, swamp, house, building, island, villa.
Our scenes are created using freely available 3D mod-
els. All five scenes contain large depth variation from805

a few meters to about 2, 000 meters. We assume a uni-
form haze density in the space and use homogeneous
volumes in our rendering. For each of the five scenes,
we render six images. The first one is rendered with
no participating media and is considered as the ground810

truth. The remaining five images are rendered with in-
creasing haze level—namely by evenly increasing the
absorption coefficient σa and the scattering coefficient
σs. Figure 7 shows two sets of our generated synthetic
data (building, island). As can be seen, the visibility815

of the scene, especially further away objects, decreases
when the haze level increases. The whole dataset will
be available via a project website.

We have evaluated 9 methods on our dataset (Fattal
08 [19]’s and Fattal 14 [1]’s results are not available820

on our dataset). As the test images in our dataset are
rendered with the Monte-Carlo sampling-based ray trac-
ing algorithm, we cannot obtain the transmission map
explicitly. Therefore, we quantify the visibility enhan-
cement outputs by comparing them with their respective825

ground truths. The quantitative measurement is done by
using the structural similarity index (SSIM) [55]. While
MAD directly measures the closeness of the pixel value
to the ground truth, SSIM is more consistent with hu-
man visual perception, especially in the cases of de-830

hazing for denser haze levels (haze level beyond 3 in
our dataset). SSIM is a popular choice to compute the
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Fig. 1. Comparisons of the results for different haze levels.
Figure 6: Comparisons of the results for different haze levels.

1

Figure 7: Samples of our synthetic data with increasing haze levels.

structure similarity of two images in image restoration.
Unlike MAD, a higher value in SSIM indicates a better
match as it is a similarity measurement.835

Figure 8 shows the performance of each method in
terms of SSIM. It is observed that again the latest meth-
ods Tang 14 [24], Cai 16 [25], and Berman 16 [26]
generally performed better than others. He 09 [20] also
performs very well, especially in heavier haze levels.840

This is consistent with our experiment in Section 4.1.

4.3. Qualitative Results on Real Images

We also list three qualitative examples of the dehaz-
ing results on real hazy images by different methods
in Figure 9 (more visual comparisons can be found in845

the previous dehazing paper–e.g., [1, 26]). The visual
comparison here confirms our findings in the previous
benchmarking that Fattal 14 [1] and Berman 16 [26]
are the best two methods that can consistently pro-
vide excellent dehazing results. Some early methods,850

like Kratz 09 [42], Tarel 09 [7], and Ancuti 13 [22]
exhibit noticeable limitations in the dehazing results
(e.g., oversaturation, boundary artifacts, color shift). He
09 [20] and Meng 13 [23] also perform well and obtain
similar results as they essentially both predict the lower855

bound of the transmission. The learning-based methods
Tang 14 [24] and Cai 16 [25] produce appealing results

but tend to leave a noticeable amount of haze in the im-
age.

5. Summary and Discussion860

Summary This paper has provided a thorough sur-
vey of major methods of visibility enhancement in
hazy/foggy scenes. Various modalities, such as mul-
tiple images, known approximated depth, stereo, and
polarizing filters, have been introduced to tackle the865

problem. Special emphasis was placed on single-image
methods where significant image cues have been ex-
plored to enhance visibility, such as local contrast [8],
shading-transmission decomposition [19], dark channel
prior [20], and line intersection [1]. The tenet of all870

the methods is to use scene cues to estimate light trans-
mission and to unveil scene reflection based on the es-
timated transmission. Furthermore, there are two prin-
cipal properties of the transmission estimation: the esti-
mation of the atmospheric light (both its color and inten-875

sity) and the smoothness constraint of the transmission.
We have also conducted the first quantitative bench-

mark for most representative single-image dehazing
methods. Our primary finding from the benchmark is
that recent works [1],[26] generally perform better in the880

dehazing. Machine learning based methods [24, 25] can
also get decent results, but their performance is likely to
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be affected by the white balancing step. Therefore we
still recommend the prior-based methods [1],[26] over
the learning-based methods [24, 25] in practical use for885

robustness. We also found that the popular dark channel
prior [20] is an effective prior in dehazing, especially for
denser haze levels.

For the dataset used in the benchmark, we picked a
dataset from Fattal [1] and also our newly introduced890

synthetic dataset, which provides ground truth images
and haze images with different haze levels. We hope the
community can benefit from our dataset by being able
to assess new methods more objectively.
Discussion When fog is considerably thick, the prob-895

lem of visibility enhancement becomes harder. This is
because scene reflection is “buried” further underneath
the airlight (A) and transmission (t). Considering the
scattering model in Eq. (12), when the scattering coef-
ficient β is large–that is, in a thick fog scene–the trans-900

mission (t = e−βd) is small. Consequently, the airlight
(A = (1 − t)L∞) is dominated by the atmospheric light,
L∞, and thus the veiling component takes up a greater
portion in the image intensity. Also, since the transmis-
sion is small, the contribution of scene reflection in the905

image intensity becomes reduced significantly, due to
the multiplication of R with a fractionally small value
of t. The combined airlight and transmission compo-
nents hide the underlying scene reflection information
in the image intensities.910

Based on this, some questions might arise: how do
we know whether the information of scene reflection is
too minuscule to be recovered? How thick is the fog that
we cannot extract the scene reflection any longer? An-
swering such questions is important theoretically, since915

then we can know the limit of visibility enhancement in
bad weather. Furthermore, in thick foggy scenes, due
to absorption and scattering to directions other than the
line of sight, image blur will be present more promi-
nently and it is not modeled in the current model.920

Another issue to note is the application of various

onboard camera photo-finishing routines, such as tone-
mapping and color manipulation. Although many meth-
ods do not explicitly mention the assumption of linear-
ity between the flux of incoming light and the pixel in-925

tensity values, based on the scattering model (Eq. (12)),
there is an assumption that the image is acting as a linear
light-measuring device. While for the purpose of visi-
bility enhancement this might not be an issue, for physi-
cally correct scene reflection recovery, the non-linearity930

of real camera outputs can be a significant issue that
needs to be carefully considered.

One interesting finding in our benchmark is that the
performance of the recent learning based-methods [24,
25] is just comparable to the prior-based methods935

like [20, 23, 26]. These learning-based methods es-
sentially learn low-level haze related features. Whether
we can do visibility recovery better using the latest ma-
chine learning techniques, like deep neural networks, is
a possible direction to explore. By doing so, the model940

can incorporate the semantic information in the dehaz-
ing process, which may help reduce some ambiguities
in dehaze (e.g., whether a white patch is on a white
wall nearby or an object far away in haze). However,
as mentioned in Section 1, the haze effect may impair945

the performance of the vision system that targets high-
level tasks. Therefore how to jointly remove haze and
estimate high-level information needs careful thought.

Our synthetic dataset is still limited in size. Mod-
elling and rendering a large set of data using physics-950

based rendering takes a great deal of time and effort.
However, continued efforts in producing a larger dataset
would be of continued benefit for future work.
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