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ABSTRACT

In the present work swarm methods were applied to measure electron 

transport coefficients with the aim of gaining further information about 

some low energy electron scattering cross sections of topical interest. 

These data were used either to derive the cross sections or to determine 

the compatibility of scattering cross section data, experimental or

theoretical, with them.

Each case was investigated using the most appropriate swarm technique. 

Sometimes measurements were made in the pure gas (CO and D2), but more

often mixture techniques were applied (to study H2O, SF5, Ci^Br, H2» Ar). 

The work with gas mixtures prompted studies of negative differential 

conductivity and the application of Blanc’s Law.

Experimental results derived in this work include: diffusion

coefficients for thermal electrons in H2O and Ct^Br; attachment 

coefficients for thermal electrons in SF5 and CHgBr at different 

temperatures; drift velocities in CO, D2 and in Ar-H2 and He-H2 mixtures; 

and finally the values of D-p/y for CO and D2. On the basis of these and 

other available data some low energy elastic and/or inelastic cross

sections were either derived or discussed for H2O, SF5, CF^Br, H2, D2» CO

and Ar.
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CHAPTER 1: INTRODUCTION

In a recently published review article on the elastic scattering of 

electrons by molecules, the authors (Csanak et al. 1984) stated the 

following: "Secondly, in the electron energy region where the results

obtained by the two different methods (i.e. beam and swarm techniques) can 

be directly compared (.=0.1-5 eV), such a comparison provides invaluable 

insight into the validity of the particular approach used to solve the 

Boltzmann equation". There are several similar statements in recently 

published papers presenting results obtained using beam methods. They all 

show a certain lack of understanding of the principle and of the merits of 

the swarm technique. As a comment on the statement given above it can be 

said that in most cases beam results are not accurate enough to be used to 

test various techniques used to solve the Boltzmann equation. In fact 

quite the opposite is true, swarm results can normally be used quite 

validly, irrespective of the numerical technique applied in the analysis, 

to test various beam and theoretical results.

However, as the accuracy of beam experiments improves and the energy 

range of these experiments is extended downwards the interaction between 

scientists using the two technique increases, and the complementarity of 

the two experimental techniques, supported by theoretical research, has 

been recognized (see, for example, Crompton 1983, 1984a). In recent years 

some of the disagreements between swarm-derived cross sections and other 

data have been resolved (e.g for elastic scattering in H2, He, Ne and Ar) 

and in all the cases known to the author the swarm-derived cross sections 

turned out to be correct.

In the present work a variety of experimental swarm techniques were
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used in order to provide additional swarm data as a basis for deriving low 

energy electron scattering cross sections or, if that were not possible, to 

check the consistency of some other sources of data with accurate transport 

data.

The thesis can be divided into three parts. The first does not involve 

any experimental work and consists of a theoretical introduction and an 

analysis of negative differential conductivity. An attempt has been made 

to present the theoretical introduction as a personal view of the merits 

and the drawbacks of various theoretical/numerical methods used in swarm 

physics and to discuss in as much detail as possible the problems that 

exist in the analysis of swarm experiments. The next chapter on negative 

differential conductivity contains a conceptual description and 

semi-quantitative analysis of one of the most interesting features in 

electron transport, especially in gas mixtures. This is supported by 

results of model calculations which clearly demonstrate the validity of the 

physical picture that has been developed.

In the second part, work is described on measurements of diffusion 

coefficients and attachment rates for thermal electron swarms. First, the 

"Cavalieri Diffusion Experiment" is described and some of its features, 

such as charge compensation in an all-glass cell, are discussed in detail. 

Next, a measurement of the diffusion coefficient for thermal electrons in 

water wapour is described together with an analysis of the data from these 

experiments. Since mixtures of HpO and N2 were used, an examination is 

made of the validity of Blanc’s law as applied to mixtures of gases in 

which the energy dependences of the electron momentum transfer cross 

sections are very different. In the next two chapters measurements of 

electron attachment rates in SF5 and CH^Br at several temperatures are
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presented. A detailed examination of the validity of the results for 

attachment rates obtained from the Cavalieri diffusion experiment is made. 

All these results are used to comment on some features of attachment cross 

sections for these gases.

Finally, non-thermal electron transport data are used to derive or 

check low energy cross sections in hydrogen, deuterium, carbon monoxide and 

argon. Where necessary, additional measurements were made in the pure gas 

(D2f CO) or in some appropriately chosen gas mixtures (H2, Ar).

The common feature in all the work presented in this thesis is the 

existence of some controversy about results either for the transport 

coefficients or for the cross sections. While it cannot be claimed that 

the present results have settled the dispute in every case they at least 

provide or strengthen the swarm standpoint. The philosophy behind the 

present work was, therefore, to apply the swarm techniques best suited to 

help resolve the controversy about the values of the transport data and low 

energy cross sections. Efforts were made to provide a much wider basis for 

the comparison between the swarm and the beam or theoretical results, or to 

provide data that would complement data from other experimental techniques 

or theory (e.g to provide data for normalization).

Since one of the aims of the present work was to make a comparison 

between beam and swarm-derived cross sections an attempt is made to provide 

the reader who is not fully acquainted with the swarm method with a 

discussion of the basic principles of swarm techniques and of the problems 

that occur in the analysis of swarm data. Therefore Chapter 2 contains a 

discussion that may be too detailed for a specialist in swarm physics. For 

the same reason all the other chapters contain a brief review of the 

available data and possible applications, mainly in gas discharge physics.
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The diversity of the problems that were analysed made the project very 

enjoyable and interesting, and increased the benefits to the author. 

Nevertheless this diversity created the problem of coping with a wide 

range, and a large quantity, of material. Therefore some of the accounts 

of the work are necessarily brief, while some minor aspects of it are not 

discussed at all.

Throughout the present work an attempt was made to use SI units as much 

as possible, but some units outside that system were used also such as the 

Townsend (1 Td = 10“-' Vm2; see Huxley et al. 1966) and, occasionally, the 

Torr (1 Torr = 1/7.5 kPa). Standard notation was generally used wherever 

it exists, but notation for some quanitities (such as the cross sections) 

is, for convenience, different in the theoretical introduction.
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CHAPTER 2: THEORETICAL FOUNDATIONS OF ELECTRON SWARM EXPERIMENTS

2.1: Introduction

2.1.1: Outline of the chapter. As mentioned in Chapter 1 it is hoped 

that the present work will also be of interest to an audience outside swarm 

physics, most importantly physicists involved in the theory of electron 

scattering and in electron beam experiments. It is apparent that the 

methods applied in swarm physics are not sufficiently well known, with the 

consequence that problems inherent in swarm experiments and their 

interpretation are sometimes poorly understood or overstated. A rather 

lengthy chapter on the theoretical basis of swarm physics is therefore 

included in the present work together with summary of the principle 

underlying the extraction of cross sections from the experimental data.

The chapter commences with an outline of approximations involved in the 

development of the Boltzmann equation in the form used to analyse the swarm 

data. In the same section the transport coefficients are also defined.

In the next section the multiterm theory of Lin et al_. (1979), which 

was used in the present work, is outlined. This is followed by a 

discussion of the difficulties that are sometimes encountered in its 

application.

In the following section (2.2.2) other multiterm theories are briefly 

outlined with a short description of the numerical methods that are used. 

The methods are compared by means of a table summarizing their 

characteristics.

Another way of relating the macroscopic properties of the swarm to 

collision processes is the method of Monte Carlo simulation. This method
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is described next. It is usually believed that this technique invariably 

produces the correct results, the results being subject only to statistical 

uncertainty. Without wishing to diminish the merits of this technique, 

some problems in its implementation are discussed.

The so called "two-term" theory was the first theory that was developed 

to study electron swarms, and it was, and still is, used in the majority of 

papers published in this field. Nevertheless in the present work this 

theory is presented as a special case of a more general multiterm theory. 

For that reason its presentation follows rather than precedes (as is 

usually the case) the presentation of the multiterm theory.

A detailed exposition is given next of the swarm method for determining 

cross sections. Problems such as lack of uniqueness and the need to use 

highly accurate data are discussed but it should not be inferred from this 

discussion that the swarm technique is unreliable in general. On the 

contrary, if one is aware of its limitations, a correct assessment of the 

uniqueness and accuracy of the derived cross sections can be easily made.

A special branch of swarm theory that is of central importance to the 

interpretation of swarm expriments deals with solutions of the electron 

density continuity equation for geometries and boundary conditions that are 

appropriate to real experiments. The formulae that are derived from these 

solutions enable the experimentally observable quantities to be related to 

the transport coefficients.

Finally an account is given of a recently discovered problem in the 

interpretation of diffusion coefficients. Some calculations were performed 

to investigate a claim that the formula for the diffusion coefficient 

derived from the two-term theory gives incorrect results even when the

electron distribution function is accurately calculated.
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Since a wide range of topics is covered in this chapter it is not 

always possible to give detailed and explicit definitions of some of the 

quantities that are used. Appropriate references are given in such cases. 

For the same reason it was not possible to repeat some equations which 

would have assisted the reader.

2.1.2: Basic equations and definitions. Some excellent reviews of the 

theory of swarms have been published recently and in this chapter only the 

outline and the basic assumptions of the developement of existing swarm 

theories will be given. In doing so the papers of Lin et al. (1979), Kumar 

et al. (1980) and Kumar (198-4) will be mainly followed.

First, the meaning of the term swarm will be defined. It is an

ensemble of charged particles that are moving in a neutral gas, and 

conditions are such that the probability of interaction between the charged 

particles is practically zero. The spatial and the time developement of 

the ensemble are governed by collisions with the gas, the electric field 

and by the vessel that contains the swarm. In addition the gas is not

significantly perturbed from thermal equilibrium by the presence of the

swarm.

This definition has important implications for the form of the 

transport equation that describes the behaviour of such an ensemble of 

particles.

Second, it will be assumed that the motion of the charged particles is 

governed by the laws of classical mechanics. Quantum mechanical effects 

may occur for a period that is short compared to the free time between

collisions, and occur only during the collisions. The number of particles 

is not necessarily conserved, in fact conservation is only possible for
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swarm of electrons drifting and diffusing in an infinite medium under

conditions that do not allow ionizing or attaching collisions to occur. 

This apparently idealized situation is far from being unrealistic since 

many swarm experiments try to simulate it by careful design and choice of 

operating conditions. Even the sampling of the electron swarm can be

achieved without absorbing electrons on the boundary as in Cavalieri's 

electron density sampling technique (see Chapter 3). However any sampling 

of the swarm (except that which depends on measurements of the light 

emission from the gas excited by swarm at high E/N - see Blevin et al. 

1976; 1978a and 1978b) means that it is significantly perturbed, and ceases 

to exist as such.

The dynamics of the system of N particles with 3N degrees of freedom 

can be described by Liouville’s equation (see Liboff 1969 or Resbois and 

Leener 1977). Its solution is a function proportional to the density of 

ensemble points in phase space and can be related to the function

f̂I (£-],... ,q^, Pi ,... ,Pn , t) whose product with d q , .. . , dp̂ j = dpdq represents 

the probability of finding the system in the state (q-|,...,p^). 

Generalized coordinates are denoted by q and the corresponding momentum by 

p while f̂j is known as the N particle distribution function. The ensemble 

average of a dynamical property G of the system is then given by

<G> = / fN G dpdq.

It is possible to renormalize the distribution function to s particles 

using:

F s = Vs / fN d£g + -] , . . . , d qjvj, dp s + , d p^ (2.1)

where V is the volume of a cell in the phase space. Consequently a whole 

hierarchy of equations relating Fs to FS + -|,...,FN is produced (BBGKY -
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equations).

In principle we are not concerned about microscopic properties of an 

ensemble. Most macroscopic properties can be described using a single 

particle distribution function f (Q_1 »P_1 ,t). One form of the differential 

equation for f is known as Boltzmann Equation (BE). It can be derived from 

the BBGKY hierarchy by one of the available techniques (due to Bogoliubov, 

Kirkwood, Grad,...-see Liboff 1969). In doing so it must be assumed that 

correlations between the particles are small in comparison with the kinetic 

part. BE can also be formulated directly in phase space by balancing the 

flux of particles in and out of a small element (see Liboff 1969 or Huxley 

and Crompton 197-4) - so it is a continuity equation in phase space. The 

important difference between BE and the BBGKY-single particle equation is 

that the former is irreversible. Irreversibility was introduced by the so 

called "molecular chaos" assumpton that was used to relate F2 to F-| (or f) 

in order to make an equation closed in f.

The basic form of BE that descibes electron swarms is (Kumar et_ al 

1980):

f 9t + £ !r + £  1c 1 f(r,c,t) = -Jf(r,c,t) (2.2)

where J is the collision operator and from this point on the variables c 

(particle velocity) and r (spatial coordinate) will be used instead of p 

and q. In principle J is a nonlinear function of f, dependent on 

(f 1 ' f ’-f -]f )d£dr where ’ denotes the precollision situation and subscript 1 

refers to the other particle taking part in the collision process.

The definition of the electron (and ion) swarm enables us to linearize 

the collision operator since f-j is taken to be the Maxwellian distribution
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function for the gas particles (at the known gas temperature T). Once 

electron-electron collisions become important this linearity is in 

principle lost, but in that case it is also possible to formulate a 

workable BE by using the Fokker-Planck collision integral (Braglia 1970; 

Gould 1974; Kune 1983). Under conditions relevant to electron swarms, it 

is possible to write the collision operator as (Lin et al. 1979; Kumar et 

al.1980):

J(f) =.1. / [f(c)Fi(C) - f(c')Fj(Cf)]g a(ij;g,fl) dg’dC (2.3)

where i , j denote the internal degrees of freedom of the (molecular)

collision partner, C is the thermal velocity of the molecule (the

background gas is at rest) and F̂  is the corresponding distribution

function

£ i MC2
Fm(C) N kT

= z e ( M ^3/2 
■2irkTJ

2kTe (2.4a)

z = z 1
e-i

kTe (2.4b)

The relative velocity of the collision partners is g, and 0 is the 

scattering angle. The differential elastic and inelastic cross sections 

are o(ii;g,ß)=a(i;g,n) and a(ij;g,fl) respectively; £j_ is the energy of the 

internal level i. From this point on N represents the gas particle number 

density.

Equation (2.3) includes the superelastic collisions j-*i. Cross 

sections for superelastic and inelastic collisions are related by the 

microscopic reversibility relation (for non-degenerate states, or sums over
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degenerate states):

(g’)2 a(ji;g’,n) = g2 a(ij;g,fl) (2.5a)

with

—  mg2 + £j_ = m(g’ )2 + Ej (2.5b)

Apart from the above mentioned property of linearity and the assumption 

that led to irreversibility, there is another set of inherent assumptions. 

Collisions are treated as if their duration is short enough, or interaction 

strong enough, that boundary effects, the influence of external forces, the 

spatial variation of the distribution function and multiple collisions may 

be neglected (Ness 1977). Conditions under which the binary collisions 

approximation is violated will be discussed in more detail later on (see 

Section 12.3.2).

It is desirable to represent the motion of swarms by macroscopic 

transport coefficients. Starting from the initial conditions, or following 

some very fast perturbation, it is possible to follow the short-time 

development of swarms (Kumar 1981). At such early times it is difficult to 

define those coefficients, as they are functions of the spatial coordinates 

and time. Normally these functions decay to coefficients dependent only on 

the field intensity and on the characteristics of the gas (N,T). This 

situation is the so called hydrodynamic regime. In this regime it is 

possible to factorize the distribution function in the following way:

(2.6)

Here f^k^(c) are tensor functions of the rank k and * is a k-fold scalar

product. The distribution function is normalized thus:
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/ f(r,c,t) dr de = / n(r,t) dr (2.7)

/ f (klc) ‘de = 5kO (2.8)

Therefore we are able to split the velocity (energy) and the spatial/time 

dependence. The continuity equation for n(r,t) is:

JR is the reactive part of the collision operator - the part of J that 

describes non-conservative processes.

It should be noted that there is an ever-present possibility that 

hydrodynamic conditions are not reached even in a steady state situation. 

In that case the coefficients are not easily defined and experiments 

produce results that are dependent on the geometry of the apparatus . Such 

situations are encountered when diffusion or attachment cooling occur 

(Rhymes and Crompton 1975; Leemon and Kumar 1975; Robson 1976b; Hegerberg 

and Crompton 1983; Skullerud 1983). Experiments that fail to simulate an 

infinite volume are usually prone to such effects. Under these conditions 

the influence of the boundaries is felt deep inside the apparatus and it

(2.9)

where w(k) are tensorial transport coefficients that can be determined

from (Kumar et al. 1980; Kumar 198-4)

(0) (2.10a)

(k) (2.10b)0J

becomes critical to define the boundary conditions carefully in order to be
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able to model the experiment.

Precise analysis of electron transport phenomena that occur close to 

absorbing boundaries is one of the most challenging tasks faced by electron 

transport theorists. Results of a limited number of either analytical 

(Robson 1981; McMahon 1983c) or numerical solutions (Hall and Lowke 1975; 

Lowke et al. 1977, see also Chantry 1982a) supported by Monte Carlo 

simulations (Braglia and Lowke 1979) indicate that all the transport 

coefficients deviate significantly from the spatially independent values. 

It appears that the mean distance for momentum transfer D/v^p describes 

very well the thickness of the transition region close to the boundary. A 

novel approach to the treatment of the boundary effects was suggested by 

Kumar (1984). It is to treat the boundary as an additional, localized,

term in the collision operator. Thus the need to specify the higher order 

boundary conditions (higher order derivatives) is avoided.

2.2: Methods for solving Boltzmann Equation

The basic requirements for the theory of swarm experiments will now be 

listed together with some procedures that have been developed to satisfy 

those needs.

a) First, it is necessary to develop theory that links the macroscopic, 

transport coefficients to the microscopic events that is, collisions and 

their cross sections.

b) Coefficients should be well defined and it should be possible to 

calculate them to a very high accuracy (desirably better than ±0.1$).

c) The procedures for doing so should be reasonably fast because they

have to be repeated many times during the process of adjustment of the
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cross sections to fit the experimental data.

d) The theory must also link the experimental observables to the 

transport coefficients. These observables include: the frequency

dependence of the current transmitted through the shutters of a drift tube 

(see Chapter 8), the ratios of currents falling on the segments of the 

divided anode of a Townsend-Huxley experiment (see Chapter 8), the time 

dependence of the current of a pulsed discharge, the ratios of light 

intensities emitted from the Cavalieri's diffusion experiment (see 

Chapter 4), ... .

2.2.1: Lin, Robson and Mason's theory. The first step in the analysis 

is to expand the distribution function into a series of spherical harmonics 

(Lin et al. 1979):

°° i +
f(r,c,t) = Z Z f. (r,c,t) Y. (c/c) (2.11a)— — „ ~ n x,m— x<m —2,=0 m=-&

where

Y (c/c) = pjm l(cos9) eim<̂  , (2.11b)
x ,m  —  x,

0 and <}) are the polar angles, and + denotes a complex conjugate. f£m

depend only on the magnitude of c. The expansion (2.11) can be applied to 

any function of £, in particular also to the function f^k^(£). An

important property of the collisional operators used in swarm physics is 

their rotational invariance. It has the effect that J(f(c)Yj<rn) 

YS,mJ$,(f (c)) so t’nat the collision operator is "transparent" to Y£m and

therefore:
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00 56
J(f(c)) = Z E Y (c/c) J.(f(c)) (2.12)— „ A „ 56m — 5656=0 m=-$6

where is' the projection of J onto Y^m . This procedure plus the

orthogonality of the spherical harmonics enables one to perform the 

expansion (2.11) on the left hand side of BE (Equation 2.2) and, by 

equating the factors that are multiplying the harmonics, to determine the 

equations for various coefficients of the expansion, that is, the functions 

^S6m •

The transport of electrons through gases is a special case of a more 

general problem, that is, of the transport of charged particles of an 

arbitrary mass (ions). In many ways the introduction of the small mass 

ratio m/M (< 1/1836) simplifies the situation, but on the other hand it is 

easier for electrons to reach higher energies for the same value of E/N and 

then numerous inelastic channels (both conservative and not) become 

accessible.

Difficulties encountered in the theory of ionic transport led to much 

faster development of "exact" solutions of BE. Especially succesful was 

the multi-temperature moment method developed on the basis of the work of 

numerous authors (see Kumar et_ aî . 1980; Weinert 1982; and Skullerud 1984 

for general ideas and references). Lin, Robson and Mason (LRM) have 

succesfully modified this approach to suit electron transport. Their 

theory will be presented in greater detail than the other theories, since 

their method has been used in all the "multi term" calculations presented 

in this work.

First, the distribution function is expanded in a series of spherical 

harmonics (2.11). The next step is to expand f i n t o  a series of Sonine 

polynomials S (see Chapman and Cowling I960 for details of Sonine
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polynomials):

G m (0) n g(0) * » (r) I (r) . 2\
(w) i h  C m  w st+1/2(wZ) (2.13)

where

g^°|w) = ( 2nkTb (2.14)

is the Gaussian weight function (for a more detailed and general discussion 

see Kumar et al. 1980; Weinert 1982; and Skullerud 1984), and

w - f---2--- 1k 2irkTb J
1/2c (2.15)

Tb is a parameter with the dimension of temperature, but in general Tb*T (T 

is the gas temperature). Choosing Tb=T would be adequate for the "low 

field - low gradient" situation (Kumar 1984).

Combining the previous expansions we get:

f (c)
(0)

= n g (w)
oo oo i (r)
Z Z Z f

r=0 1=0 m=-l

(r) +
(w) Urn - (2.16)

where l,£m r̂ ^(w) = w^ /2 ^  (w2 ) Y^m (w/w) is a tensor function (see Lin 

et al. 1979). Coefficients of the expansion f ^ ^ )  can be found using the 

orthogonality of (LRM). We shall proceed by substituting (2.16) into 

(2.2), multiplying the result by anci integrating over all cfs. 

After some algebraic manipulations an infinite set of moment equations may 

be obtained (for detailed exposition and definitions see LRM):

(<i »to5» - <i><,,ta)>) - ln(n) - I

(r )- N Z arsU )  < Y ^ ;> (2.17)
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where

Ns £ 5, = ^
N A rs Nr 2, r£

, Z <2,rs I Xyv> UA Xyv ' yv (2

3/2= 2ttj r!
r Ä, r(r + 2,+3/2) (2 .

-(ej/kT)
y v Z V (j) + . L [ M (jk) yv jCkL yv

w -(e - e . )/kT .♦ ;r e k J VA (kj)]}W . yvJ
(2

Z w . e J J
-e./kT J (2

(where wj is the statistical weight of the level j).

Matrix elements in equation (2.20) are separated into elastic:

„ X  r 2 k T b .1/2 M X f°° -x X + 1 0(y) f s c(v) , .V (j )  =  I - - J N e x S /0(x) S. /0(x)yv v m J yv J X + 1/2 X + 1/2

*[ oo(j;kTbx) - GX(j;kTbx) ] dx (2

inelastic:

v (jk) = (— — ) yv m
2kTlM / 2  „X r XkJ X/2+1 c(v)

yv J xkj X + 1/2 (xkj )

[ ö0(jk;kTbxkj) xkj/2 (Xkj)

Gx(J k; kTbxkj ) xX/2 S ^ ] /2(x) ] dx (2

.18)

19)

.20)

.21)

.22)

.23)
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and s u p e r e l a s t i c  p a r t s :

V* (Kj) .  h V 2 NX [
yv m uv J

"X A/2 (v)  ( \
e XKJ X 5 + 1  / 2 X

[ o0( j k ; k T bxk j ) x X/2 S ^ j / 2 (x)

ax ( j k ; k T bxkj )  x Xf  S ^ j / 2 (xk J ) ] dx ( 2 . 2 ^ )

where

= r _______ u! v!_______ _ 'j 1/2
yv 1 r (y+A+3/2)  r (v+A+3/2)  J

x = e/kTt) , x^j = x + (e^ -  £ j ) /kT ^

(2 .25)

(2 .26)

and

a ̂  (j  k ; e ) = 2tt £ir P^(cose)  o ( j k ; e , 0 )  s in e  d0 . (2 .27 )

Here a ( j k ; e , 0 )  i s  the  energy dependent  d i f f e r e n t i a l  s c a t t e r i n g  c ro s s  

s e c t i o n ,  and 0 i s  the  s c a t t e r i n g  a n g le .

At t h i s  p o in t  the  t o t a l  (apO and the  momentum t r a n s f e r  (om) c ro s s  

s e c t i o n s  w i l l  be de f ine d :

ÖT = a0 5 °m = °0 "  a1 • (2 .28 )

The formulae  r e l a t i n g  t h e  energy dependent  d i f f e r e n t i a l  c ro s s  s e c t i o n  and 

am and o-p a re  o b ta in e d  as f o l l o w s .  F i r s t ,  t h e  angu la r  dependence of 

a (j k ; e ,0) i s  s e p a r a t e d  from i t s  energy dependence us ing

a ( j  k ; e , 0 )  = a ( j  k ; e )  1 ( 0 ) (2 .29 )
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with

I(0) - Jo ait h(c0S6) (2.30)

From (2.27) we then obtain:

ö'p (j k; e) = 4 tt a0 o(jk;e) (2.31)

and

om (jk;e) = 4it (a0 - a-j/3) a(jk;e) . (2.32)

The expression for the coefficients <&rs|luv> in (2.18) is quite 

complicated (Lin et al. 1979) and it is unnecessary to present it here. 

However, for electrons (low mass ratio m/M) these coefficients can be 

simplified; for example (see Lin et al. 1979), for a gas in which there are 

only elastic collisions in the relevent energy range, equations (2.18) and 

(2.20) can be simplified to give:

where 0(m/M) is a term approximately m/M times smaller than the other term 

on the right hand side of (2.33). It should be noted that in all the 

equations above the effective mass Ueff was replaced by the mass of the 

electron m, which is a very good approximation throughout.

Terms Vuvx(j ) represent elastic, Vyx/(jk) inelastic, and Vuvx(kj) 

superelastic collisions. The same notation for indices jk is used for 

cross sections.

Once all the matrix elements Jrs  ̂ are calculated one can proceed to 

solve the set of equations (2.17). However in order to produce a set that

J Z = V 1 + 0(m/M)rs rs (2.33)
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can be so lved  n u m e r i c a l ly  some a d d i t i o n a l  assumpt ions  a re  implemented 

(LRM). The most im por tan t  i s  t h a t  th e  s p a t i a l  g r a d i e n t s  a r e  smal l  and 

t h e r e f o r e  t h a t  the  moment e q u a t io n s  can be l i n e a r i z e d  in  Vn. Thus one 

produces  a s e t  of e q u a t io n s  f o r  the  s p a t i a l l y  homogeneous moments 

<Tq(r )>(0) , and two s e t s  f o r  the  s p a t i a l l y  inhomogeneous moments, one,  

<^1 ( r ) > ( z ) ,  p a r a l l e l  to  th e  f i e l d  and the  o t h e r ,  p e r p e n d i c u l a r

t o  i t ,  where p2=x2+y2 .

The d r i f t  v e l o c i t y  and th e  d i f f u s i o n  c o e f f i c i e n t s  a re  r e l a t e d  to  

a p p r o p r i a t e  moments (see  LRM f o r  f u l l  d e f i n i t i o n s )  thus :

v ,  = ( ^ ) 1 / 2 <.,(0) >(0)dr 1 (2 .33)

»L ■ I 3 s H  ^  ) '" < • !“  >“ (2 .34)

Dt  -  ( ^  ^  ) ’ / 2 < ¥ ( 0)  > ( p) (2 .35 )

The procedure  f o r  s o l v in g  the  moment e q u a t io n s  i s  not  t r i v i a l ,  bu t  i t  

w i l l  not  be d i s c u s s e d  h e re  s i n c e  i t  does not  p rov ide  any f u r t h e r  p h y s ic a l  

i n s i g h t  i n t o  the  method.  We simply  no te  t h a t  an i n f i n i t e  s e t  of  e q u a t io n s  

i s  n e c e s s a r i l y  t r u n c a t e d .  Typica l  va lues  f o r  the  maximum number of the  

Legandre polynomials  used a re  between 2 and 6, and f o r  th e  Sonine 

polynomials  between 20 and 32. The convergence with  r e s p e c t  t o  th e  Sonine 

polynomials  i s  very slow. I t  has been e s t a b l i s h e d  t h a t  i t  i s  s t r o n g l y  

dependent  on th e  cho ice  of  Tp.

In some cases  (Ness 1984a) even the  f i n a l  r e s u l t  becomes dependent  on 

th e  cho ice  of T^. Ness showed t h a t  t h i s  anomaly i s  r e l a t e d  t o  th e  cho ice  

of  the  method of i n t e g r a t i o n  f o r  the  m a t r ix  e l em en t s .  The form of th e s e
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integrals suggests that the so called "Gauss" integration technique should 

be applied. However, Ness (1984a) showed that for rapidly varying cross 

sections, this method is inadequate and leads to the anomalous dependence 

of the final results on . In such a situation it is necessary to use a 

much more time consuming Simpson integration or some other algorithm. The 

speed of calculation in this case critically depends on the number of 

points that are used, but so does the accuracy of the integration and 

consequently of the final results. Typically, the number of points for the 

Simpson integration has to lie between 300 and 5000.

An alternative method for solving the problem of obtaining adequate 

accuracy for the numerical integration of the matrix elements when the 

cross sections are varying rapidly with the energy can be suggested along 

the following, rather pragmatic, lines. Normally in analyses of this kind 

the cross sections are tabulated at a certain number of energies typically 

10 to 60. Values of the cross section at intermediatte energies are 

obtained by interpolation using some low order polynomial (linear or 

cubic). Therefore the transport coefficients are not being calculated for 

the real cross section but for a model cross section that corresponds to 

the real cross section only at tabulated points. The adequacy of such a 

representation is questionable in some cases (seeSection 12.4.2) but 

normally presents no problem. It would be useful for practical purposes to 

have analytical solutions for integrals in equations (2.22-2.24), bounded 

between arbitrary limits ea and ê, and for some simple form of the energy 

dependence of the cross section. In principle the time necessary for 

calculation at each ea and point need not be longer than for the 

integrand in (2.22-2.24) for the Simpson integration. On the other hand 

the number of points i.e. calculations, would be reduced by a factor of 5
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to 10, and an "exact” value of the integral would be obtained. Ness 

(1984b) has shown that the implementation this procedure is possible by 

deriving analytical expressions for the matrix elements for some simple 

forms of the momentum transfer cross section both from 0 to “ and from ea 

to ££,. One should note that in situations where the Gauss integration is 

sufficiently accurate, it is advisable to retain it since it is much faster 

than the Simpson integration. Also the problems mentioned above are often 

related to the momentum transfer cross section and not to the inelastic 

cross sections. Therefore it is possible to limit the application of the 

Simpson integration to am only.

The LRM (or moment) method is easier to implement than most other 

methods and appears to be one of the fastest. However it has some 

disadvantages. Apart from the above mentioned difficulty in achieving a 

sufficient numerical accuracy for cross sections that are strongly energy 

dependent, and sometimes the necessity to invert large matrices, an 

additional problem encountered with the moment method is the representation 

of the high energy tail by a single temperature (T^) parameter. This may 

prove inadequate for calculations of the rate coefficients for processes 

with thresholds much higher than the average electron energy (McMahon 

1983a). Also it has been frequently suggested that it is very difficult to 

obtain accurate electron energy distribution functions (EDF) using this 

method (e.g. see comments in Braglia 1980). This is not strictly speaking 

correct since the EDF can be represented accurately once a sufficient 

number of moments is known. For instance the isotropic EDF is (Ness

1984b):

f (e) 0 (XTb)-3/2 -xe Zs=0
s! (s) (s)

r(s+3/2) si/2(x) ^ 0 >
(0)

(2.35)
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with

/" e1/2 fQ(e) de = 1 . (2.36)

It is, however, true that the EDF is not calculated during the calculation 

of the transport coefficients and one has to make an additional effort to 

obtain it. In a similar way one may obtain the excitation rate 

coefficients (Ness 198Mb):

v (jk)‘ exc J
(2kTn) 1/2 °° s!__

s=0 r(s+3/2) Vs0(jk) <H0S) >(0) * (2*37)

Finally one should add that some alternative forms of the weight 

function could be implemented in a situation where a cross section 

decreases rapidly. Skullerud (1984) has suggested one form and shown that 

it improves the convergence properties of the moment method as applied to 

ions. A Gaussian weight function performs much better as the mass ratio 

decreases, but nevertheless one could perhaps still benefit from some 

alternative choice designed to suit the special situations sometimes 

encountered in electron transport.

2.2.2: Multi term theories - "exact" solutions of Boltzmann

equation. BE for electrons is a partial integro-differential equation. 

The integral part - the collision operator - is rather complicated and 

contains terms for at least three types of collisions that are treated in 

quite a different manner (i.e, elastic, conservative inelastic and 

superelastic, and nonconservative collisions). This section contains an 

attempt to make a rather brief comparison of the mathods that are used to 

overcome the difficulty resulting from the complexity of the collision

operator. The term "exact" means that the method should make it possible,



37

given sufficient resources, to produce a solution of an arbitrary accuracy. 

Methods that have inherent limitations will be discussed in the following 

section, since they can be treated as special cases of the more general 

theories.

During the 1960s it became evident that, even when the two term theory 

is used, it is necessary to include effects of spatial gradients (Parker 

and Lowke 1969; see also Penetrante and Bardsley 1984). Expansion (2.6) is 

usually developed to the second (linear) term and therefore using 

cylindrical symmetry one is left with three coefficients (EDFs), one for 

the spatially homogeneous part f(0) and two for the linear terms in V, one 

in direction of the field f(z) and the other perpendicular to the field 

f(p). This procedure is usually called gradient expansion. An equivalent 

approach is to apply Fourier transformation, the Fourier coefficients being 

energy and time dependent distribution functions.

Having made this step one is left with a set of partial-integro- 

differential equations that have one less variable (r). In principle it is 

possible to treat the initial form of BE without expanding the EDF in 

series with respect to the gradients - i.e. to perform iterations with 

respect to the spatial variables.

The next step to be considered is how to represent anisotropy. Usually 

spherical harmonics are employed to achieve a representation of the 

non-isotropic EDF. The consequences of the truncation of the series (2.11) 

after the second term (the so called "two term" approximation TTT) has been 

one of the major issues of the theory of electron swarms in the past few 

decades. If one takes only two Legendre polynomials, the theoretical 

description becomes relatively simple since it is possible to transform BE 

into a set of two ordinary differential equations for the two coefficients
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fß and f-j of the expansion (Huxley and Crompton 1974). However, for some 

real and model gases this is inadequate and even for those examples when 

one expects the two term theory to be adequate it is useful to have some 

guidance about the magnitude of the higher order terms. This can be 

achieved either by using more than two terms (in the Legendre polynomial 

expansion) or by iterating with respect to the angular variable.

Once one solves the problems related to the representation of the 

spatial gradients and the angular dependence one is left with the most 

important step - the representation of the velocity (energy) dependence. 

Up to this point the collision operator played only a limited role (see 

equation 2.12) but now it becomes the dominant source of difficulties. 

There are two approaches to solving the BE with respect to velocity 

(energy).

The first is the iterative technique applied to the integro- 

differential equation. Alternatively it is possible to transform BE to a 

purely integral equation (Braglia 1980) and then to perform the iteration.

The other approach is to expand the EDF in a series of some specially 

chosen functions (polynomials). One example of such a procedure is given 

in (2.13). It is not necessary for these functions to form an orthogonal 

set. When the expansion is substituted into BE a set of linear algebraic 

equations is produced, and a matrix inversion is necessary to construct the 

solution. In some situations the matrices to be inverted become large and 

excessive computer time is necessary for the inversion.

Electron distribution functions are normally the first results of 

calculations. They are then related to the observable macroscopic 

quantities through relations such as (2.10). It is, however, possible to

formulate the procedure in such a way that moments of the EDF are directly
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calculated. These moments can be directly related to the transport 

coefficients without the derivation of EDF as in the work of LRM.

Following some attempts to improve the two term theory (TTT) by adding 

one additional term or refining some other aspects of the theory (see 

Baraff and Buchbaum 1963; Parker and Lowke 1969), the first "exact” theory 

was developed by Kleban and Davis (1977; 1978; see also Kleban et_ al.

1980). Their approach is based on a technique originally devised for 

electron transport in semiconductors (Rees 1969). Initially gradient 

expansion is applied and then integral equations for the EDFs are derived. 

Iteration is perfomed for both the velocity and the angular distributions 

(the components of the velocity cz and cp are actually used to perform the 

iteration). Kleban and Davis applied their theory with limited success to 

analyse CH4 and some other molecular gases but the accuracy of their 

results was challenged by other methods, (Lin e_t al. 1979; Braglia 1981 b). 

Their procedure was never really verified although some attempts to 

vindicate the basic ideas behind the iterative approach were published 

(Kleban et al. 1980; Skullerud and Kuhn 1983) and it is now established 

that the inaccuracy of some of their results was caused by inadequate 

normalization rather than the failure of the whole procedure.

Along similar lines and independently at the same time Tagashira and 

coworkers developed another "exact" method (Kitamori e_t al. 1978; Tagashira 

et al. 1978; Kitamori et al. 1980). Their work was aimed at relatively

large E/N values where ionization losses become very important and 

definitions of the transport coefficients become dependent on the 

experimental technique adopted. The first step in their analysis is to 

apply a Fourier expansion. Then the whole BE is expanded using finite 

differences for c, 6 and t without employing the factorization given by
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(2.6), and thus the time development of transport coefficients can be 

followed. Even though their work was aimed at high E/N it is, of course, 

applicable throughout the entire E/N range.

Historically the method of Lin, Robson and Mason (1979) came next, but 

it should be pointed out again that all these methods were developed 

independently and concurrently. The LRM theory has already been discussed 

in detail, and we shall just summarize it here. Spatial gradients are 

represented by gradient expansion and anisotropy of the EDF by Legandre 

polynomials. The distribution function is expanded using Sonine 

polynomials with a Gaussian weight function and the set of linear equations 

is solved to produce a set of moments of the EDF.

Methods developed by Pitchford and coworkers (Pitchford et al. 1981; 

Pitchford and Phelps 1982; Pitchford 1983) appears to be the most logical 

extension of approximate methods. A gradient expansion is applied first 

and then a Legendre polynomials expansion. A series of integro- 

differential equations is developed coupling the jth coefficient of the 

Legendre polynomial expansion to coefficients j+1 and j-1. The EDF is then 

expanded into a series of cubic B splines and again a set of linear 

equations for the coefficients of the expansion is produced. This 

technique for solving partial differential equations is known as Galerkin's 

method (Schryer 1976). It is worth noting that cubic B splines are not a 

set of orthogonal polynomials (see Kumar 1984).

Segur and his coworkers (Segur et al. 1983a and 1984) have developed a 

new method that is particularly well suited to the analysis of effects of 

ionization and attachment. It is also relatively fast and can be 

implemented on a small computer (even a minicomputer). Using a gradient

expansion they were able to derive integro-differential equations that
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co r respond  to  SST, PT and TOF c o n d i t i o n s  ( s t e a d y - s t a t e  Townsend, pu lsed  

Townsend and t ime of f l i g h t  r e s p e c t i v e l y ;  f o r  f u r t h e r  e x p l a n a t i o n s  see  

T a g a s h i r a  1981; Blevin  and F l e t c h e r  1984). (As i t  t u rn e d  out  a l l  t h e s e  

e q u a t io n s  have the  same g en e ra l  form, which i s  s i m i l a r  to  t h a t  of some 

e q u a t io n s  of neu t ron  and r a d i a t i o n  t r a n s p o r t ) .  They then apply  f i n i t e  

d i f f e r e n c e  methods taken  from o th e r  f i e l d s  of  k i n e t i c  t h e o ry  and d e r iv e  th e  

d i s t r i b u t i o n  f u n c t i o n .

The method developed by McMahon (1983a; 1983b) i s  s i m i l a r  to  t h a t  of

Kleban and Dav is .  However, the  s t a r t i n g  p o in t  of h i s  a n a l y s i s  i s  a 

m od i f ied  BE t h a t  has an a d d i t i o n a l  term

s ( f ( r , v , t , s )  -  g ( r , v , t , s )  ( . (2 .38)

There i s  an e x t r a  v a r i a b l e  s in  th e  EDF w hile  g i s  an a d d i t i o n a l  f u n c t i o n .  

Both s and g a re  chosen in  such a way as to  improve th e  accuracy  and the  

speed  of convergence of the  i t e r a t i v e  procedure  but  so t h a t  the  c a l c u l a t e d  

t r a n s p o r t  c o e f f i c i e n t s  and the  EDF a re  not  a f f e c t e d .  S o lu t io n  of th e  

m od i f ied  BE i s  ach ieved  by the  a p p l i c a t i o n  of f i n i t e  d i f f e r e n c e s  to  the  

energy  v a r i a b l e .  The cho ice  of t h i s  numerica l  procedure  was j u s t i f i e d  by 

th e  f a c t  t h a t  a c e r t a i n  number of mesh p o in t s  i s  e q u i v a l e n t  to  the  same 

number of s p l i n e s  (McMahon 1983a).  Sonine polynomials  would have some 

advan tage  due to  the  use of a s i n g l e  paramete r  T^ bu t  in  th e  s i t u a t i o n  

where the  accuracy  of th e  h igh  energy t a i l  becomes c r i t i c a l ,  th e  b a s i s  s e t s  

become very l a r g e  in  o rd e r  to  overcome the  d i f f i c u l t y  of r e p r e s e n t i n g  EDF 

a t  h igh e n e rg i e s  by a s i n g l e  paramete r  (Kumar 1984).

McMahons tech n iq u e  a l s o  has one o th e r  i n t e r e s t i n g  f e a t u r e .  The 

p rocedure  i s  fo rm u la ted  so t h a t  only t h e  c o r r e c t i o n s  to  the  TTT r e s u l t s  f o r  

th e  t r a n s p o r t  c o e f f i c i e n t s  (or th o se  c a l c u l a t e d  by some o th e r  approximate
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method) are calculated. Usually the differences between the two term 

results and the multiterm results are small (between 1 and 20%). Therefore 

one does not need the same mesh density and accuracy for the calculation of 

the multi-term corrections as for the the calculation of the initial 

values, and the procedure can be therefore relatively faster.

Another interesting approach was suggested by Sevel’ev (1983). It is 

to expand the transport coefficients into series, rather than the EDF 

itself. In one way it appears to be similar to the LRM theory since the 

EDF is not the direct result of the calculation. At the time of writing 

only a limited set of results for some models exists. These comprise the 

velocity averages ( <vz>, <v^>f ... ). Therefore one has to wait until this 

method is developed to the level where it can be used to calculate the 

transport coefficients (including diffusion coefficients) for some more 

complicated model or real gases in order to be able to judge its merits.

In order to summarize, the basic characteristics of the "exact" 

theories are presented in Table 2.1.

2.2.3: Monte Carlo simulations. An alternative to solving BE by using 

numerical methods is to simulate the motion of electrons i.e. to apply a 

Monte Carlo technique. Numerous such studies have been performed for 

electron transport through gases ( Itoh and Musha 1960; Thomas and Thomas 

1968; Englert 1971; Sakai et al. 1972 and 1977; McIntosh 1974; Braglia 

1977; 1981a; and 1981b; Saelee and Lucas 1977; Milloy and Watts 1977; 

Friedland 1977; Reid 1977 and 1979; Hunter 1977a and 1977b; Braglia and 

Biaocchi 1978; Reid and Hunter 1979; Kucukkarpaci and Lucas 1979; Davies et_ 

al. 1979 and 1984; Braglia et_ al. 1981; Hayashi 1983; Dincer and Govinda 

Raju 1983). A good review of the early history of the development of these 

method has been given by Hunter (1977a).



Table 2.1: Comparison of Multi-Terem theories

Kleban 
& Davis

Tagashira LRM Pitchford Segur McMahon

spatial GE FE GE GE GE FE

angular A-IT A-IT LP LP A-IT A-IT

energy IE-IT IDE-ITa MI MI IDE-IT IE-ITb

basis of
numerical
procedure

FD FD SP-GW B-SP FD FD

primary
result EDF EDF MOM EDF EDF EDF

a with time relaxation
b modified BE
GE -gradient expansion
FE -Fourier expansion
A-IT -iteration for angular dependence
LP -spherical harmonics (Legendre polynomials) expansion
IE -integral equation
IDE -integro-differential equation
IT -iterations
MI -matrix inversion
FD -finite differences
SP-GW-Sonine polynomials with Gaussian weight function
B-SP -cubic B splines
EDF -electron distribution function
MOM -moments of EDF

First it may be noted that there is a correlation between the path 

integral method for solving BE (see Reif 1965; Kleban and Davis 1977 and 

1978; Braglia 1980; Kumar et al. 1980; McMahon 1983a; Skullerud and Kuhn 

1983) and the Monte Carlo method. The choice of paths in the second case 

is random and consequently the procedure is much more time consuming; the 

results are also subject to statistical uncertainty. On the other hand the 

MC method does not suffer from the problems caused by complicated numerical 

procedures that normally demand a huge computer memory, even though less



Computer time is required for their execution. The MC method is also much

simpler to program and interpret. Both methods gained by the introduction 

of the null-collision technique (Skullerud 1968, see also Lin and Bardsley 

1977 and 1978; Reid 1979; for a ’'generalized" null-collison method see 

Penetrante and Bardsley 1983).

Before discussing the null collision technique in greater detail, the 

standard MC scheme will be briefly outlined. Monte Carlo simulations for 

electron transport through gases consist of several steps:

1) An electron is released with a certain energy and direction of 

motion.

2) Its motion through the gas is followed until it collides with a 

molecule.

3) The type of collision is randomly selected, taking account of the 

ratio of the cross sections for the possible collision processes at 

that energy. The type of collision determines the electron speed after 

collision, while its direction of motion is randomly selected, taking 

account of the angular scattering for that process at that energy (if 

known).

4) The transport coefficients are calculated from the characteristics 

of the motion of the electron (see equations 2.42 and 2.43).

5) Steps 2), 3) and 4) are repeated until a satisfactory statistical 

quality of the results is achieved.

6) In some cases (especially in the analysis of non-conservative 

processes) many electrons are followed. When there is ionization the 

newly created electrons are included in the simulation.

All the decisions about whether a collision has occured, and its type, 

and about the direction of motion of the electron following the collision



45

are made on the basis of random numbers. However, the choice of the 

procedure relating the random number to the characteristics of the event 

that is to be randomly selected is very important and can be a cause for 

difficulties when the MC technique is applied.

Two methods have been used to determine the time and position of the 

collision that terminates a free path. In the first, the mean free path

corresponding to the instantaneous energy of the electron is first

calculated. This is then divided appropriately (usually by a number

between 10 and 40) and a random number is used to decide whether a 

collision has occured at the end of the first segment of the mean free 

path. If there is no collision the mean free path corresponding to the 

energy of the electron at the end of the segment is calculated and the 

procedure outlined above repeated. The accuracy of this method depends on 

the number of subdivisions (especially for gases such as Ar and CH4) but so 

does the duration of the calculation.

The second method is based on calculating the time of the next 

collision rather than its position. The probability that n electrons out 

of an initial population of ng will survive a time T is given by

T
- exp ( - / v(e) dt ) (2.39)n0 o

where v(c) is the total (i.e. summed over all processes) collision 

frequency. Given n/ng (from the random number generator) the time T of the 

next collision can be found, and hence the position and velocity of the 

electron at that time. However, this involves the rather time-consuming 

task of solving (2.39) by iteration. Hence, like the first method, this 

procedure is time consuming and therefore costly. However, a variant of 

it, the so-called null-collison method, results in considerable
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time-saving. In the null-collision method, advantage is taken of the fact 

that (2.39) can be solved directly when v(c) = const = v. In this case the 

time of the next collision is given by

T0 = - 1 ln( p ) , (2.40)

where p is a random number, and the calculation of Tc is then trivial. 

Since realistic cross sections do not, in general lead to a constant 

collision frequency, a cross section is added that makes up the difference 

between the real cross section and one that gives a constant collision 

frequency equal to the maximum collison frequency for the real cross 

section (see Fig. 2.1). Once the time of the next collision is established 

an additional random number is used to decide whether a real collision has 

occured or whether the electron continues its trajectory - the null 

collision. The cross section for this null-collision process is, of 

course, equal to the added cross section (see Fig. 2.1).

The null collision technique was introduced to remove one of the 

greatest sources of arbitrariness in the MC technique, namely the choice of 

the length of the segments in the first method. It also improves the speed 

of the codes. It is also possible to optimize the choice of the constant 

collision frequency by splitting the energy range into at least two regions 

(Reid 1977 and 1979).

The discussion of the null collision method has been given here partly 

because some calculations were performed in this work using the MC code 

developed by Reid (1979), and partly to point out that MC simulations are, 

contrary to a widespread opinion, prone to some inaccuracies if implemented 

without great care. This care is necessary because approximations and

inaccuracies that are sources of error are much less visible than in the



numerical procedures for solving BE. The basic physics is relatively 

simple and therefore subtle inaccuracies tend to be overlooked.

Especially critical are: the analysis of the collision event (Reid 1979 and 

the corrigendum 1982), the choice of the sampling times, either before or 

after the collision or at fixed time intervals (Friedland 1977; Braglia 

1981), and the choice of the formulae for calculating the transport 

coefficients (Braglia 1982; Ikuta et al. 1983).

REAL

energy

Figure 2.1 The real collision cross section and the null-collision 
cross section that is added to the real one to produce the effective cross 
section with the constant collision frequency.

In the code that was used a single electron was followed through 

numerous collisions (which makes it inadequate for situations when 

non-conservative processes are present - see Thomas and Thomas 1968). It
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is easy to define the drift velocity:

vdr = z/t, (2.41)

while the diffusion coefficient is calculated from:

Dt = lim t~ ~  < {x (t+ t ) - x(t)}2 + {y(t + i) - y(t)}2 > . (2.42)

In addition the EDF derived by MC technique may be used together with the 

two-term formula for D-p (see 2.56), although this introduces one of the 

approximations inherent in the TTT. Quite often the expression for Dp- is 

presented in an equivalent form:

DT
J_ d< p2 > 
4 dt (2.43)

where p is the radial displacement. Dp- is calculated from the slope of the 

radial displacement at sufficiently large times since the contribution from 

the autocorrelation function to the mean square displacement then becomes 

negligible in comparison with the diffusion term (Skullerud 1974).

It has been suggested that MC methods could compete with numerical 

techniques for solving BE (Braglia 1981) in speed and accuracy. The 

optimum choice for the formulation of the procedure appears to be a 

generalized null-collision method (Penetrante and Bardsley 1983) and 

sampling before the collisions (Friedland 1977; Braglia 1981), with an 

additional sampling at fixed time intervals for the determination of Dp- 

(whose accuracy puts the most stringent conditions on the performance of a 

MC code). It is, however, uncertain that it would be feasible to use MC



methods for cross section determination (see Section 2.3) even using very- 

fast computers or microprocessors dedicated to MC simulations. This is so 

especially for gases with small elastic energy losses. For gases that have 

large energy losses MC simulations might prove sufficiently fast and 

accurate. Moreover it is very difficult to include the temperature of the 

background gas (e.g. for ions see Skullerud 1973) which would be essential 

if calculations are to be performed that correspond to real conditions.

The greatest value of the MC technique so far is that it has provided 

independent, relatively reliable benchmarks against which to test the two - 

and multi term theories. Also it provides a means of examining a great 

number of phenomena that are either difficult or impossible to analyse with 

other available methods. These phenomena include: boundary effects (Burch 

and Whealton 1977; Braglia and Lowke 1979; Braglia et_ al. 1984) and other 

related non-hydrodynamic phenomena (Boeuf and Marode 1982; Hayashi 1982; 

Segur et al. 1983b); electron transport greatly influenced by non

conservative processes (Penetrante and Bardsley 1983; Boeuf and Marode 

1984); effects of attachment cooling (Koura 1982), electron energy 

relaxation (Koura 1984) and the development of the gas discharges (Kunhardt 

and Tzeng 1985). All these phenomena are related to a certain degree and 

this division is somewhat arbitrary. They are listed simply to give an 

indication of the possibilities open to MC methods.

2.2.4: The two-term theory and other approximate theories. If we 

retain only two terms in the expansion (2.11a) we obtain what is known as 

the two term theory (TTT) . It has been a basic tool of swarm physics for 

the last thirty years.

Early developments of electron swarm theory (the work of Lorentz,



50

Pidduck, Davydov, Druyvesteyn, Allis and coworkers and Chapman and Cowling) 

were reviewed in the Introductory chapter of the book by Huxley and 

Crompton (197-4) (see also Healy and Reed 1941; Loeb 1955; Allis 1956). A 

short survey will be given here of the more recent developments, some of 

which are important for the present work. A full development of equations 

and details of the theoretical ideas will not be presented since the 

subject is extremely well covered by a great number of publications (e.g. 

Shkarofsky et al. 1966; Gilardini 1972; Huxley and Crompton 1974) including 

some textbooks (Cherrington 1979; Smirnov 1981).

Earlier work of Holstein (1946), Allis (1956) and Ginzburg and Gurevich 

(I960 - see also Huxley 1981) led to the development of the basic equations 

and especially to the refinement of the collision operator which was, up to 

that time, treated according to various models that were investigated. The 

applications of the TTT to the derivation of cross sections from the 

results of swarm experiments began once suitable numerical methods for the 

solution of the equations and appropriate computers became available. The 

backward prolongation technique developed by Sherman (1960) was used 

extensively by Phelps and coworkers in the analysis of cross sections for 

various atomic and molecular gases (Frost and Phelps 1962; Phelps 1979), 

and later on by some other authors (e.g. Garamoon and Ismail 1977). It is 

basically a finite difference technique, but the novelty is that 

integration of the EDF is performed backwards from the highest energy where 

the EDF is very well represented by the distribution function that 

corresponds to elastic collisions only.

A quite different approach was adopted by Lucas (1969) and, following 

his work, by some other authors (e.g. El Hakeem and Mathieson 1979). It is

to iterate the EDF, starting from an assumed initial function until
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sufficient stability of the result is achieved. The final result must of 

course be independent of the initial choice.

Crompton and Jory (see Huxley and Crompton 1974 and Crompton et al. 

1967) developed a technique similar to that developed by Frost and Phelps 

(1964) for determining elastic (momentum transfer) cross sections from 

electron transport data in monoatomic gases where the basic problems caused 

by the presence of inelastic and superelastic collisions do not exist. In 

such a case, as we shall see later on, the EDF can be calculated relatively 

simply by integration (see equation 2.52).

A method was developed by Gibson (1970) for situations where 

superelastic collisions are non-negligible; it is a combination of the 

backward prolongation and the iteration techniques. The two term 

calculations for the present work were carried out using the program 

developed by Gibson with some modifications.

The basic equations involved in the TTT are now summarized. Having

neglected 9̂  and 9r terms in (2.2) and having performed expansions (2.11)
%

and (2.12) and retained only the first two terms fQ and fj one obtains two 

equations. The first one, the so called scalar equation (Huxley and 

Crompton 1974), can be combined with the vector equation

h [foCe)] (2.44)

to give

2mNkT
M
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k Nj l(e + ejk) f0^e+ejk) ö(jk;e + £jk) - £ fo(e) ct( j k; e) } +

Nk ((e + £jk) f q ( e+£j k) o(kj;£-£jk) - £ fo(e) a (k j ; £) } = 0,

(2.45)
where

wk “ej k/kT
a(kj ) = — — --- a( j k)

wk e - ejk

w .
(2.46)Nk - ^7 "j e k

00

/ £^^ ( e) de = 1 (2.47)
0

and Nj_ represents the population of the state i of the gas.

The first term in (2.45) represents the energy gained by the field (om 

in this term is the total momentum transfer cross section om (e)

I om (j;e) ), the second is the term decribing the energy gained in 

collisions with the background molecules at the temperature T, and the 

third term is due to the energy loss in elastic collisions (here om is 

purely elastic but it is normal to retain the first interpretation of om 

for both terms). The fourth and the fifth terms represent the inelastic 

and the superelastic collisions respectively. Some difficulties in solving 

(2.45) are due to the "non-locality" in e, that is to the e-£jk and e+£jk 

factors. Integrating (2.45) over all energies one obtains:

df0
a(u) fo(u) + b(u) + c(fo>u) = 0 (2.48)

where u is the energy and :

a(u) = u2 am(u) (2.49)
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b (u) - 1  ( nE ) —  + kT a(u) 
°m

c (f 0 »u ) = j 2^ N j
u+£j k

/ e a(j k; e)
u

1

(2.50)

ejk/kT
e foCe-ejk) } de .

(2.51)

Neglecting the inelastic collisions results in the following solution (i.e. 

for a "purely elastic" gas) :

g(e) :p( - a(u)
b(u) du ) (2.52)

It can be shown that for very large e (e-»°°) the solution for (2.48) with 

the inelastic collision term included is still given by (2.52). For an 

arbitrary energy the solution is:

f 0 ( e)
r emax

g(e) ( 1 + /
0

c(fo»u)
b(u) g (u ) du ^ (2.53)

where emax is the maximum energy for the integration and should be chosen 

in such a way that the EOF is sufficiently small at that energy and also 

that emax)H&(emax)•

From the equation (2.45) when finite differences have been incorporated 

(i.e. £i = iemax//ns where ns is the number of grid points ) we get:

f 0 (Ei )
ns \
E. I f0 (em )m = i  m  u m fo(em) (2.54)

where the first term is a sum due to inelastic and the second term due to 

superelastic collisions , while Im * and Sm  ̂ are the corresponding coupling 

coefficients. In Gibsons hybrid scheme integration for fo(uj_) starts from
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the maximum energy but the contribution of the superelastic collisions is 

calculated on the basis of the EOF obtained in the previous iteration.

The transport coefficients are calculated using the following TTT 

formulae (for the derivation of these formulae and their range of validity 

see Huxley and Crompton 1974):

1 /2

0
e

Gm ( e) (2.55)

NDt = f 0 ( e) de (2.56)

dt e ndt
y “ N vdr

00

<e> = / e3/2 f Q ( e ) de
0

? 1 / 2 -
Vjk = N (-̂ — ) / e o(jk;e) fo(e) de

(2.57)

(2.58)

(2.59)

The two term theory for low energy electron transport has been well 

established for some time now. Apart from the large number of codes that 

have been developed for individual laboratories there is a number of codes 

that are generally available (Luft 1975; Thomson et al. 1976; Morgan 1979; 

Rockwood and Greene 1980). Most of these codes were written in order to 

model gas laser (and other) discharges and some of them can be coupled to a 

system of kinetic equations describing the population densities of various 

excited neutral molecules, ions and products of chemical reactions (Davies 

et al. 1975; Roberts 1979; Capitelli and Molinari 1980). Under discharge 

conditions electron swarms perturb the background gas and the resulting 

excited particles effectively act as a new species that can introduce large
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inelastic losses with relatively low thresholds (Judd 1976). Also if 

excessive populations of excited levels are present they can effectively 

"heat" the electron swarm through superelastic collisions during the 

post-discharge relaxation (Capitelli et al. 1981; 1982; 1983). The 

possible implications of this effect on one of our experiments will be 

discussed in Chapter 6.

Two term codes were also extended to include the temporal development 

of the discharge (e.g. Morgan 1979) and some interesting effects were 

observed (Ingold 1984).

Another area of research has received a great attention lately. It is 

electron transport in the presence of non-conservative processes. Two 

problems occur in such a case: how to include the non-conservative

processes in the collision integral of the TTT (e.g. see Brunet and Vincent 

1979 and Yoshida et al. 1983) and how to define the EDF and the transport 

coefficients according to the actual experimental conditions (Crompton 

1967; Thomas 1969; Tagashira 1981; Blevin and Fletcher 1984).

It had already been pointed out by Holstein (1946) that the TTT is 

applicable only when the inelastic cross sections are small compared to the 

elastic one, i.e. when the degree of anisotropy of the EDF is small. 

Numerous attempts were made to extend the TTT to further terms in order to 

gain some knowledge about the accuracy of the results obtained using it 

(Wilhelm and Winkler 1969; Ferrari 1975 and 1977; Makabe and Mori 1980; 

Cavalieri 1981; Braglia et al. 1984). Baraff and Buchsbaum (1963) have 

also calculated the degree of anisotropy of the EDF under certain 

conditions, by adopting an iterative procedure (to determibe the axial and 

radial components of the electron velocity). All these investigations 

pointed out that TTT is sometimes inadequate. However, when it was shown
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to be so, there was no way of knowing whether the extended theory was 

sufficient or not. Therefore there were numerous pointers to the need for 

developing methods for calculating transport coefficients for an arbitrary 

degree of anisotropy. This does not mean the use of an infinite number of 

Legendre polynomials, but just a sufficient number to be able to go at 

least one step beyond the point where the number of terms is satisfactory 

in order to verify the reliability of the result. As pointed out by Phelps 

(1984, see also Pitchford and Phelps 1982), the lower order transport 

coefficients (a/^) , u/"1) , f see equation 2.10) which are the ones we 

are basically interested in, may be calculated accurately with a limited 

number of terms in the Legendre expansion (2.11) even though the higher 

order coefficients are still quite inaccurately determined.

2.3: Determination of Electron Scattering Cross Sections from the 

Transport Coefficients.

In the previous section we have briefly summarized methods for solving 

BE and therefore relating the transport coefficients to the electron 

scattering cross sections. In this section we shall discuss the existing 

procedures to derive the cross sections from the transport coefficients, 

while in the next section we shall present the very well known formulae 

that relate those coefficients to the experimentally observable quantities.

Probably the first attempt to relate the energy dependence of the cross 

sections to the observed transport data was made by Townsend in relation to 

the discovery of the Ramsauer - Townsend effect (Townsend 1947). Modern 

methods for obtaining electron scattering cross sections have been reviewed 

many times (Phelps 1968; Crompton 1969; Huxley and Crompton 1974; Phelps
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1979; Crompton 1983; 1984a; and 1984b). Also some comprehensive 

compilations of the transport data exist (Gilardini 1972; Christophorou 

1971; Huxley and Crompton 1974; Dutton 1975; Gallagher et al. 1982), while 

the cross sections derived from these data have been compiled together with 

the data obtained from electron beam techniques (Kieffer 1973; Hayashi 

1981).

The developement of gas lasers and other applications of gas discharges 

created interest in, and urgent need for, accurate low energy electron 

scattering cross sections. It was evident that beam experiments were not 

able to provide absolute data of any accuracy at low electron energies, 

although the data at higher energies, if needed, came almost exclusively 

from beam experiments. This duality reflects the basic limitations of beam 

experiments at low energies and swarm experiments at higher energies.

Analysis of the data obtained in swarm experiments is a multi-step 

process (Crompton 1983 and 1984b).

1) First, one has to accurately determine the transport coefficients 

from the quantities that are measured in swarm experiments.

2) Once a set of transport coefficients is established it is possible 

to commence the derivation of cross sections. Normally drift velocities 

v^r and characteristic energies eD-p/y at numerous E/N values are used, 

although important information about very low energy cross section can also 

be obtained from diffusion coefficients for thermal electrons and 

their temperature dependence. Transport coefficients in the presence of 

magnetic fields and longitudinal diffusion coefficients ND^ are of limited 

use because the accuracy of the experimental data for these coefficients is 

lower than for v^r and D-p/ŷ  In addition various rate coefficients that 

can be determined experimentally are used under certain circumstances.
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3) The next step is to assume a set of cross sections and calculate the 

corresponding transport coefficients using some solution to the BE.

4) Comparison of the experimental and the calculated set of transport 

coeffients and other swarm data indicates how to adjust the cross sections 

in order to reach a better agreement. Steps 2) and 3) are repeated until 

the difference between experimental and calculated values does not exceed 

the experimental uncertainty. The resultant set of cross sections is then 

consistent with the transport data although the set may not be unique.

The swarm technique is not a direct way to determine the cross 

sections. Also the electron swarm has a wide spread of energy and is under 

the influence of various inelastic processes at a single value of E/N. 

Therefore the sensitivity of the transport data to a certain process is 

reduced. In order to achieve satisfactory accuracy for the derived cross 

sections the accuracy of the transport data needs be much higher than the 

accuracy to which the cross section is to be determined. For example the 

drift velocities that were measured by Pack and Phelps (1961; see also 

Phelps et al_. I960) and used to derive the momentum transfer cross section 

(Frost and Phelps 1964) for electrons in helium were known to within ± 5%. 

Further improvement of the experimental techniques enabled the drift 

velocities to be measured to within ±\% (Crompton _et al.1967 and 1970; 

Mllloy and Crompton 1977) and, since elastic scattering is the only process 

present, the cross section could then be determined to within ±2%. In Fig. 

2.2a the drift velocities from both sources are presented. It is difficult 

to see a significant difference (unless tabulated data are compared). 

However, the cross sections that best fit these data are quite different, 

as can be seen from Fig. 2.2b.
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E/N (Td)

Electron Energy (eV)

Figure 2.2 (a) Two sets of experimental drift velocities and (b) the
cross sections that were derived (see text).
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In this example one can uniquely determine the momentum transfer cross 

section for elastic scattering because for a very wide range of E/N values 

the EDF does not extend to the thresholds of the cross sections for 

inelastic processes. Moreover a single set of transport data can be used 

to derive the cross section (e.g. v<jr) leaving data for D-p/y to provide an 

independent check. The resultant cross section (Crompton et al. 1967; 

Milloy and Crompton 1977a and 1977b; see also Nesbet 1979) still stands as 

the most accurate experimentally determined electron scattering cross 

section (see Fig. 2.2).

ELECTRON ENERGY (eV)
0.0 0.54 2.18 4.90 8.71 13.6 19.6

"  NESBET -----

O'MALLEY ET AL 

_ EXPERIMENT

0.0 0.2 0.4 0.6 0.8
WAVE NUMBER la .

Figure 2.3 Momentum 

transfer cross section for 

electrons in helium. 

Theoretical results of 

Nesbet (1979) and O’Malley 

et al. (1979) are compared 

with the results obtained 

on the basis of the swarm 

data.

If there is one additional (inelastic) process in the E/N region that 

is being used to determine the cross sections, two sets of transport 

coefficients will suffice. However any further cross section will cause
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loss of uniqueness of the cross sections that are derived. Inelastic 

processes influence electron transport mainly through the energy loss and 

not through the momentum transfer. Therefore the influence is through the 

term Ze^vi=ZeiN<cai> where is the energy loss for that process. Thus if 

there are two processes j and k to which adjustments are to be made. 

Changing cross section for one process by Ao^ and for the other oj by 

-Aa^ £j/£k does not alter the sum if all the other cross sections are not 

altered. Since Ag  ̂ can be of arbitrary magnitude the derived cross 

sections are not uniquely determined. In Fig. 2.4 such a situation is 

shown where an original arbitrary set of model cross sections (consisting 

of one elastic and two inelastic processes) was modified to give identical 

transport coefficients in order to illustrate the problem of 

non-uniqueness. It should be noted that changes of and gj do, however, 

lead to a change in am by an amount Aa^ (1-ej/e^) which could be noticed if 

one had infinitely accurate transport coefficients, but often, as in our 

example, om is much larger than or oj . The corresponding change in om 

is then very small and has an unobservable influence on the coefficients.

There are four ways to solve the problem of lack of uniqueness in 

situations where a large number of cross sections exists. The first is to 

seek some additional information about the relative magnitude of the cross 

sections either from electron scattering theory or from electron beam 

experiments. In this case swarm experiment can provide easy and accurate 

normalization of the relative cross sections. The second approach (usually 

applied to the monatomic gases) is to produce a single effective inelastic 

cross section (Thomas 1969; Jacob and Mangano 1976; Specht et. al. 1980). 

This is normally done by using the fact that the calculated Townsend

ionization coefficient is a very sensitive function of the effective
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excitation cross section, and that both the ionization coefficient and the 

ionization cross section can be accurately measured. An effective 

excitation cross section is therefore found which leads to agreement 

between calculated and experimental data for the ionization coefficients. 

This approach is useful if the derived cross section set is to be used in 

some further calculations of swarm data but it gives very limited 

information about the shape and magnitude of the real cross sections.

MODEL CROSS SECTIONS

ELECTRON ENERGY (eV)

Figure 2.M An example chosen to show the problem of non-uniqueness of 
swarm cross sections. A small change in the cross section with a higher 
threshold (i.e. inelastic energy loss) can be compensated by somewhat 
larger adjustment to the cross section with a lower threshold (compare 
dashed to solid lines for each cross section).

The third approach has been exploited only partialy and only recently. 

It is to extend the set of swarm data by measuring a number of excitation
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coefficients for various inelastic processes and matching calculated data 

for these coefficients, as well as for the transport coefficients, to the 

experimental data. For electronic levels that radiate in the easily 

accessible spectral range (Tachibana and Phelps 1978; Urosevic et al. 1983) 

it is relatively simple to interpret the experimental data, but for 

metastable electronic levels (Bozin et al. 1983; Lawton and Phelps 1978) 

and for vibrational levels (Bulos and Phelps 1976; Buckman and Phelps 1985) 

the kinetics of the excited levels becomes very complicated and the 

analysis depend on some heavy particle collision data. Also special 

experimental techniques are needed. One example is the tracer technique. 

In this technique a small amount of some other gas is added to the gas that 

is being studied and emission from the tracer gas is measured, the emission 

being in a spectral range that can be investigated with the available

experimental techniques. In this case additional assumptions must be made, 

and that is that the tracer does not significantly affect the electron 

transport in the buffer gas and that direct excitation of the radiating 

levels of the tracer can be neglected compared to the energy transfer from 

the excited molecules/atoms of the buffer gas. Up to the present time the 

accuracy of the experimentally determined excitation coefficients hardly 

matches the accuracy of the other data. Moreover, it is practically

impossible to provide excitation coefficients for all the levels, and it is 

usual to combine this method with the first.

The fourth method of increasing the accuracy of the cross sections

derived from swarm experiments is to use gas mixtures. Transport

coefficients are measured in mixtures of the gas that is under 

investigation with a gas whose cross sections are well known (Engelhardt 

and Phelps 1964; Haddad and Crompton 1980; Haddad and Milloy 1983; Haddad
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1983 and 1984). Examples of the application of this technique are 

described in Chapters 9, 11 and 12.

Another disadvantage of the swarm method compared with beam methods is 

that it is difficult, and often impossible, to resolve the fine structure 

of a cross section since the energy spread of the swarm is fairly large. 

This statement is in principle true, but it deserves closer scrutiny. At 

average energies of a few electron volts the "width" of the EDF is much 

larger than the energy spread of an electron beam of comparable energy, but 

if the field and the gas temperature are reduced (see Fig. 2.5) widths of a 

few meV are achieved at energies of 8 to 10 meV. Thus it is in principle 

possible to analyse the fine structure of cross sections at very low 

energies.

As for the possibility of detecting fine structure at higher energies 

it is true that the accurate shape of a resonance cannot be determined 

uniquely but it is sometimes possible to verify its shape and magnitude 

once its profile has been measured in a beam experiment (for discussions of 

a hypothetical resonance in He see Huxley and Crompton 1974, and for 

resonances in CO see Haddad and Milloy 1983). On the other hand the swarm 

technique makes it possible to study the threshold behaviour of cross 

sections that are too small to be accessible to beam methods; e.g. 

nonresonant vibrational excitation of N2 and CO (see Chapter 11).

It is important to note that the entire swarm procedure is critically 

dependent on the accuracy of calculations of the transport coefficients 

from a given set of cross sections. As we have already seen the two term 

approximation is not adequate in many cases. The following illustrations 

shows that large errors in determinations of the cross sections are made if

one applies TTT in situations when it is not sufficiently accurate. The
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ramp inelastic cross sections of Reid (1979) (Fig. 2.6) were chosen, and 

using the LRM code the transport coefficients were calculated for a range 

of values of E/N. These data were then analyzed using the two term code in 

an attempt to determine the cross sections that would best fit the data. 

The result of this procedure, shown in Fig. 2.6, clearly indicates that 

large errors can result from the use of inaccurate methods for calculating 

the transport coefficients.

Figure 2.5 Electron energy distribution functions in para-hydrogen at 
77 K :
(a) E/N = 0.01 Td, <e> = 0.0111 eV, vm = 9.9 109 s'1, vrot = 3-6 104 s“1»

vyit) = 9.0 s  ̂.
(b) E/N = 1.00 Td, <e> = 0.1007 eV, = 4.7 10$ s"1, vrot = 3.5 10? s"1 ,

vvib = 1.7 101 s“1.
(c) E/N = 7.00 Td, <e> = 0.478 eV, vm = 1.4 1010 s'1, vrot = 3.2 108 s“1, 

Vyib = 1.7 1o7 s 1.
The cross sections for para-hydrogen are also shown (see Chapter 9) and the
pressure is 1kPa.
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One would expect that the introduction of multiterm methods would 

resolve all these problems, but between the formulation of a multiterm 

theory and its realization in the form of a computer code lie many 

numerical difficulties. Initially, instead of improving the situation in 

swarm physics, the introduction of multiterm techniques added somewhat to 

the confusion. The results for a particular gas or model sometimes 

differed by almost as much as the difference between the two term and 

multiterm results (see McMahon 1983a; Braglia 1981; Braglia et al. 1982; 

Segur et al.1984). As a result an international benchmarking excercise was 

initiated and it is still going on (Crompton 1984b). It is now well 

established that some of the differences were caused by the use of 

different cross section sets for to the same gas.

(10-16 cnf)

e (eV)

Figure 2.6 Reid’s 
ramp model (thin line) and 
the cross sections that 
can be derived from the 
"exact” values of the 
transport coefficients (in 
a limited E/N range) if 
one uses the two term 
theory (thick line).
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Most of the results are now in very good agreement (except for ND^ in some

cases; see for examples Penetrante and Bardsley 1984), and this lends

confidence to the results derived from swarm experiments provided an 

adequate theory and method of calculation is being used. It seems that, 

following the benchmarking excercise, the next step should be the

development of "black box" multiterm codes that could be applied without

specialized knowledge of the details of transport theory and without the

need to modify the code except in exceptional circumstances. It is also 

desirable that the code could be used on computers of moderate speed with a

fast memory of moderate size. It should be possible to extend such a code

to analyse nonconservative situations. Finally, the accuracy of the

calculated coefficients should be better than the accuracy of the 

experimental data. If the performance claimed in the papers by Segur et 

al. (1983a and 1984) is correct, the method developed by these authors 

appears to be the closest to achieving the goals mentioned above.

A different approach of using multiterm theory in the derivation of 

cross sections was used extensively by Haddad (1983; 1984; see also Haddad 

and Crompton 1980 and Haddad and Milloy 1983). It is to use the much

faster two term code to do the cross section fitting and to use the

multiterm code only twice, at the beginning and at the end of the iterative 

process. In this way the corrections to the two term results for the

transport data are calculated. The corrections are first based on the 

initial set of cross sections, but when the final fit is achieved the

resultant set is used to recalculate the corrections and, if necessary, 

another iteration is performed. This is usually unnecessary. It may be 

added that, since the highly accurate but time consuming and expensive 

calculations need be performed only a small number of times, even Monte
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Carlo codes could be used in this scheme. The approach presented in this 

paragraph will be used in present work.

The accuracy that has recently been achieved by multiterm methods 

matches the accuracy of the experimental data (i.e. does not produce any 

limitation on the accuracy of the analysis of these data). However, one 

should be aware of the problems discussed above both in applying two term 

theory and in the operation of some of the multiterm codes.

It is worth noting that if one uses the TTT for some application with 

the cross sections obtained using the same theory, accurate results for 

transport coefficients that were not used to derive the cross section will 

be derived even when the theory is not strictly applicable. However, it is 

clearly not possible to make a valid comparisons of the cross sections 

obtained using the theory with the corresponding cross section data from 

the scattering theory or beam experiments when the approximations of the 

theory break down.

2.4: Relations Between the Transport Coefficients and the 

Experimentally Observable Quantities

Swarm experiments are usually designed to observe the space/time 

distribution of the electron swarm. The set of equations (2.6-2.10) shows 

the procedure that is usually employed to separate the spatial and temporal 

development of the swarm from the distribution of electron energies witihin 

it, and to describe the former (2.9) on the basis of transport coefficients 

calculated using the energy distribution function (equations 2.10, 

2.33-2.35, 2.54-2.58).

If we take the general expansion of the continuity equation (2.9, see
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Kumar and Robson 1973) only up to the second term we obtain the form of the 

continuity equation that is usually used to analyse swarm experiments 

(Huxley and Crompton 197*0:

3n , v 9n
“ + (vi “ vatt)n " vdr ~  +3z Dt (

9x 3y
)n + DL

(2.60)

In this equation the z axis is parallel to the electric field. The 

solution of (2.60), for a swarm of electrons drifting and diffusing between 

two electrodes separated by h and with boundary conditions n(h)=n(0)=0, is 

(Huxley 1972; Huxley and Crompton 197*1)

n(0) exp[(vj - vatt)t] 2 + v2
n(r,t) = --------------- ------- exp[ -------

(47TDTt) (4TrDLt)1/2
]

(z-vdrt)2
x{ z exp( ----------- ) + (z - 2h) exp( -

4D̂ t J v^rt

(z-v^rt)2 + 4h(h-z)
4Dt t

(2.61)

where n(0) is the electron density at the source (z=0) and at time t=0, h 

the distance between the two electrodes and z=vcjrt is the position of the 

centroid of the travelling group of electrons.

The first term in the brackets {} of the equation (2.61) is the so 

called dipole term that satisfies the boundary condition n=0 over z=0 at 

all times t. The addition of the image term (the second term in 2.61) 

gives the correct condition n=0 at z=h but somewhat spoils the z=0 

condition. A whole hierarchy of images would be necessary to satisfy both

conditions, but it is usually sufficiently accurate to use only one image.
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Equation (2.61) provides us with a means to analyse swarm experiments 

such as v,jr measurements using Bradbury Nielsen shutters or D-p/p 

measurements using the Townsend-Huxley technique (Huxley and Crompton 

1974).

In the Bradbury-Nielsen time of flight experiment the gating frequency 

applied to the shutters is varied until the frequancy fm is found that 

maximises the transmitted current. If fm is the lowest such frequency, 

then the drift velocity is given approximately by v(jr=2hfm=h/tm where tm is 

the time interval between successive shutter open times that leads to 

maximum transmitted current. However, to determine v<jr accurately from fm 

one must integrate n(r_,t) over the collecting electrode behind the second 

shutter and then find the maximum of the corresponding current. The drift 

velocity is then given by (Crompton et al. 1957; Lowke 1962):

vdr
Dt/U

(2.62)

where U is the total voltage applied across the drift distance h and C is a 

constant. The value of C can be derived from the procedure just described 

(2.61) but it is better to keep it as an unknown experimental parameter and 

obtain it from the pressure dependence of the data measured at the same 

E/N. This is because the value of C depends on the nature of the boundary 

conditions which may not be exactly those used in the derivation of (2.61) 

(see Huxley and Crompton 1974). In this way one can also account to first 

order for the small but still important influence from nonequilibrium 

effects at the shutters (Lowke 1962; Elford 1984). These effects are 

especially big for some atomic gases, but for molecular gases the 

nonequlibrium effects are relatively smaller and therefore the value of C  

varies little for different gases. This is because the mean distance for



71

energy exchange, and consequently the width of the nonequilibrium region, 

is much smaller for molecular gases at low energies. With careful design 

of the experiment it is possible to work under conditions where the 

correction factor is very small - of the order of the experimental 

uncertainty. In the presence of nonconservative processes the correction 

CD'p/pU is modified (Pack and Phelps 1966) and is then also dependent on the 

attachment or ionization collision frequency.

In the Townsend-Huxley experiment a steady swarm is produced from a 

point source in the cathode. The ratio of the lateral diffusion

coefficient to mobility is determined from the ratio of two currents, one 

falling on the central disk of a divided anode and the other falling on the 

remaining outer annular segment. This is a steady state experiment and 

therefore we should either use equation (2.60) with 3n/3t=0 and solve it 

for appropriate boundary conditions, or integrate the travelling group 

solution (2.61) from t=0 to t = m. The equivalence of these two approaches 

is a result of the fact that electrons do not interact with each other, and 

this equivalence is preserved even when longitudinal gradients due to 

ionization (and/or attachment) become large provided the correct

definitions of the transport coefficients are used (Blevin and Fletcher 

1984).

The derivation of the formula relating R (the ratio of the current 

falling on the central disc to the total current) proved to be a very 

difficult problem and has an interesting history (Crompton 1972; Huxley and 

Crompton 1974). The basic formula (the so-called Huxley formula) is:

R = 1 - I exp[ - A (d-h) ] (2.63)

where
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vdr
and d^ = » (2.64)

and b is the radius of the inner disc. This formula for R can be derived 

under the assumption that Dt =2D!_i (which applies when om is constant-Parker 

and Lowke 1969) from the more general formula:

R - 1 - t 1 + (f - 5^) (^-)2 ] (-Ö-) exp[ - XT(d-h)] . (2.65)

The formula can be derived by following either of the procedures outlined 

above, i.e. by using the seady state solution of (2.60) or by integrating 

(2.61). In the presence of ionization/attachment the following formula 

can be derived:

R = 1 - [ 1
Oty

exp[ -XT (1- — )(d-h)] (2.66)

where
vdr

Xh " 2Dl (2.67)

and a-p is the Townsend ionization coefficient.

All the formulae mentioned above are only approximate. Their accuracy 

and the range of validity have been checked experimentally (see Crompton 

and Jory 1962) and by Monte Carlo simulations (Braglia and Lowke 1979). 

Huxley’s formula (2.63), or (2.65) if 2DL*D-p, or (2.66) in the presence of 

ionization are sufficiently accurate under normal experimental conditions. 

To ensure their accuracy the drift length h should be made large enough 

compared to b and to the size of the hole in the cathode (for the analysis 

of the effect of the finite hole see Huxley 1973 and Huxley and Crompton
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1974 and the references therein). When (2.65) is used it is important to 

check its accuracy, especially when the term (1/2-DL/DT)(b/d)2 is not 

small. The general lack of data for D^/p makes the application of this 

formula difficult in these circumstances; theoretical formulae for the 

ratio Dl/Dt are then useful (Parker and Lowke 1969; Robson 1984).

A brief review has been given in this section of the theory relating 

the relevant transport coefficients to the quantities determined

experimentally in the two experiments used in the present work to study the 

transport of non-thermal electrons. The theoretical foundation of the 

third experiment, which was used to study thermal electrons, will be

discussed at greater length in Chapter 4.

2.5: Electron Transport Under the Influence of Density Gradients

Any treatment of electron swarms has to confront the problem of the 

presence of the density gradients and its influence on the distribution

function. A satisfactory explanation of anisotropic diffusion depends on 

the correct treatment of the density gradients in a pulse of electrons 

travelling in an electric field (Skullerud 1969; Parker and Lowke 1969; 

Lowke and Praker 1969; Huxley 1972; Francey and Jones 1976; Penetrante and 

Bardsley 1984). As has been already mentioned, if nonconservative 

processes are present the resulting longitudinal gradient has a major 

influence on the values of the transport coefficients (see Tagashira 1981; 

Blevin and Fletcher 1984).

Another influence of spatial gradients, this time perpendicular to the 

electric field, has recently been analysed by Ikuta and coworkers (Ikuta

and Itoh 1982; Ikuta et al. 1983; Itoh et al. 1983; Ikuta 1984). These
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a u t h o r s  sugges ted  t h a t  up to  th e  p r e s e n t  t ime the  t r a n s v e r s e  d i f f u s i o n  

c o e f f i c i e n t  has been i n a c c u r a t e l y  determined due to  an e r r o r  in  the  

s t a n d a r d  two-term formula  f o r  ND-p (e q u a t io n  2 . 5 6 ) .  I t  i s  cla imed t h a t  th e  

e r r o r  p e r s i s t s  even when the  TTT a c c u r a t e l y  p r e d i c t s  th e  EDF.

The somewhat s u r p r i s i n g  f i n d i n g s  of I k u t a  e t  a l .  (1983) a re  d i s c u s s e d  

in  t h i s  s e c t i o n .  F i r s t ,  a b r i e f  d e s c r i p t i o n  of the  work of t h e s e  a u t h o r s  

w i l l  be given and t h e i r  e x p l a n a t i o n  w i l l  be b r i e f l y  o u t l i n e d .  The r e s u l t s  

of  t h e  p r e s e n t  work a re  shown in  Table  2.2 and compared to  the  r e s u l t s  of 

I k u t a  e t  a l .  F i n a l l y ,  th e  i m p l i c a t i o n s  of the  e f f e c t  d e s c r ib e d  by I k u t a  e t  

a l . f o r  the  a p p l i c a t i o n  of  the  swarm te ch n iq u e  w i l l  be a n a ly s e d .  The 

pr im ary  concern  i s  whether th e  a v a i l a b l e  swarm-derived  c ro s s  s e c t i o n s  f o r  

" r e a l "  gases  shou ld  be r e a n a l y s e d .  One of  the  co n c lu s io n s  of t h i s  work i s  

t h a t ,  i n  th e  a u t h o r ’ s o p in io n ,  th e  p h y s ic a l  p i c t u r e  of the  phenomenon given  

by I k u t a  et. a l .  i s  s t i l l  not  s a t i s f a c t o r y .  I t  i s  p o s s i b l e  t h a t  the  

p r e s e n t a t i o n ,  of t h e i r  argument in  t h i s  work i s  not  adequa te .  I f  t h i s  i s  

th e  case  the  r e a d e r  i s  r e f e r r e d  to  the  o r i g i n a l  a r t i c l e s  f o r  a more 

d e t a i l e d  e x p o s i t i o n .

I k u t a  e t  a l .  (1983) made c a l c u l a t i o n s  and Monte Car lo  s i m u l a t i o n s  f o r  

gases  t h a t  have th e  fo l l o w in g  c h a r a c t e r i s t i c s : a) a pu re ly  e l a s t i c

s c a t t e r i n g ;  b) i s o t r o p i c  s c a t t e r i n g ;  c) zero  te m p era tu re ;  d) a mass r a t i o  

m/M=10“ 2 or 10“ 24; and e)  a s imple  power law energy dependence of th e  c ro s s  

s e c t i o n  (cm=amo£r )- They found t h a t  t r a n s v e r s e  d i f f u s i o n  c o e f f i c i e n t s  

c a l c u l a t e d  us ing  e i t h e r  the  TTT or a t h r e e - t e r m  theo ry  d i f f e r e d  from the  

r e s u l t s  of t h e i r  MC s i m u l a t i o n .

These r e s u l t s  were somewhat s u r p r i s i n g  as i t  was u s u a l l y  assumed t h a t  

t h e  breakdown of th e  TTT does not  occur u n l e s s  some i n e l a s t i c  p ro c e s s e s  a re  

p r e s e n t .  A s i m i l a r  o b s e r v a t i o n  to  t h a t  of I k u t a  e t  a l . was made ( fo r
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argon) even earlier by Kitamori £t al. (1980) but no explanation of the 

effect was given.

Ikuta et al. proposed the following explanation. First, they point out 

that there is a fundamental difference between the diffusion coefficients 

obtained on the basis of two different approaches. In the first approach 

the coefficient (ND-p) is calculated from time averages in real space (see 

equation (2.43)) while in the second the coefficient (NDV) is calculated 

from the averages made in velocity space (2.56) over the entire ensemble. 

They claimed that the difference is the result of the inadequate 

calculation of the mean free time in the second approach because when the 

ensemble average, as given by equation (2.56), is made, the effects of the 

curved electron orbits due to the field are lost. Since the curved orbits 

result in the displacement perpendicular to the field being somewhat 

reduced, the ensemble-averaged diffusion coefficients NDV are larger than 

the "real space" diffusion coefficients ND-p. The degree of anisotropy of 

the distribution function determines the magnitude of the effect. 

Therefore a difference between NDV and ND^ is only observed for model gases 

that have unrealistically large mass ratios m/M (namely 10“2) if the cross 

section is not strongly dependent on energy. For realistic mass ratios a 

rapidly increasing momentum transfer cross section is necessary for the 

difference to occur. The results of Ikuta et al. for some of their model

gases are presented in the Table 2.2.
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Table 2.2 Comparison of the diffusion coefficients for the model gases 

proposed by Ikuta et al. (1983)

om = 1 (in 1 0“"' 6cm2) E/N = 1 Td m/M = 1CT2 (ND in 1023 cm 1 s~ 1 )

2 Term 3 Term 4 Term 5 Term MC

Ikuta et al.

NDv 1.23 1.21 1.22

ndT 1.16

PRESENT

MC NDV 1.22

ND-p 1.14

TTT NDV 1 .22

LRM ND t 1 .24 1 .20 1 .20

a = 1 m/M = 10"4

2 Term 3 Term 4 Term 5 Term MC

PRESENT

MC NDV 3.84

NDp1 3.89

TTT NDV 3.87

LRM N D t 3.87 3.87 3.87
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o =  ̂ ® e (in 10 1  ̂ cm2 when e in eV) m/M = 10"2

2 Term 3 Term 4 Term 5 Term MC

Ikuta et al.

NDV 2.05 2.05 2.05
NDy 1 .58

PRESENT

MC NDV 2.05

n d t 1 .60

TTT NDV 2.05

LRM NDt 2.02 1.61 1.65 1 .64

ö = 1.8e m/M = 10“^

2 Term 3 Term 4 Term 5 Term MC

Ikuta et al.

NDy 1.15 1.15

N D t 1 .06

PRESENT

MC NDV 1.14

n d t 1 .06

TTT NDV 1.14

LRM ND t 1.12 1 .08 1 .08 1 .08

The estimated inaccuracy of the MC results is smaller than ±1 % for m/M =
10~2 and ±2% for m/M = 10” .̂ For the results of the LRM code the inaccuracy 
is smaller than ±1 % (but having in mind that there could be an additional 
uncertainty due to inadequacy of the theory as applied in the LRM code for 
large values of m/M).
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One may make the following comments about the work of Ikuta et al. 

(1983). The two and the three term formulae used by them are only 

approximate and do not include some higher order terms in m/M. Moreover

some other approximations are made in their derivation (see Braglia and 

Caraffini 1980). The formulae tested by Ikuta et al. are only valid for 

small values of the mass ratio, that is, for ratios that are similar to the 

ratios for real gases. Therefore it is inappropriate to look for the 

effects discussed by Ikuta et_ al. using mass ratios that render these 

formulae inaccurate. For this reason the results obtained by Ikuta £t al. 

(1983) for the mass ratio of 10-Lt are the most important. For the model 

gas that has a linearly increasing cross section with the energy these 

authors found the difference between NDV and ND-p to be 8.5$ for E/N=1 Td.

Present calculations using the Monte Carlo code developed by Reid 

(1979) have confirmed the results of the MC simulations of Ikuta et al. - 

see Table 2.2. Agreement was also found with the results (NDV - MC (EDF)) 

obtained using the EDF obtained from the MC simulations and the formulae 

for ND from the two or three term theories. The two-term results 

calculated using the standard code also agree well with the results 

calculated from the analytical formulae by Ikuta et_ al_. However, it is 

interesting to discuss the LRM code results. An important feature of that 

code is that the transport coefficients are calculated in "real space", 

therefore ND-p is being calculated. Table 2.2 shows that there is a small 

difference between the two-term LRM results and the TTT results for the 

cases when the momentum transfer cross section increases rapidly. It is 

not clear whether this differnce is a genuine difference between the TTT 

values for NDV and the "real space" results of NDp>, or a result of some
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problems in the numerical procedure. Three and four term results obtained 

using the LRM code agree well with the values of ND-p, and disagree with the 

three term results for NDV of Ikuta et al. This is an indication that the 

standard formulae for two and three term calculations are in error in the 

cases that were analysed. However, it must be pointed out again that more 

importance should be given to the results with m/M=10“  ̂ because all the 

numerical codes (including the LRM code) were developed by taking the 

advantage of the small electron to molecule mass ratio. Unfortunately the 

results for m/M=10“  ̂ are difficult to obtain using the MC codes since the 

energy losses are small and electrons come to equilibrium with the field 

only after a large number of collisions (Milloy and Watts 1977).

A different approach to the analysis of the relationship between the 

"real space" and the "ensemble" averages in electron transport was adopted 

by Makabe and Mori (1984). These authors constructed a three-term theory 

that includes effects of spatial gradients, perpendicular to the electric 

field, on the calculation of the EDF. The diffusion coefficient is 

represented as a tensor that consists of two terms - one the standard 

"ensemble" average term, and the other a term representing the correction 

due to the effects of the curvature of electron orbits. It appears that 

the three-term theory that includes the full gradient expansion of the EDF 

is the lowest order theory that can give these correction terms. Apart 

from applying their theory to the models proposed by Ikuta et_ al., Makabe 

and Mori (1984) analysed diffusion coefficients for the realistic case of 

argon. They found a differences between NDV and ND-p of up to 9% even at 

E/N values where the inelastic processes are negligible (see Milloy 1975). 

It is interesting to note that Haddad (1985-personal communication) 

obtained values of NDT for Ar at 0.5 Td that differ by less than 2% from
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the two-term result (both obtained by the LRM code), compared to the 

difference of Q% calculated by Makabe and Mori. At the moment it is 

uncertain whether the results for argon presented by Makabe and Mori are 

correct.

The following conclusion may be made:

1) The calculations of Ikuta et al. were confirmed in the present work.

2) For realistic gases some effects may appear for argon and perhaps 

for neon and krypton. Therefore any analysis at moderate and high E/N 

values should take into account the proper definition of the diffusion 

coefficient.

3) Standard multiterm theories give the correct results for ND when 3 

or more terms are used. In fact the difference between NDV and NDy may be 

regarded as another correction term to the TTT. Therefore in addition to 

the correction that results from the inaccurate determination of the EDF, a 

correction must also be made for the inadequacy of the formula that is used 

to calculate ND. In that sense all the TTT results that were corrected 

using the multiterm theories or MC simulations do not require reanalysis. 

In the present work the distinction between NDV and NDq> will not be made 

because all the TTT results are normally checked using the LRM theory 

and/or MC simulations.

4) The physical picture of the phenomenon described in this section is 

still not satisfactory. It is not clear that the representation of the 

curved electron orbits (which is inherent in BE through the field term) is 

lost in the process of the development of the TTT, and if so exactly which 

approximation leads to this loss. Conceptually it is much easier to accept 

the phenomenon as a consequence of neglecting the higher-order terms in the

gradient expansion perpendicular to the field.
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Nevertheless, the analysis performed by Ikuta et al. (1983) deserves 

attention and more work is required before a full explanation can be given 

for the discrepancies between results based on the different definitions of 

ND.
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CHAPTER 3: NEGATIVE DIFFERENTIAL CONDUCTIVITY IN GASES

3.1: Introduction

Negative differential conductivity (NDC), that is, decreasing electron 

drift velocity (hence conductivity) with increasing electric field 

strength, occurs in semiconductors and gases. It has received considerable 

attention because, on the one hand, a number of applications are dependent 

on it, while on the other it can cause undesirable instabilities. The role 

of NDC in gas discharges has been stressed by Lopantseva et al. (1979)(see 

also Petrushevich and Starostin 1981), who made both experimental and 

theoretical studies of instabilities in externally sustained discharges in 

Ar-N2 and Ar-CO mixtures and in pure Ar. Investigations of the phenomenon 

are particulary important in relation to the operation of Ar-N2 lasers 

(Searles 1974; Ault et al. 1974; Ault 1975; Bychkov et al. 1980), CO lasers 

(Willett 1974; Garscadden 1981) and diffuse discharge switches 

(Christophorou _et al. 1982a; Schoenbach et_ al. 1982; Christophorou and 

Hunter 1984), and to the detection of nuclear radiation (Mathieson and 

El-Hakeem 1979; Al-Dargazelli et al. 1981).

In the gas phase, NDC has been most commonly observed in very dilute 

mixtures of molecular gases with argon. There were some early reports of 

NDC in pure argon but it is now known that these were the result of the 

presence of molecular impurities (Long et al. 1976, and references therein) 

and it is well established that NDC is not present in the pure gas 

(Robertson 1977). The phenomenon has also been observed experimentally 

and/or predicted "theoretically’' in a number of other gas mixtures and even

in pure gases; Table 3*1 lists some examples.
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Table  3 .1 :  Occurence of NDC in  v a r io u s  pure gases  and gas m ix tu res

Reference Theory Experiment

Pack and Phelps (1961) N2  (77 K)
Pack e t  a l . (1962) CO (77 K)

Lowke (1963) N2  (77 K)
Hurst  e t  a l .  (1963) H2 O-CH4 , h2 o- n2

K lo ts  and R e inha rd t  (1970) Various hydrocarbons

C hr i s to p h o ro u  (1971) Data and r e f e r e n c e s

Long e t  a l . (1976) Ar-N2 , Ar-CO

f o r  va r ious  gases

Kleban and Davis (1977) CH 4

Kleban and Davis (1978) CH 4 , CD 4

El-Hakeem and Mathieson (1978) Ar-CH4

Mathieson and El-Hakeem (1979) CH1 4 , Ne-CHij ?

Lopantseva e t  a l . (1979)

Ar-CHij, Ar-C0 2

Ar-N 2 , Ar-CO

Lin e t  a l .  (1979) CH4

E l fo rd  (1980) Hg (due to  presence

Foreman e t  a l . (1981)

of mercury d imers)  

Ar-CH4 , He-CH4

Kleban e t  a l .  (1981) He-CHij, Ar-CHij
Garscadden (1981) CO-Ar-He

C h r i s topho rou  e t  a l . (1982a) Ar-CgFg, Ar-CF4

Haddad (1983) Ar-N 2

Haddad and M il loy  (1983) Ar-CO

Haddad (1985) CH4
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Almost all investigations of NDC relate it to the presence of a 

Ramsauer-Townsend minimum in the electron momentum-transfer cross section 

am , which is exhibited by some atomic and molecular gases, and one or more 

inelastic energy loss processes in the region of that minimum. This 

situation may be present in a single molecular gas (e.g. methane) or it may 

be produced by adding a small quantity of a molecular gas to a heavy 

monatomic gas.

A more general situation that arises when small quantites of molecular 

gas are added to an atomic gas is that of enhanced electron conductivity, 

that is the value of the drift velocity (and conductivity) for the mixture 

exceeds the values for both constituent gases at the same E/N (Long £t al. 

1976; Garscadden et_ al. 1981; Foreman et al. 1981).

Explanations of two examples of NDC in gases have recently been given, 

one by Long et al. (1976) and the other by Kleban and Davis (1977; 1978). 

Long et al. based their argument on the variation with E/N of the mean 

collision frequency for momentum transfer <vm>, while Kleban and Davis were 

concerned with the effect of the degree of anisotropy of the electron 

velocity distribution function. Both groups of authors dealt with the 

situation when a Ramsauer-Townsend minimum is present.

The aim of this work is to point out the importance of certain features 

of the elastic and inelastic collision cross sections in inducing NDC.

Initially the was desire to understand better the variation of drift

velocity for some gases and gas mixtures that were investigated. For

example why NDC is observed in CO-Ar mixtures but not in H2“Ar mixtures. 

However, it was soon discovered that the situation in those mixtures was 

too complicated to enable a real understanding to be gained due to the 

large number of collision processes occuring simultaneously. Also there
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did not appear to be any explanation in the literature that was 

satisfactory in terms of generality and simplicity. In fact one' could not 

help the feeling that the analyses of both Long et al_. and Kleban and 

Davis, which were restricted to specific gases, did little to provide a 

general concept of NDC in gases. Moreover, it could be inferred from their 

work that the presence of a Ramsauer-Townsend minimum was essential for the 

occurence of NDC. Model calculations were therefore made in an attempt to 

gain a deeper insight into the cause of the phenomenon, since the use of 

simple models rather than the cross sections for real gases enables one to 

get a much clearer physical picture of the situation.

3.2: Qualitative discussion

The physical situation that leads to NDC for low electric field 

strength can be understood in general terms in the following way. The 

well-known formula for the drift velocity in terms of the electron speed c 

(based on the "two—term approximation"):

vdr
4jt eE f c3 d f  
3 m J vm( c )  dc

can be transformed by partial integration to

(3.D

eE _2 _ d ___c£
Vdr - 3mN C dc om(c)

provided that c3f0(c)/vm (c) 

Crompton 197-4) - In these

>

+ 0 in

f ormulae

(3.2)

the limit c+0 or ĉ °° (Huxley and 

om(c) and vm(c)=Nam(c)c are the

energy-dependent momentum-transfer cross section and momentum-transfer
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collision frequency respectively. It follows that provided the cross 

section does not vary too rapidly the formula for v^r reduces to

vdr
FeE

m<vm> (3.3)

where F is a factor near unity (e.g. F=0.8 if am is constant) which is 

constant or varies slowly with E/N (Huxley and Crompton 1974; see also Long 

et al. 1976; Lin et al.1979).

We use (3*3) to predict qualitatively the variation of the drift 

velocity with E/N for the simple situation illustrated in Fig. 3.1. For 

low values of E/N essentially all the electrons have energies below the 

inelastic threshold. Therefore, because elastic scattering is the only 

energy loss process, the mean electron energy and <vm> rise relatively 

rapidly with increasing E/N, and v^p increases only slowly. At a 

sufficiently large value of E/N a significant fraction of the electrons in 

the swarm have energies above the threshold. There is now a much larger 

average energy loss per collision, the average energy and <vm> increase 

less rapidly with E/N, and v^r therefore increases more rapidly than it 

would if there was no inelastic channel (see equation 3*3). This is 

illustrated in Fig. 3.1b. At very large values of E/N, elastic scattering 

again becomes the dominant energy loss process, since the average energy 

loss per elastic collision increases linearly with electron energy, whereas 

the energy loss per inelastic collision remains constant, so that the drift 

velocity must approach asymptotically the dashed curve which corresponds to 

the case of no inelastic scattering. At intermediate values of E/N there 

is at least the possibility that v^r will decrease with increasing E/N, as 

shown in Fig. 3.1b. Whether or not this actually occurs depends on the 

combination of elastic and inelastic cross section and the threshold energy
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of the inelastic process.

Figure 3.1 Simple model 
cross sections (a) and the 
corresponding drift 
velocity (b) used to 
illustrate the primary 
cause of NDC. The dashed 
curve in (b) shows the 
drift velocity that would 
be expected if there was 
no inelastic scattering.

Explanations of NDC as observed in specific cases have been given by 

several authors. Kleban and Davis (1977; 1978) discussed the phenomenon in

terms of the degree of anisotropy of the velocity distribution. They

considered gases such as methane where the threshold of vibrational 

excitation coincides with a Ramsauer-Townsend minimum in om. In the range 

of value of E/N where the maximum in the distribution of electron speed is

somewhat above that corresponding to the excitation threshold, the average 

electron energy is kept relatively low by inelastic collisions even though 

E/N is relatively large. Moreover, because am is small the frequency of
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elastic collisions, whose effect is to randomize the direction of the 

velocity vectors without significantly reducing their magnitudes, is small. 

Under these conditions the distribution function may become markedly 

anisotropic, a condition which Kleban and Davis described as "streaming 

anisotopy". At higher values of E/N, where the distribution of electron 

speeds has its maximum in the region where Gm is large, there is enhanced 

elastic scattering, especially of those electrons whose motion is 

predominantly in the direction of the electric force and whose velocities 

are therefore largest. The consequence is enhanced randomization of the 

velocities and reduced anisotropy. Thus, although the average electron 

speed is increased, the average velocity (the drift velocity) may be 

reduced, i.e. NDC may occur.

While affording a new insight into the nature of the phenomenon, the 

Kleban and Davis description does not provide the basis for a criterion for 

its occurrence, whereas the preceding argument and equation (3.1) can 

provide at least an approximate criterion (see Section 3*3).

A somewhat different approach was taken by Long et al. (1976) who based 

their argument on equation (3-3) but implied that NDC occurs in a 

transition region where the mean energy of the swarm lies between two 

inelastic processes with widely separated thresholds.

The argument presented at the beginning of this section suggests that 

NDC has a simpler explanation than that given by Long £t al., and the model 

calculations described in Section 3.6 support this view.

3.3: A Criterion for Negative Differential Conductivity

Lopantseva et al. (1979) also based their discussion on equation (3.3)
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and used a r e l a t i v e l y  s im ple  argument to  develop from i t  a c r i t e r i o n  f o r  

NDC. This eq u a t io n  p r e d i c t s  t h a t  NDC w i l l  occur when <vm> i n c r e a s e s  more 

r a p i d l y  than  E (see  S e c t io n  3*5), but  does not  say any th ing  about the  

c h a r a c t e r i s t i c s  of the  e l a s t i c  and i n e l a s t i c  c ro s s  s e c t i o n ( s )  t h a t  w i l l  

l e a d  to  t h i s  s i t u a t i o n .  Following Lopantseva e t  a l . ,  we w r i t e  an 

approxim ate  energy ba lance  eq u a t io n  in  th e  form

<Vi>e-j_ = vd r eE , (3 .4 )

where <v^> i s  the  mean i n e l a s t i c  c o l l i s i o n  f req u en cy ,  i s  the  energy l o s s  

per  i n e l a s t i c  c o l l i s i o n  and, f o r  th e  sake  of  s i m p l i c i t y  in  t h i s  d i s c u s s i o n ,  

th e  energy l o s s  in  e l a s t i c  s c a t t e r i n g  i s  n e g l e c t e d .  Combining (3-1) and 

(3 .2 )  we ge t

3vdr Fej_ <v^> 1 3<v^> 1 3<vm>

3 ( E/N) = 2mvdr <vm> sT e / nT  “ <vm> 3(~E/N)^ ’

or  u s ing  th e  l o g a r i t h m i c  d e r i v a t i v e s  ( d ( l n y ) / d ( l n x )  = y(x) ):

vdr * a n v j b  ^<Vi> ’  <Vm>^

where i t  i s  assumed t h a t  F(E/N) i s  c o n s t a n t .

While the  many approx im at ions  c o n ta in ed  in  the  d e r i v a t i o n  of  e q u a t io n  

(3 .5 )  make i t  f a r  from adequate  in a r e a l i s t i c  s i t u a t i o n ,  n e v e r t h e l e s s  i t  

i s  u s e f u l  as a guide to  the  r e l a t i o n s h i p  between e l a s t i c  and i n e l a s t i c  

p ro c e s s e s  t h a t  l e a d  to  NDC. I t  i s  c l e a r ,  f o r  example,  t h a t  a r a p i d  

i n c r e a s e  of  <vm> or d ec re ase  of <v^> w i th  E/N w i l l  induce a n e g a t iv e  s lo p e  

of  vdr ve rsus  E/N, i . e .  NDC.

Equa t ion  (3 .4 )  i s  only an approx im at ion  and i t  i s  inadequa te  in th e
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situation when elastic collisions are a significant energy loss because 

these energy losses have been neglected in the equation (3.4). They can be 

easily included approximately by adding, thus:

3.4: Other Theoretical Developments

Robson (1984) independently worked on the problem of NDC and derived 

criterion for its occurance. His derivation (for the spatially uniform 

case i.e. Vn=0) starts from the momentum and energy conservation equations 

(momentum transfer theory) in the following form

<Vi>ei - v^eE ^ <evm> = VdreE ^ <£><vm> . (3.6)

In that case the condition in (3*5) becomes:

3v^r  Fe i  <v^> 1 3<Vj[> 1 3<vm> F 3<e>

(3.8)

and

(3.9)

where y is the effective mass (~me for electrons) and

M £̂  {  ̂V^ ̂ ^Vg0^}
---- I --------m+M l <ve> (3.10)

Here vse is the collision frequency of the superelastic collisions and ve
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is the collision frequency for the elastic energy transfer

<ve> -
M

m+M < vm > (3.1D

It is then possible to derive:

mvdr2 vdr = (1 + ^77)<£><£> • (3.12)

Since the average energy has to increase with the increase of the field, 

the only way that NDC can occur is to have

(1 d< e>d  < o (3.13)

The usual approximation of momentum transfer theory is the replacement of 

<v(e)> by v(<e>). This approximation may be adequate for but is not 

adequate for close to threshold. Consequently Robson proposes averaging 

on the basis of the Maxwellian distribution function

<vi(e)> = Vi«e>)(1 + 0 e x p ( - 0  = vi«E>)SU) (3.14)

where C=3ci/2<e>. Using v=Nvo Robson has obtained:

M öj_(<E>)
q(e) = 2m ei am (<£>)" S(-) ' (3.15)

The criterion (3.13) is better than the criterion (3.5) since it includes 

the elastic energy losses and superelastic collisions. Also the term S(e) 

enables one to make a good estimate of the average inelastic collision 

frequency <vj_(e)>. It is, however, possible to use (3*14) in our criteria 

(3.5) and (3.7) and derive formulae in terms of cross sections.

Part of Robson’s motivation for studying NDC was its importance as the
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most stringent test of generalized Einstein relations (see Klots and 

Reinhardt 1970; Robson 1972; Kumar et al. 1980; Robson 1984)

An alternative approach to the derivation of a criterion for NDC was 

proposed by Chantry (1983 - personal communication). He uses the momentum 

transfer relation (3.3) only. It can be presented in the following form:

Vdr ■ Ä  <7e - i ö V  (3'16)

After making an approximation: <e1/2 am(e)> = <e>1/2 om(<e>) it is possible 

to differentiate (3.16) with the respect to E/N. The final result is:

vdr = 1 - <e>(E/N) [ -jr + öm(<£>) ] (3.17)

where the round brackets imply "a function of". The necessary condition 

for the occurence of NDC is that om > -1/2 and sufficient conditions are 

am  ̂0 and <e> > 2. One can see that it is not absolutely necessary for om 

to increase with e but it favours NDC and that the occurance of NDC is also 

favoured by a rapid increase of <e>.

It is possible to plot the curve vdr=0, i.e.:

< e>( E/N) = -------- -- ---------- (3.18)
1/2 + am (<e>)

This curve represents the boundary between the positive (PDC) and the 

negative differential conductivity (Fig. 3.2). It is possible to use Dp/p 

instead of <e>, but it is rather difficult to give the meaning to arn(<e>) 

in the case of realistic rapidly changing cross section. Once this problem 

is overcome this approach provides a very good visual presentation of the 

dependence of the occurance of NDC on some parameters. Inelastic cross
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sections are, however, hidden in the dependence of the average energy but 

the relationship is not hard to find. Chantry’s criterion is equivalent to 

ours since the basic equation is identical. Additional approximation is 

only made when the collision frequency is split (see the line following 

equation 3.16). On the other hand no commitment to the particular form of 

the energy balance equation is made.

< e > (E /N )

- 1/2
a J C O )

no physical solutions

Figure 3.2 The curve representing condition v<jr=0 in the space of 
parameters <e> as a function of E/N and om as a function of <e>. The 
shaded area corresponds to conditions that lead to NDC and the area that is 
not shaded to the positive differential conductivity (PDC). Negative 
values of <e> are not allowed because the law of the conservation of energy 
would be violated.

Lopantseva et_ al. (1979) have taken the energy loss per collision to be 

the characteristic energy ê . Consequently their NDC criterion differs 

from (3.5). However, apart from this apparently incorrect step, their 

physical reasoning is correct and their conclusion that NDC is related to
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"overheating " of electrons enables them to relate NDC to the stability of 

the discharge. It is possible that eventual applications of NDC will be 

impeded by the ever present chance of an instability and therefore this 

problem deserves much attention, although it is not within the scope of the 

electron swarm physics.

3.5: Model Calculations

A number of calculations were performed using model cross sections to 

explore the conclusions of the Section 3.2. One conclusion was that a 

Ramsauer-Townsend minimum in am was not a necessary condition for NDC, 

although it has almost always been taken to be so in the literature. The 

models were constructed with the intention of verifying this conclusion as 

well as investigating more generally the features of the elastic and 

inelastic cross section that lead to the phenomenon. The choice of the 

models was guided by the general arguments given in the Sections 3.2 and 

3.3.

Model 1. We chose for the first model a momentum-transfer cross 

section that linearly increases with energy and is given by

°m = 5 + 1. 95e

(all cross sections are in 10“ ^  cm^ when the energy e is given in eV), and 

an inelastic cross section that is constant above a threshold energy eT ,

i .e.

Ci = 0

= 0.03

( e < £7) 

( e 2 eT)
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This model corresponds to that on which the discussion at the beginning of 

Section 3.2 is based. The threshold energy is the parameter in this model 

and was given the values 0.05, 0.1 and 0.2eV. The inelastic energy loss 

was taken to be equal to e-p. Room temperature and a molecular mass of 28 

a.m.u. were assumed. Drift velocities were calculated using the usual 

two-term spherical harmonics representation of the velocity distribution 

function. The results are shown in Fig. 3.3. As predicted, NDC occurs 

even with cross sections as unspectacular as those for this model and where 

there is no Ramsauer-Townsend minimum. Note that as eT increases NDC is 

postponed to higher E/N, but the effect is much more pronounced. This is 

because the larger inelastic losses in the region of maximum loss further 

suppress the mean electron energy, leading to a reduction in <vrn> and 

increase in v^r . Since the drift velocities converge at high E/N, such an 

increase must lead to enhanced NDC.

It might be argued that the observed decrease of the NDC effect as the 

threshold energy (inelastic energy loss) becomes smaller is actually the 

result of "thermal" effects. As has already been stated superelastic 

collisions were neglected for this calculation, and therefore the molecular 

motion can only influence the transport of electrons through the term in 

the Boltzmann equation that takes into account the energy gained by the 

electrons in elastic collisons with the molecules. In order to check 

whether the onset and the magnitude of the region of NDC for this model 

were influenced by the molecular motion the temperature was reduced to 77 K 

and the calculations repeated. Drift velocities in the region just before 

the local maximum and in the NDC region were not affected at all even 

though values at much lower E/Ns were considerably affected. This proves 

that the transport was dominated by inelastic collisions in the region of
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NDC and just before it and that the conclusion about the importance of the 

inelastic energy loss in inducing NDC is correct.

E(eV)

Figure 3.3 Model 1. (a) 
Cross sections, where the 
inelastic thresholds are: 
a, e-p = 0.05 eV; b, e-p = 
0.1 eV; c, eT = 0.2 eV. 
(b) Calculated drift 
velocities, where the 
dashed curve shows results 
for the case when only the 
elastic process is 
present.

Model 2. Here am and were chosen to have the same form as in Model 

1, but the inelastic energy loss per collision ep was kept the same in all 

cases (0.05 eV per collision). The threshold energies for the inelastic 

process were 0.05, 0.3 and 1.0 eV. The results are shown in Fig. 3*^. As 

the difference between ep and ep> increases, NDC becomes less pronounced 

until, in case C, the dependence of v^r on E/N becomes monotonic, this is 

because the delay in the onset of inelastic scattering allows the mean
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electron energy to rise to a point where the elastic energy losses become 

comparable with the inelastic losses, so that the situation is little 

different from that for pure elastic scattering where NDC cannot occur.

E/N (Td)

Figure 3.4 Calculated 
drift velocities for 
Model 2 with the threshold 
energy values: a,
0.05 eV; b, eT = 0.3 eV; 
c, e-p = 1 eV. In each
case the inelastic energy 
loss is e-L = 0.05 eV.

Model 3. The third model was designed to show how a sudden decrease of 

Oj_ induces NDC (see equation 3-5). Initially the inelastic cross section 

of Model 1, case b was used and the slope of om reduced (to 0.15) until no 

NDC was observed (case d in Fig. 3.5b). Then 0j_ was set to zero above 

different "cut-off" energies ec. The set of cross sections (in 10"1  ̂ cm2) 

is :

°m = 5 + 0.1 5 e

Oj_ = 0 ( e < 0.1eV; e>ec )

= 0.3 ( 0.1 eV < e  ̂ ec )

where the parameter ec has the values 1.0, 3.0, 9.0 eV and », and 

£j_=0.1 eV. The results shown in Fig. 3-5 demonstrate that NDC can be 

induced by reducing the cut-off energy, and that it becomes more pronounced
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as ec is further reduced. This is evidently due to the fact that above ec 

a situation is rapidly reached, as E/N increases, when inelastic scattering 

is unimportant; that is, one reaches the asymptotic region discussed under 

Model 1 much more rapidly. Correspondingly, NDC can occur with a 

momentum-transfer cross section that increases much less rapidly with 

energy when the inelastic cross section has this form.

£(eV)

Figure 3.5 Model 3: (a)
Cross sections, where the 
inelastic cross section 
cut-offs have the values 
a, ec = 1 eV; b, ec = 3 
eV; c, ec = 9 eV
(illustrated); d, ec = ro. 
In each case ê  = ê  = 0.1 
eV. (b) Calculated drift 
velocities, where the 
dashed curve for d shows 
the case of no cutoff.

Model 4. It was evident from earlier work that NDC is enhanced when om 

increases rapidly with energy. This can be illustrated by using the
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following model cross sections: 

am = 5 + Ae

Gi = 0 ( e < 0.1 eV)

= 0.03 ( e ^ 0.1 eV)

where A is a parameter taking the values 9.95, 0.45 and 0. The results 

presented in Fig. 3.6 not only show that NDC is promoted by a steeply 

rising am , but that the phenomenon can occur with an energy dependence that 

is much weaker than that usually found on the high energy side of a 

Ramsauer-Townsend minimum. The model also shows that if om increases too 

slowly with energy the reduced anisotropy of the velocity distribution 

function as E/N increases will be more than offset by the increased average 

speed of the electrons, thus eliminating NDC.

Model 5. The final model demonstrates a perhaps unexpected result that 

NDC can occur even when am is not increasing. The model has the following 

characteristics:

°m ~ 5 , ai

Case a: °i

Case b: °i

Case c: ai

0 ( e < 0.1 )

0 . 03 ( e  > 0.1 )

0.03 ( 0.1 < e < 1.0 )
0 ( £ > 1 . 0 )

0.01 ( 0.1 < £ < 1.0 )
0 ( £ > 1.0)
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Figure  3.6 Model 4: (a)

Cross s e c t i o n s ,  where the

s lo p e s  of om have the

v a lu e s :  A, A = 9.95 10“ 16
cm2eV_-| . 3 } A = 0.45 10“ 16

cm^eV“ ”* ; C, A = 0.0 (b)

C a l c u l a t e d d r i f t

v e l o c i t i e s .

E / N f T d )

As shown in  F ig .  3 .7 ,  case  b shows t h a t  NDC can in  f a c t  occur in  t h i s  

s i t u a t i o n .  Note t h a t  a c u t - o f f  in  oj_ i s  e s s e n t i a l  f o r  NDC t o  occur  in  t h i s  

case  (compare curves  a and b in  F ig .  3 . 7 b ) ,  and t h a t  t h i s  c ro s s  s e c t i o n  

must be s u f f i c i e n t l y  l a r g e  (compare curves  b and c ) .  Both c o n d i t i o n s  a re  

n e c e s s a ry  t o  ensure  a s u f f i c i e n t l y  r a p i d  dec re ase  in a n i s o t r o p y  wi th 

i n c r e a s i n g  E/N.

One can ex tend  th e  example f u r t h e r  and in t ro d u c e  a n e g a t iv e  s lo p e  to  

Oryj, keep ing th e  same as f o r  the  case  b. NDC becomes l e s s  and l e s s  

pronounced but  s t i l l  e x i s t s .  For a om t h a t  l i n e a r l y  d e c re a se s  from 5 a t



£=0 to 3 at 10 eV there is a sharp NDC (see Fig. 3.8).

O"; X100

0 0.1

cm s

I_Li

E/N(Td)

Figure 3*7 Model 5 (see text): (a) Cross sections. (b) Calculated
drift velocities.

3.6: General Comments about Model Calculations and Criteria for 

Negative Differential Conductivity

The results presented in the previous section were obtained using the 

Boltzmann code developed by Gibson (1970). In order to determine the 

significance of errors arising from the two-term approximation inherent in
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t h e  s o l u t i o n  of Boltzmann 's  e q u a t io n  upon which Gibson’ s code i s  based 

( H o l s t e i n  1946), v^p was r e c a l c u l a t e d  us ing  a m u l t i t e rm  code (Lin e t  a l .  

1979; see  a l s o  Haddad e t  a l . 1981) f o r  the  t y p i c a l  case  of Model 5, case b.

(10* cm S"1)

E/N (Td)

Figu re  3*8 C a l c u l a t e d  d r i f t  v e l o c i t i e s  f o r  the  model c ro s s  s e c t i o n  

w i th  a n e g a t iv e  s lo p e  of om as ex p la in e d  in  th e  t e x t .

The r e s u l t s  a re  compared wi th the  two-term r e s u l t s  in  F ig .  3 . 9 a .  This

f i g u r e  a l s o  shows r e s u l t s  f o r  D j /y ,  the  r a t i o  of t r a n s v e r s e  d i f f u s i o n

c o e f f i c i e n t  to  m o b i l i t y ,  which i s  more s u b j e c t  to  e r r o r  from t h i s

a p p ro x im a t io n .  The e r r o r  a r i s i n g  from the  approx im at ion  a re  n e g l i g i b l e  in  

each c a s e ,  a r e s u l t  which i s  not  s u r p r i s i n g  given  th e  r a t i o  of t h e  e l a s t i c  

and i n e l a s t i c  c ro s s  s e c t i o n s  (Reid 1979).  The v a l i d i t y  of the  two-term 

approximatiom in  t h i s  i n s t a n c e  a l s o  shows t h a t  th e  degree  of a n i s o t r o p y

r e q u i r e d  f o r  NDC to  occur need not  be l a r g e .

G ib s o n ' s  (1970) code was a l s o  used to  c a l c u l a t e  <vm>; the  r a t i o  <vm>/E
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is plotted in Fig. 3.9b. The range of E/N where <vm > increases more 

rapidly than E (labeled R) corresponds to the region of NDC, in accordance 

with (3*3). This illustrates the adequacy of the explanation based on this 

formula despite the approximations inherent in its derivation. In all the 

calculations both for the model and for real gases there was extremely good 

agreement between the range of R and the range of NDC.

arb.units^

10 cm

D/p
(V)

E/N(Td )

Figure 3.9 Model 5, case b: (a) Calculated drift velocities (solid 
curve) and the ratio D^/p (dashed curve). The multiterm calculations for 
both vdr and D^/p are represented by circles on the corresponding curves, 
(b) The E/N dependence of <vm>/E. The region where <vm > rises more rapidly 
than E, leading to NDC, is indicated by R.
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Initially the criterion (3*5) was developed just to guide the choice 

for the model calculations. The addition of the elastic energy losses 

produces a more accurate criterion that somewhat narrows the range of NDC 

but does not give much more physical insight into the causes of NDC than 

the (3.5). The reason is that the assumptions (equations 3-3 and 3.4) in 

the derivation of (3.5) are quite adequate for the peak of the v<jr-E/N 

curve where inelastic collisions dominate the energy transfer. Whether NDC 

will occur or not is "decided" at this point, i.e. vdr can continue its 

increase, can remain constant or decrease. Drift velocity of the purely 

elastic gas is the lower limit to the v<jr and therefore NDC cannot start 

from the purely elastic curve (this is evident from (3*5) or/and from 

Robson’s criterion but it is rather hard to see it from Chantry’s criterium 

unless someone actually performs calculations and plots the results.

The adequacy of criteria (3.5) and (3*7) can be judged on the basis of 

Fig. 3.10. Here, the calculations of drift velocities for Model 5 case b 

carried out by Robson (1983~personal communication) are displayed. In the 

region of the local maximum of v^r both criteria agree very well with the 

calculations based on BE. As can be expected, the criterion (3*5), which 

does not include the energy losses in elastic collisions, breaks down at 

high E/N values, but is sufficiently accurate at the maximum. Similar 

checks were made during the course of the present work when the mass of the 

model gas was varied from 28 to 100 then to 500 atomic units in order to 

shown that the drift velocity in the region of the maximum was not affected

by energy loss in elastic collisions.



105

(105 cm

E/N (Td)

e(eV)

Figure 3*10 Model 5, case b: Drift velocities calculated on the basis 
of: (a) equation (3.7) (or equations 3.10-3.15); (b) equation (3.5); (c) 
by a solution to the Boltzmann Equation. The corresponding values of D-p/y 
are also presented (d). These are the results of calculations carried out 
by Robson (1983~personal communication).

It is relatively easy to apply Chantry’s criterion to our models. For 

the constant om it can be seen from Fig. 3.2 or from (3.18) that the 

logarithmic derivative of <e> should be greater than 2 for NDC to occur. 

In Fig. 3.11 we have presented the log-log plots of the calculated D-p/y 

vs.E/N and the plot of the corresponding finite difference ratios. The 

notation is the same as in Fig. 3.7. We see that the curve B reaches the 

value of 3 between 1 and 1.7 Td, while the curve C reaches the peak of 2.06 

below 1 Td. This is in very good agreement with the observed behaviour of 

the drift velocities (see Fig. 3-7) where the curve C only just shows NDC,

while B has a very pronounced minimum. We should also add that Chantry’s
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criterion is consistent with our conclusion that it is possible to have NDC 

with a decreasing am , and it even gives a limit of om(<e>) > -1/2 to the 

negative slope.

ln(E/N)

Figure 3.11 Model 5: 
Dependence of lnCD^/p) and 
Df/y on ln(E/N) as an 
illustration of Chantry's 
criterion for the 
occurance of NDC. The 
notation is the same as in 
Fig. 3.7.

3.7: Negative Differential Conductivity in Real Gases

Most studies of NDC have concentrated on gases or gas mixtures in which 

the thresholds for vibrational excitation lie near or above a Ramsauer-

Townsend minimum. Consequently such conditions are generally taken to be
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necessary for the phenomenon to occur. However, its occurence in nitrogen 

and carbon monoxide at 77 K for small values of E/N (Pack and Phelps 1961; 

Pack £t al. 1962; Lowke 1963) shows that a Ramsauer-Townsend minimum is not 

necessary, and also suggests that rotational rather than vibrational 

excitation may be the relevant inelastic process in these instances. 

Moreover, in the case of CO, where am decreases with increasing energy in 

the relevant range of electron swarm energies, the fact that NDC occurs 

confirms one of the conclusions reached with the models, namely that am 

need not increase with energy for the effect to occur.

From an examination of experimental data for v^r and D^/p in N2 » it 

seems to us unlikely that vibrational excitation is responsible for NDC in 

the 77 K data for this gas. We investigated this more fully using the 

two-term Boltzmann code together with rotational excitation cross section 

calculated using the Gerjoy and Stein (1955) formula (Born approximation) 

and the momentum transfer and vibrational excitation cross sections of 

Pitchford and Phelps (1982). We could show that the phenomenon is entirely 

due to the rotational excitation by suppressing the vibrational cross 

sections (see Fig. 3.12a); in fact their removal considerably increases the 

range of E/N over which NDC occurs without affecting its onset. Thus, in 

this case the presence of the second inelastic process reduces NDC rather 

than promotes it (Long _et aî . 1976).

In real gases superelastic collisions with rotationally excited 

molecules also have a considerable influence on NDC. In N2 at 293 K, NDC 

is not observed experimentally, and our calculations show that it does not 

occur even when the vibrational cross sections are suppressed (see Fig. 

3.12b). Thus, its disappearance cannot be accounted for by the reduction 

in the energy gap between the threshold for rotational excitation of the
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most populated state and the lowest vibrational threshold that result from 

the higher temperature. On the other hand, as shown by curve b in Fig. 

3.12b, the suppression of superelastic cross sections restores the 

phenomenon at this temperature even when vibrational losses are included. 

This is in accordance with the criterion of Robson (1984) that predicts 

that the superelastic collisions have a negative effect on NDC.

E/N (Td)

293 K

E/N (Td)

Figure 3*12 Drift
velocities in No at low 
values of E/N for (a) 
T = 77 K and (b)
T = 293 K. The solid 
curves correspond to the 
inclusion of all the 
relevant processes, and 
dashed curves to the 
omission of vibrational 
excitation. The points 
are the experimental 
results of Lowke (1963). 
In (b) curves a and b 
correspond respectively to 
when superelastic 
processes are included and 
omitted.

energy range is clearlyThe energy dependence of om in the relevant 

less favourable for NDC in CO than it is in N2 . On the other hand, the
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decrease in the rotational excitation cross sections at higher energies, 

which is characteristic of polar molecules (Takayanagi 1966), favours NDC 

so that our discussion of the phenomena for N2 is expected to be valid for 

CO also.

3.8: Conclusions

From the general arguments developed in this section and the 

illustrations provided by the model calculations the following conclusions 

can be drawn:

1) NDC cannot take place in the absence of an inelastic process (see 

criteria of Robson and/or equations 3.5 and 3.7). As mentioned above 

physical explanation of this is the fact that the elastic drift 

velocity is the minimum of the drift velocity and <vm> cannot increase 

faster than E in that case.

2) The more rapid the increase of om with energy, the more likely is 

NDC to occur.

3) An inelastic cross section that rapidly decreases with increasing 

energy enhances NDC or may even produce it under favourable conditions: 

for example when am does not increase with energy. It has been shown 

that it is possible to induce NDC with a constant or decreasing am .

4) The relative magnitude of om and oj_ plays a key role. It is not 

necessary to have such a low om as is usually encountered at a 

Ramsauer-Townsend minimum. NDC can also occur when the inelastic cross 

section is small compared with the elastic cross section, that is under

conditions when the degree of anisotropy is never very large and a
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two-terra theory is valid. On the other hand NDC may fail to occur even 

if there is an apparently appropriate combination of characteristics of 

om and öj_.

5) It is also worth noting that the presence of the superelastic 

collisions reduces a chance of NDC.

Finally it should be noted that all the results presented here can be 

explained using arguments developed by Kleban and Davis (1977) unless by 

their use of their term "streaming anisotropy" they are implying that NDC 

is associated with the breakdown of the two term approximation (in the case 

that they have analysed- CH14). This interpretation of their work may be 

encountered quite often and one should point out that the transport of 

electrons is governed by electric field and the cross sections of the gas 

(including of course effects of temperature). It is very difficult to 

accept that inadequacy of a numerical procedure that is used to analyse the 

transport of electrons could affect the transport itself and consequently 

that could affect the observable experimental results. So whatever the 

theory that is being used, NDC either exists or does not exist and one can 

calculate it more or less accurately. Even for methane the maximum 

deviation of the two term theory from the multiterm results is of the order 

of 10$ for v^r (Haddad 1985). The NDC region has a difference of the order 

of 20$ between the peak and the lowest point. Therefore even if the two 

term theory made a 10$ error at one E/N and none at the neighbouring E/N 

(which is very unlikely) it would still predict NDC (see Mathieson and 

El-Hakeem 1979).

In those terms it is believed that the causes of NDC as described in 

this work (prefered term would be "the conditions that lead to") are the

basic ones. It is however possible that some secondary effect may



determine whether NDC will occur or not but only if the favourable 

conditions already exist. For instance having a model gas that has 

isotropic cross sections and a calculated v^r-E/N curve that shows a 

plateau. Then an inclusion of some anisotropy could induce NDC, but 

already conditions as mentioned above have been satisfied. For the case of 

methane where the two-term theory is inadequate it is evident that the 

cross sections satisfy very well the conditions as given above and 

therefore CHq is just an example of rather extreme conditions for electron 

transport but is certainly covered by present analysis.

Present results are also consistent with the argument developed by Long 

et al. (1976) (see also Lopantseva et_ al. 1979). However it should be 

noted that the presence of the second inelastic process is not necessary 

for NDC to occur, although in certain situations it could play an important 

role if the thresholds of the two processes are close to each other. Its 

role would be then to suppress the NDC produced by the first process rather 

than promote it.

Finally it should be stressed that in our opinion the essential part of 

the work presented in this chapter is to demonstrate that NDC may occur in 

a much wider set of circumstances than has previously been discussed and 

that its underlying causes may be simply conceptualized. Also it was 

rewarding to realise that independently of the present work some other 

authors have at the same time reached similar conclusions (though in a very 

different way and with somewhat different motivation).
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CHAPTER 4; BASIC PRINCIPLES OF THE OPERATION OF THE CAVALLERI 

DIFFUSION EXPERIMENT

4.1: Introduction

Direct measurement of electron diffusion coefficients was the last 

swarm technique to be developed, though one of the two methods that exist 

now proves to be perhaps one of the conceptually least complicated swarm 

techniques. The field was reviewed by Huxley and Crompton (1974) and 

Rhymes (1976) and here we shall give only a brief account.

The drift-dwell-drift technique was devised by Nelson and Davis (1969) 

on the basis of a technique for measuring drift velocities and longitudinal 

diffusion coefficients that had been developed at the Oak Ridge National 

Laboratory (Wagner et al. 1967). In this experiment a swarm of electrons 

is produced by a pulsed UV source in the presence of a drift field that 

drives the swarm to the centre of the chamber. Once it gets there the

field is switched off and a period of field free diffusion commences 

(dwell-period). The centre of mass of the swarm does not move but its 

width increases. At the end of a suitable time interval the drift field is 

applied again and the swarm drifts to the anode where its arrival time 

distribution is sampled by a particle multiplier.

The spread of the swarm on arrival at the anode results from diffusion 

during two drift periods and that in the dwell period (in addition the 

width of the initial swarm must be accounted for). Analysis of the results 

of this technique is rather involved as various corrections are applied: 

those for the initial pulse width, the dead time of the detector, diffusion 

during the sampling and electronic fluctuations. In addition boundary
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effects should be accounted for although this was not done by Nelson and 

Davis (1969).

The results obtained in Nelson and Davis’ experiment were in a good 

agreement with available data for the nine gases that were analysed but the 

statistical scatter was between 5 and 10% (and in the case of neon as much 

as 30%) •

Two major difficulties of this technique are the production of the 

swarm and the determination of its shape, and both were solved in the other 

approach to the direct measurement of the diffusion coefficients which is 

known as the Cavalieri's Diffusion Experiment (CDE). The first difficulty 

was avoided by the production of electrons in the gas directly, rather than 

at the cathode. The determination of the shape of the swarm was replaced 

by the sampling of the total number of electrons in the experimental cell 

and this was the most important achievement of this new technique. 

Therefore the need for the two "drift" periods was removed and only the 

"dwell" period remained.

Historically speaking the development of this technique was not as 

straightforward as suggested above. Initially it was proposed as an 

alternative method of particle detection (Cavalieri et al. 1962). Soon it 

was realised that this technique could produce values of the thermal 

diffusion and attachment rate coefficients (Cavalieri et al. 1964, 1965). 

Culmination of the work of Cavalieri (and his coleagues) was reached when 

they developed the apparatus which could accurately measure diffusion 

coefficients for both thermal and nonthermal electrons (see Fig 4.1). A 

constant RF field was applied to electrodes (in addition to the sampling 

pulses - see section 4.2) to increase the effective energy of the electron

swarm. It was possible to relate the RF field intensity to the equivalent



DC v a lues  (H o ls t e i n  1946, G i l a r d i n i  1972 and Huxley and Crompton 1974).

■VA----1

Nickel
film

Clearing
voltage

generator

Figu re  4.1 Exper imenta l  a p p a ra tu s  used by C a v a l i e r i  (1969) t o  measure 

the  d i f f u s i o n  c o e f f i c i e n t s  in pure hel ium f o r  a wide range  of  e l e c t r i c  

f i e l d s .

In  t h i s  v e r s io n  of the  CDE th e  e l e c t r o d e s  were i n s i d e  the  g l a s s  c e l l .  

The g l a s s  w a l l s  were coa ted  w i th  a t h i n  f i l m  of n i c k e l  in  o rd e r  t o  produce 

a uniform c o n t a c t  p o t e n t i a l  of the  s u r f a c e ,  w h i le  the  c o n t a c t  p o t e n t i a l  

d i f f e r e n c e s  between th e  w a l l s  and the  e l e c t r o d e s  and between th e  e l e c t r o d e s  

were compensated by th e  a p p l i c a t i o n  of  DC p o t e n t i a l s  (^100mV).

R esea rche rs  a t  IDU -  ANU so lved  problems with  c o n t a c t  p o t e n t i a l s  in  a 

d i f f e r e n t  way. In o rd e r  to  ach ieve  f i e l d  f r e e  c o n d i t i o n s ,  a des ign  was 

adopted  t h a t  i s  q u i t e  s i m i l a r  to  the  i n i t i a l  des ign  of  C a v a l i e r i .  

E l e c t r o d e s  were put  o u t s i d e  th e  c e l l ,  and th e  g l a s s  w a l l s  of th e  c e l l  were
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not coated by the film of conductive material. Thus charges produced 

during the sampling pulse would fall on the walls and compensate the effect 

of the patche-s of nonuniform work function (Section 4.5).

Having achieved field free conditions in experiments of this type the 

technique was first applied to measure the diffusion coefficient of thermal 

electrons in various gases (He, Gibson et al. 1973; Ne, Rhymes et al. 1975; 

Ar, Rhymes and Crompton 1975; Hg and H2» Hegerberg and Crompton 1980; CO2, 
Hegerberg et al. 1980). It was also applied to determine the Penning 

ionization coefficient for Ar in Ne (Rhymes 1976) and to measure the 

attachment coefficient for thermal electrons in O2, CFCI3 and SF5 
( Hegerberg and Crompton 1983 and Crompton and Haddad 1983).

In this work the CDE was applied to measure both the diffusion and the 

attachment coefficients for electrons in various gases. This chapter 

contains first a detailed discussion of the principle of the operation of 

CDE. The basic theoretical foundation of the experiment is then given 

which includes the derivation of the relations necessary to relate the 

observable quantities to the transport coefficients. (A special situation 

with a high degree of attachment will be dealt with in the following 

chapter.) Some details of the experimental procedure are discussed next 

and following that the compensation of the "stray" fields in the cell. 

Appendix 1 contains some details of the computer-interface system that was 

built to control the experiment.

4.2; Principle of the Operation of the Cavalieri Diffusion Experiment

This section contains a description of the operation of the CDE as 

presently configured and used in this work.
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The most important feature of Cavalieri’s technique is a novel approach 

to the electron density sampling. It was designed especially to suit 

situations when the electron density is too small for standard microwave or 

other diagnostic techniques. These conditions are necessarily met when one 

attempts to study free rather than ambipolar electron diffusion.

The sampling consists of the application of a high frequency (RF) 

voltage to electrodes that are either inside or outside the experimental 

cell. All the electrons inside the cell are able to follow the rapidly 

oscillating electric field (20-30MHz), but not the ions. The amplitude of 

the field is large enough so that electrons gain energies sufficient to 

excite and ionize the molecules but the RF field is sufficiently highly 

damped that this period of excitation lasts only for a very short time 

(over a few oscillation of the field,  ̂ 1ys). The rapid oscillations also 

ensure that electrons are localized and therefore that each one produces a 

minute avalanche. The size of the avalanches and the light intensity 

produced by them are very small and cannot be observed by an adapted human 

eye. However a high gain photomultiplier can detect the light output even 

from a single avalanche. The integrated intensity of the light leaving the 

cell I(t) is proportional to the electron number N(t) at the time at which 

the RF field is applied.

The basic scheme of the CDE is shown in Fig. 4.2. A glass cell of 

extremly well defined geometry is filled with the gas to a known 

pressure p. A pulse of X-rays ionizes the gas and produces a certain 

number of electrons (and positive ions) Ne(0). The duration of the X-ray 

pulse (X) can be varied, and therefore also Ne(0). These electrons are in 

fact secondary electrons produced by very high energy primary electrons. 

The secondary electrons have initial energies of the order of 20 eV.
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The p r e s s u r e  of the  gas i s  chosen to  be h igh enough to  p rov ide  both 

e f f i c i e n t  i n i t i a l  i o n i z a t i o n  and f a s t  t h e r m a l i z a t i o n  (see  Gibson e t  a l . 

1 973; Rhymes et. a l .  1975; see Appendix 2 ) .  Once the  e l e c t r o n s  have 

t h e rm a l i z e d  the  only p o s s i b l e  p ro ces s e s  t h a t  can a l t e r  t h e i r  p o p u la t io n  

a r e :

1) Free d i f f u s i o n  to  the  w a l l s

2) Attachment

3) C r e a t io n  of new e l e c t r o n s  by Penning i o n i z a t i o n  ( in  gas m i x t u r e s ) .

X-R A Y TUBE

PHOTOMULTIPLIER
TUBE

DIFFUSION
CELL

1 Msec

F igu re  4 .2  A schemat ic  diagram of the  CDE.

The k i n e t i c s  of heavy p a r t i c l e s  can p lay  a r o l e  only in th e  t h i r d  

p r o c e s s ,  w hile  a l l  the  o th e r  types  of c o l l i s i o n s  t h a t  could  l e a d  to  

e l e c t r o n  p ro d u c t io n  or  l o s s ,  such as r e c o m b in a t io n ,c a n  be n e g l e c t e d  because
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the conditions are chosen in such a way that populations of excited states, 

densities of ions etc. are extremely small. For the same reason (that is 

the electron density n(t) is very small, i.e. n(0)  ̂ 10^) collective 

effects (i.e. in our case ambipolar diffusion) can also be neglected. 

Therefore we start our experiment with a swarm of electrons (ions are 

irrelevant for our discussion) whose population decays only through process 

1 and possibly 2 and/or 3.

After a time S ("the starting time") following the X-ray pulse, a 

sampling RF pulse is applied to the electrodes (E) that are outside the 

glass cell. The signal which is proportional to the intensity of the 

corresponding radiation from the cell is stored in one memory location and 

it is proportional to the number of electrons in the cell at the time S. 

The next X-ray pulse is followed by the sampling RF pulse after the time 

S+D has expired (D being a delay time). The measured intensity of 

radiation is proportional to the electron density at this time and is 

stored in another memory location of the microcomputer that controls the 

experiment. The ratio of the two values stored can be used to determine 

the time constant for the decay of the electron population.

The times X and S are of the order of microseconds (X=1-20ys, 

S=1-1OOOys). However, following the sampling pulse one has to wait for at 

least 0.5-2s (the "repetition time" R) before the next pulse is applied. 

This is to give sufficient time for all the charged particles to diffuse to 

the walls and recombine.

In between the measurements of the electron number at times S and S+D, 

sampling pulses without the initial X-ray ionization are applied. The 

signals at times S and S+D are also stored and later subtracted from the 

corresponding signal resulting from the electron avalanche to account for
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background noise (eg pickup associated with the sampling pulse itself).

signal

Figure 4.3 Waveforms corresponding to one shot. The small pulse 
coincident with the X-ray pulse comes from fluorescence of the glass. The 
signal coming from the cell during the sampling is shaped by a "sample and 
hold" circuit in order to enable the AD conversion, and therefore its level 
corresponds to the maximum of the light output.

The waveforms as observed by the cathode-ray-oscilloscope are shown in 

Fig. 4.3. At this point it is convenient to define the following 

nomenclature:

a) a pulse - a single waveform that includes the signal resulting from

one X-ray pulse and a sampling pulse either at time S or S + D;

b) a noise pulse - a pulse in the absence of the X-ray pulse;

c) a shot - a set of two pulses and two noise pulses with sampling at

both S and S + D which can therefore be used to determine a single

value of the time constant;



d) an experiment - a series of shots, normally 1000 - 4000;

e) a series - a series of 1-20 experiments all performed with identical 

conditions (S, D, R, X, ...);

f) an experimental run - a group of 1 - 5 series, each with different 

operating conditions.

After every shot the corresponding noise is subtracted from the signal 

and the remaining signal is summed in the appropriate memory location. 

After every experiment the time constant is calculated. After every series 

the average value of the time constant is calculated from the values for 

experiments for that series, and the mean standard deviation is also 

determined.

The number of electrons produced by a given X-ray pulse is subject to 

fluctuations. Therefore it is necessary to repeat the shots many times in 

order to average out the fluctuations. It is hoped that a reasonably good 

averaging can be achieved over the period of one experiment, and then 

comparison of results for various experiments can provide a measure of the 

statistical quality of the results.

When one has metal electrodes inside the cell it is possible to apply a 

sweeping field. The repetition rate of such an experiment is therefore 

much faster than for the "all glass" cell. In the "all glass" cell the 

optimum repetition rate can be easily determined as a rate close to the 

point where the results become independent of R.

Assuming a single exponential decay Ne(t)=Ne(0)exp(-t/i) of the number 

of electrons in the cell, the ratio of light intensities and consequently 

number of electrons can be expressed in the following form relating it to 

the time constant of the decay of the total number of electrons:



(4.1)
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T = ln|
D
I(S)

I(S+D)
_D_____
NP (S) 

Ne(S+D)

Normally the results are presented as time constants rather than ratios 

of intensities. The quality of the results depends on the choice of the 

times X and R and especially on S and D. It is optimal to choose D in such 

a way that the ratio of the measured photomultiplier signals (i.e. electron 

densities) is 3:1. Then D is approximately equal to the electron density 

decay time constant t . Choosing D to be much less than t would lead to a 

situation where both signals (at S and at S+D) are of almost identical 

amplitude, and therefore it is much more difficult to determine t 

accurately. From equation (4.1) it can be shown that if the signals can be 

measured with equal accuracy regardles of amplitude, then At/ t+0 as D+-co. 

On the other hand if D were to be chosen much greater than t , the second 

pulse would be very small as compared to the first one, and its amplitude 

would be less accurately known than that of the first one. The results can 

be improved in both cases by choosing a much larger number of shots per 

experiment (C), but there is a practical limit at which the duration of the 

experiment becomes unacceptably long.

The value of S is limited at the lower end by the time necessary for 

electrons to thermalize (see Appendix 2) and for higher order diffusion 

modes to decay (see the next section), while at the higher end the limiting 

factor is an insufficient number of electrons left in the cell.

To summarize, we apply sampling pulses to the cell at times S or S+D 

following the X-ray pulse that produces the initial ionization. The 

intensity of radiation from the cell following the sampling pulse is 

proportional to the number of electrons in the cell and thus we obtain a

measure of the loss of electrons during the time D that can be related to



the time constant of a single exponential. A sequence of measurements of 

the light intensity at times S and D and also of the level of the noise at 

the same times is repeated until a satisfactory statistical quality of the 

results is achieved.

Advantages of the CDE over some experiments that compete with it are 

the following:

1) Very low electron densities (n^10 ), and thus it is possible to 

measure free diffusion.

2) The simplicity of the cell itself. There are no moving parts, no 

gas flow and no differential pumping. Electrodes are outside the cell, and 

their configuration is very simple.

3) The pressures of the order 0.5-1 OkPa that are normally used can be 

measured to an accuracy better than 0.1%.

4) Very simple analysis and interpretation of the results as compared 

to other methods in terms of both the transport coefficients and cross 

sections since the electron energy distribution function is a known 

Maxwellian.

5) The relatively simple diagnostics that can be used to discover 

anomalous experimental results and to assist in their interpretation.

Disadvantages are the following:

1 ) The relatively limited number of swarm parameters that can be 

investigated.

2) In some measurements (i.e. Penning ionization) the duration of 

experiments becomes unacceptably long. Therefore the "productivity" as 

compared to the FALP technique is very low.

3) It is difficult to vary the energy of the electron swarm. The gas 

temperature range that can be covered is limited and it has proved
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difficult to apply the heating RF field. Therefore very limited

information about the energy dependence of the momentum transfer cross 

section can be obtained, although in conjunction with other data the 

results provide a valuable source of absolute cross section data (see 

Chutjian 1981).

4.3: Processes Governing the Electron Density Decay

As already mentioned the population of electrons in the cell will decay 

through diffusion to the walls and subsequent neutralization, attachment, 

and decay of metastable levels coupled with Penning ionization. In 

Chapter 2 we have seen that the appropriate equation governing the 

behaviour of the electron swarm in much more general conditions is:

The notation is standard with the addition of the source S(x,y,z,t) 

that can represent Penning ionization. First we shall outline the solution 

of equation (4.2) and then analyse a simplified form relevant to the CDE 

with the source term representing Penning ionization.

a) The time constant of the decay of electron number including the 

effects of diffusion and of an electric field.

Substituting S=0 and

Inat 3x 3y 3z

(4.3)

into equation (4.2) (see Huxley and Crompton 1974; Rhymes 1976) with
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D 1/2
Li \

( Y ’ XL 2 D l

Dl 1/2 vdr
(4.4)x

(ß remains to be determined) we obtain the equation for U:

(4.5)

where k2 = ß2 - X^2,

For the cylindrical geometry of the CDE cell it is appropriate to 

choose the cylindrical coordinate system and to separate U(x',y',z) into 

Z(z)R(p’) with p ’ =(Dl/D-p ) 1/2 (x2+y2) 1/2. This step also assumes axial 

symmetry in order to be able to neglect the derivatives with the respect to 

the angle 6 in the cylindrical coordinate system. Therefore we obtain the 

following system of equations to solve:

(4.6)

and

(4.7)

where Y2 is the constant of separation. Boundary conditions are

Z(0) = Z(d) = 0 and R(a’)=0, (4.8)

and finally we have the following solutions:

00 00 /[TlTT ^Z = Z Brr, sinYz = Z.Bm sin(— z) m=1 m m=1 m h (4.9)



where

and c i  i s  the  ze ro  of the  z e ro t h  o rd e r  Bessel  f u n c t i o n  J q . We can

t h e r e f o r e  c o n s t r u c t  the  s o l u t i o n  of  e q u a t io n  ( 4 .2 ) :

n ( p * , z , t )= e U l Z ' + (V™ ) t , J 1 ,1^Jo ( ^ )  3 i n ( ^ )

exp( - D L [ ( ^ r ) 2 + X, + (tt1) 2 ] t  }, (4 .12)

where A ^ B ^ .

In  th e  CDE we measure the  t o t a l  number of e l e c t r o n s  in  t h e  c e l l  and not  

t h e  l o c a l  d e n s i t y .  I t  i s  t h e r e f o r e  d e s i r a b l e  t o  o b t a in  th e  fo rmula  f o r  th e  

t o t a l  number of e l e c t r o n s  as a f u n c t i o n  of t im e ,  Ne ( t ) :

M t ) ( V i “ v a t t I 
m=1 I Amj, expl -D [ ( ~ ) 21=1 XL2 ( ^ f ) 2 ]  t  }

( 4 . 13)

where

AmS, " Am$/ e ^ Z J q(--- ,- -) s i n ( — -̂) 2irp dp dz 
9. n

b) F i e l d  f r e e  d i f f u s i o n .

(4 .14)

I n i t i a l l y  the  CDE with  th e  a l l - g l a s s  c e l l  was aimed a t  a ch iev in g  f i e l d



free conditions and therefore this is the basic situation. Thus \l =0, 

a’=a, and in addition to Vj_=vatt=0. Therefore we have the

following form of the time dependence of the total number of electrons:

The amplitudes of various modes (m,&) may be determined by expanding 

the initial electron distribution in the series given by (4.12) and 

calculating the constants Amg/. However, without getting into that much 

detail we may note that the narrow pencil of X-rays, as transmitted by the 

sphere with thin walls at the top of the cell, favours the lowest order 

mode in the z coordinate. We should also add that for m, only odd modes 

are present because of the integration in (4.14) (with Aj^O).

The time constant of the lowest mode is:

The quantity is usually called the effective cell constant. The 

time constant of the next higher mode x^i is 7 times shorter than i 1 for 

the geometry of our experiment (for infinite parallel plates it would be 9 

times shorter). Thus at tz= td 11 ’ exp(-t/XD3 1 ) s 0.002exp(-t/xp-| -| ). Thus

to be just able to notice the influence of the second mode at time tHxpi i 

its amplitude would need to be at least five times the amplitude of the 

first mode. Higher order modes decay even faster, and therefore at time 

tsxDii practically only the first mode exists. This means that it is 

possible to represent the decay of electrons by a single exponential

Ne^t) gji Am& e
-Dth[(2!)2 + (— )2]t 

h a (4.15)

(4.16)

function:
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t Dth,_ _ t
Ne(t) = Ne(0) e 1011 = Ne(0) e . (4.17)

Here Ne(0) is, strictly speaking, not the electron number at t=0 but A-j -| . 

We shall, however, use Ne(0) instead of A-| •] in situations where we can 

neglect all the modes except the fundamental one.

It may be noticed that the boundary conditions Ne(0)=Ne(h)=0 (see 4.8) 

are usually modified (see Cavalieri 1969) so that h in (4.16) is 

corrected by the extrapolation distance 0.71X ( X is the electron mean free 

path). Under the conditions of our experiment this term is negligible in 

comparison with h and boundary conditions (4.8) are quite adequate.

c) Field free diffusion and attachment

The expansion form given by (4.3) conveniently separates the effects of 

attachment and diffusion. This is a consequence of the proportionality to 

the electron density of the losses due to attachment. Consequently 

attachment does not influence the spatial distribution but simply reduces 

the number of electrons in proportion to the local density. The electron 

density decay is given by the following expression:

Ne(t) = Ne(0) e
t_
T = Ne(0) e

Dth
Y? + vatt|t

The time constant i is

(4.18)

Dth 1-1 ’(ND) , „.1 -1 1 1 1
T + Vatt _ NA^ +kattN = --- + -----------

,TD Tatt.
(4.19)

where katt is the attachment rate coefficient (assumed here to be
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two-body), N ’=N for the pure gas, and N ’=fN for a gas mixture with the 

abundance f of the attaching gas. The different pressure dependence of the 

two terms in (4.19) enables us to determine both coefficients.

Equations (4.18) and (4.19) were derived with the assumption that only 

the fundamental diffusion mode is present in the cell. Sometimes 

attachment losses are so high that measurements have to be performed at 

very short times, before the higher order modes have decayed. This 

situation is very important and will be discussed in Chapter 6.

d) Field free diffusion and Penning ionization

Let us assume now that there is no attachment, but a source of 

electrons that is time dependent:

___t_
S(t) = S(0)e Tm . (4.20)

We shall write here only the equation for the total number of electrons, 

representing the term for the diffusion losses by Dth/A2. Then

t-h - tdNe(t) D Ne(t) " Tm
— - - - — + S(0) e • »-2D

The solution of the homogeneous equation is given by (4.17) and the total 

solution by

N(t)
t

N(0)e T° S(0)
[j__ ]_■
-TD Tm.

t
(4.22)

Here, ip will be used to denote the time constant for the diffusion losses



129

that can be obtained by approximating the electron decay with a single 

exponential (in the absence of all the other processes). For t^iii 

TD = T11 anci su°h conditions will be assumed in this section.

If the source of electrons is Penning ionization then

S(0) = M (0) kPennfN (4.23)

where M(0) is the number of metastable atoms (molecules) at t=0, kpenn is 

the ionization coefficient and f is the abundance of the ionizable 

impurity. Typically (for the conditions of our experiment)

N(0)=0.3M(0), kpenn2 10“11cm3s“ ' and fa 1-10ppm. In this case the constant 

multiplying the second exponential in (4.22) is much smaller than of the 

one multiplying the first term. However the first term decays faster than 

the second one and Penning ionization becomes increasingly important at 

later times. Of course it is possible to adjust conditions to increase or 

reduce the effect of either of the terms.

4.4: Description of the Experiment and the Experimental Procedure

We have already presented the basic arrangement of the CDE in Fig. 4.2. 

In this work two experimental sets were used, one for room temperature only 

(RT) and one (HT) that can be operated at higher temperatures (up to 

530 K). The glass cells were made of Pyrex glass following a special 

procedure (Gibson et al.1973) that enabled the geometry of the cells to be 

determined very accurately. Internal radii are a= 3.705 cm (RT) and 

3.764 cm (HT) and the internal heights h= 2.984 cm (RT) and 2.980 cm (HT). 

Thus the characteristic dimensions of the cells are 1.530 cm“  ̂ (r t )



and 1.520 cm“2 (HT). These dimensions were determined with an uncertainty 

of less than 0.3$* which includes all the possible inaccuracies in 

parallelness of the two flat surfaces and deviations from a perfect 

cylinder of the third surface.

The radiation from the X-ray tube passes first through a beryllium 

window in the envelope of the tube itself and then through a small glass

sphere that is located at the top of the cell. The walls of this sphere

are made to be very thin in order to minimize absorption. Finally the 

X-rays are absorbed by the gas inside the cell. The X-ray tube is 

positioned above the glass cell and it is important to achieve very good 

alignment to maximize electron production. The anode voltage of the X-ray 

tube was normally 20-25kV and the duration of the pulse from 1-19ys. Other 

operating conditions were adjusted to maximize the output but without 

producing X-rays when the tube is not being triggered.

The RF sampling pulses are produced by a circuit shown in Fig. 4.4. 

The ringing frequency of the LC circuit that was used is 27 MHz. The 

capacitor of the LC circuit is the cell itself. The hydrogen thyratron is

pulsed by a DC pulse applied to its grid which causes it to conduct. A

high voltage (0-15kV) is thereby suddenly connected to the LC circuit 

causing it to oscillate. The oscillations are damped and the effective 

duration of the sampling pulse is limited to 1 ps. The frequency of the 

sampling pulses is chosen to be sufficiently high that electrons are 

localized and not swept to the walls. The amplitude is chosen so that the 

optimum light output is achieved.

The light intensity is measured by a photomultiplier tube PMT with a 

diameter of 50mm (S20 trialkali photocathode) that is sensitive to the

visible and near ultraviolet radiation. The tube is operated in the
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proportional regime. Its output first passes through a preamplifier in 

order to adjust the impedance of the PMT to that of the coaxial line. The 

signal is then fed to the main amplifier that has a variable gain between 1 

and 1000 (normally between 50 and 200), then to the "sample and hold" 

circuit that holds the peak value of the signal for a time long enough to 

enable the digitization of the signal by the AD converter. The converter 

produces a 12 bit binary number that is stored by a computer that is 

controlling the experiment.

560 pf

0 - 15 kV THYRATRON GRID 5C22

DC POWER DRIVE 500 V HYDROGEN

SUPPLY THYRATRON

CDE
CELL

Figure 4.4 The circuit of the CDE.

Most of the measurements were performed using the PDP 8e computer and 

the interface system that was developed some time ago (see Rhymes 1976). 

The basic disadvantage of that system is its limited memory. A new 

computer-interface system was therefore designed that would provide more 

flexibility in writing programmes and a wider range of possible working



conditions which were previously limited by the interface (see Appendix 1). 

Since the number of the electrons produced initially is relatively small 

(10^) measurements of light intensities must be repeated many times at 

times S and S+D (and also measurements of the noise) in order to achieve 

results of good statistical quality. The computer is programmed in such a 

way that it sums the light intensities at times S and S+D into two memory 

locations and does all the calculations following every shot or experiment 

or series. The interface system produces the appropriate pulses to trigger 

the X-ray tube and the thyratron at the appropriate times and it also 

controls the amplitude of the sampling voltage.

The linearity of the response of the detection chain is checked 

frequently. A pulse generator is connected to the system and the amplitude 

is changed over a wide range (1-10). The linearity of the response of the 

system is normally better than 0.3$.

The CDE cell is connected to a vacuum system that satisfies UHV 

standards. The system was occasionally baked at 200°C for 24-48 hours. 

After baking, a pressure of 2 10"9 Torr was usually achieved. Normally the 

system was pumped down to 0.5-2 10"? Torr before introducing a new sample 

of gas.

The gases used were always of the highest available purity (Matheson 

Research Grade or equivalent). Hydrogen was purified from technical grade 

gas by osmosis through a heated silver-paladium tube.

Gas pressures were measured to within ±0.1$. This was achieved by 

using a calibrated Texas Instrument quartz spiral manometer. The same 

instrument was used to determine the ratios of the two volumes in the 

specially made stainless steel mixing vessels that were used to produce the 

gas mixtures. One mixing chamber (see Crompton and Haddad 1983) has a
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volume ratio of 1:938 and was used to produce mixtures with abundances of 

the order of 1-1000ppm with an uncertainty better than 0.75$ either by a 

single or a two step process. The second mixing chamber has a volume ratio 

of 1:16.85 and was used to make mixtures of the order of 0.1-5$, with an 

accuracy better than 0.2$ (Haddad 1983).

The temperature measurements were performed using three chromel-alumel 

thermocouples. One junction of each thermocouple was in a room temperature 

bath, the others attached to the cell and to the top and bottom of the oven 

(for HT-CDE). When the gas was admitted the temperature was measured to

within ±0.1 K in order to enable an accurate value of the gas number 

density N to be calculated. For the high temperature experiments a 

temperature control unit was used that is in principle capable of 

controlling the temperature to ±0.1 K. Measurements were commenced only 

after 2-3 days of heating when the system was fully stabilized. The 

temperature was then measured at the top and bottom of the oven and the 

cell itself; normally the differences did not exceed 0.5 K. Temperature 

variations over 24 hours (which was the normal duration of a single 

measurement) was ±0.2 K, probably due to changes in room temperature and 

the relatively small heat capacity of the oven, but this stability was 

considered to be satisfactory.

Other points specific to particular gases will be discussed in the 

appropriate chapters. The general experimental procedure, including the 

diagnostic measurements that are normally performed, will now be described.

1) Preliminary measurements are made to determine the optimum 

conditions (p,f,S,D,X,R,....) for the experiment, after which the 

diagnostic measurements described in 2,3, and 4 below are performed.

2) To check whether the initial density of electrons and ions is too
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high to inhibit free diffusion the duration of the X-ray pulse is varied. 

To check whether full thermalization is achieved and whether the decay of 

the total number of electrons is accurately described by a single 

exponential, S is varied. Variation of the repetition rate provides 

information about the possible build-up of charged particles from pulse to 

pulse.

3) A dependence of the results on pressure reveals the presence of the 

possible attaching impurities, lack of thermalization, "diffusion 

cooling",....

4) For mixtures a dependence of the results on the abundance is also an 

important diagnostic indicating adsorption or desorption of the attaching 

component, breakdown of Blanc’s law (see Chapter 5), attachment 

cooling ...etc. .

5) Final measurements are performed under optimal conditions. The 

number of pulses per experiment is changed until a satisfactory value is 

achieved for the mean standard deviation. The measurements are performed 

at different pressures (and abundances for the gas mixtures) and the 

results compared.

4.5: Mechanism of Field Compensation in an All-Glass Cell

In his 1969 paper Cavalieri presented a full account of the apparatus 

he used to measure diffusion coefficients in He. As mentioned in 4.1 the 

electrodes of this apparatus were within the glass envelope. The 

cylindrical wall between the electrodes was coated by a thin film of 

nickel. In this configuration special precautions were needed in order to 

eliminate the influence of inhomogeneous contact potentials and the stray
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fields that are their consequence. Use of the all-glass cell and exterior 

electrodes (Gibson et_ ad. 1973; Rhymes £t al. 1975) enabled a more accurate 

determination of the geometry to be made and simplified the construction of 

the cell and its circuitry. However, above all, it enabled truly free 

diffusion to be studied through the compensation of stray fields. This 

compensation is achieved by differential accumulation of charge on areas 

initially having different surface potentials. The high resistivity of the 

glass enables these charges to remain on the surface for a long period. 

The disadvantages of this configuration are first that one has to wait for 

all the electrons and ions to diffuse to the walls rather than sweeping 

them with a DC field, which makes the experiment much slower, and second 

the difficulty in applying RF heating fields for non-thermal measurements.

The process of the stray field compensation was noticed to be different 

in various gases. To be specific, the compensation in the nitrogen was 

found to be much less efficient than in most of the other gases (e.g. 

hydrogen). For example, in nitrogen it was not possible to perform the 

measurements for some time after the cell was subjected to mechanical 

strain, presumably due to piezoelectric effects. Reliable measurements 

could be made only after the cell had not been disturbed for many days, 

whereas it was possible to use hydrogen without any delay. Furthermore, it 

was observed that when measurements in nitrogen were begun after a period 

when the experiment was not running, the first shots showed lack of 

compensation, and the first few values of the measured time constant were 

low by 1-2$ as compared to the value averaged over a series of twenty 

experiments. In contrast, if a series was commenced immediately after the 

completion of the previous one, this reduction of the time constant was not

observed.



136

The intention of this section is to analyse the processes that lead to 

field compensation in all-glass cells and to point out that important 

differences exist between the mechanism in hydrogen and nitrogen.

The inverse of the time constant for the electron density decay in the 

CDE in the presence of an external field E differs from the one for the 

field free situation by v^ ^ A D l (see equation 4.12). The stray fields are 

very weak but nevertheless the term can be relatively large. With 

metal electrodes small local fields of the order of 10-100mV are always 

present superimposed on the overall contact potential difference. While it 

is possible (Cavalieri 1969) to compensate the overall contact potential 

differences, it is very difficult to reduce the effect of the local 

inhomogeneities (see Chapter 8).

In order to compare the process of compensation in nitrogen and 

hydrogen measurements were made with the addition of a DC potential to one 

of the electrodes. First, the entire electrode was put to 1.36 V DC 

corresponding to E/N=8.6 10“2Td at 2kPa. If there were no compensation 

this would mean that the time constant in N2 would be reduced from 33*5 ys 

to 0.7 ys and in H2 from 80.8 ys to 1.4 ys.

In hydrogen the compensation was found to be extremely fast so that it 

was necessary to reduce the amplitude of the sampling pulses and the number 

of electron density samplings per experiment to be able to observe the time 

dependence of the time constant as presented in Fig. 4.5. However, the 

statistics with such a low number of pulses is not very good. Both sets of 

measurements show that the first experiment, and even the second, give time 

constants below the average value. On the same figure the results of 1500 

shots per experiment are shown where one cannot observe the variation of 

the time constant with time (as measured by the number of shots). The same
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i s  t r u e  i f  th e  am pl i tude  of the  sampl ing  p u l s e  i s  in c r e a s e d  even f o r  120 

s h o t s  per  exper im en t .  This  i n d i c a t e s  t h a t  th e  degree  of th e  compensation 

depends on the  number of e l e c t r o n s  and ions  g e n e ra te d  per  p u l s e .
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Figu re  4.5 The v a r i a t i o n  

of  the  measured time 

c o n s t a n t  w i th  th e  number 

of s h o t s  in  hydrogen.  The 

f u l l y  compensated va lue  i s  

drawn as a s o l i d  l i n e

-------; th e  f u l l y

uncompensated as a dashed 

l i n e  — — —; and two

s u c c e s iv e  exper im en ta l

runs  as c i r c l e s  and 

t r i a n g l e s  ( •  ; A).
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For n i t r o g e n  i t  was p o s s i b l e  t o  use h ig h e r  sampling p u l s e  am pl i tudes  

and s t i l l  observe  th e  p rocess  of compensation ( i . e .  th e  t ime dependence of 

the  r e s u l t s ) .  F ig .  4.6 shows th e  t ime dependence of the  t ime c o n s t a n t  as 

observed  in  two d i f f e r e n t  measurements w i th  h igh  sampl ing  p u l s e  am p l i tu d e .  

On th e  same f i g u r e  i s  shown th e  long  t ime behav iour  of the  r e s u l t s  w i th  

exper im en ts  c o n s i s t i n g  of  1500 p u l s e s .  F u l l  compensation i s  e v i d e n t l y  not  

ach ieved  even a f t e r  30000 p u l s e s .  With a lower am pli tude  of th e  sampl ing



pulses (PMT signal amplification increased by a factor of 5) it was

possible to observe the time dependence of the results with 1500 pulses per 

experiment (Fig. 4.6) even more clearly. The saturated value is lower than 

with the sampling pulses of higher amplitude.
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Figure 4.6 The variation 
of the measured time 
constant with number of 
shots in nitrogen. Fully 
compensated and fully 
uncompensated levels are 
shown using solid and 
dashed lines respectively, 
(a) Small number of shots 
per experiment, two 
successive experimental 
runs are shown as (•) and 
(V). The sampling 
amplitude is V-| . (b) 
Large number of shots per 
experiment, two successive 
experimental runs (V) and 
(▼). Sampling amplitude 
Vi . Results obtained 
using a smaller sampling 
amplitude V2 < Vi are 
shown as (•).

On the basis of the above experiment one can conclude that the approach 

to the field free situation in the two gases is quite different. In H2 it 

is fairly rapid and full compensation is achieved even with a relatively
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low degree of ionization. In N2 it is sufficiently slow that it is never 

possible to fully compensate the field generated by the applied voltage of 

1.36 V.

It has been suggested that a difference in surface mobility of the 

charges could be one reason for the differences in compensation observed in 

H2 and N2 and an attempt was made to check this suggestion. In order to do 

so one of the sampling pulse electrodes was replaced by one having a small 

circular segment of 15mm diameter that was connected to a DC potential 

while the rest of the electrode was at ground potential. The procedure was 

to fully compensate the surfaces inside the cell (without the DC voltage) 

and then to switch the voltage on. The experiment would start after a 

certain delay from that time. If surface mobility plays any role in the 

compensation mechanism, the available charge would redistribute and 

partially compensate the voltage on the small circular patch during that 

delay time.

This is exactly what has been observed. Fig. 4.7 shows the time 

constants determined from individual experiments in N2 . The experiments 

consisted of 40 pulses each and were performed after a certain time delay 

from the moment when the voltage was turned on. It can be seen that 

something of the order of a few hours is required to partially compensate 

the voltage, but that the losses eventually reduce the charge on the 

surface (and consequently the time constant) so that full compensation is 

never achieved.

For H2 it was very difficult to perform the measurements. The reason 

is that full compensation was achieved after only one or two pulses even at 

the lowest possible sampling amplitude. It was therefore necessary to use 

the amplitude of the first pulse to estimate the degree of compensation.



When the compensation is small t is reduced and the amplitude is

significantly reduced. It was noticed that after only 15 minutes at least 

90% of the compensation was achieved. This was still true after 1.5 hours, 

but after 15 hours the compensation was less, presumably due to charge 

leakage. This conclusion was also supported by a few measurements of the 

time constant with an extremely small number of shots of the smallest 

possible sampling amplitudes, but the "statistics" of these results was so 

bad that the observation of the first pulse amplitude was considered to be 

more reliable. From these observations it is possible to conclude that the 

surface mobility is much larger in H2 than in N2 which might explain the 

different compensation in the two gases.

fully compensated

DELAY TIME (hours)

Figure 4.8 The dependence of the measured time constant in nitrogen on 
the delay time between the application of 1.36 V to the central disc of the 
pulsing electrode and the measurement of the time constant. The cell was 
quiescent during the delay time.



Finally it is possible to give a speculative picture of the process of

the stray field compensation in the CDE. It is possible that the charged 

particles while approaching the surface are very little affected by the 

weak stray fields. When they reach the layers of gas adsorbed on the 

surface they become quasi-bound. If the mobility is small, the charges 

have a greater chance to recombine or leak through the glass before they 

reach the place of origin of the stray field. When the mobility is higher 

the time it takes to reach the source of the field is shorter and therefore

the process of compensation is more efficient.



CHAPTER 5: APPLICATION OF BLANC’S LAW TO THE DETERMINATION OF

DIFFUSION COEFFICIENTS FOR THERMAL ELECTRONS: THE

CASE OF WATER VAPOUR

5.1: Introduction

Several recent applications of Cavalieri’s (1969) electron density 

sampling technique for measuring electron diffusion coefficients have 

required the use of gas mixtures. In the work of Rhymes and Crompton 

(1975) (see also Rhymes 1976) a buffer gas was used to suppress the effect 

known as "diffusion cooling" observed in experiments with pure argon, while 

in the work of Hegerberg and Crompton (1983) the technique was used to 

suppress "attachment cooling". More recently measurements have been made 

with mixtures containing water vapour rather than with pure water vapour in 

order to overcome a technical problem in measuring excessively large time 

constants with existing equipment (see Section 5.3)* In each case the

simplest way of analyzing the data is through the application of Blanc's 

law, but in none of the cases cited were the conditions satisfied that make 

the application of the law strictly valid. In this chapter the errors that 

can arise from the application of the law in these and other circumstances 

will be examined and a method proposed for minimizing them in situations 

where the errors are significant.

In 1908, Blanc proposed a relationship between the mobilities of ions 

in gas mixtures and their mobilities in the separate components of the 

mixture. Since the law is strictly valid only for thermal ions for one 

special case, significant effort has been devoted to checking its 

applicability to nonthermal situations (see for instance McDaniel 1964;



McDaniel and Mason 1972; Hasted 1972). The theory of Milloy and Robson 

(1973) was particularly successful in giving very good qualitative (though 

not always quantitative) agreement with measured deviations from Blanc’s 

law. These authors, whose work was based on an approximate form of 

momentum and energy transfer equations known as momentum transfer theory 

(see Chapter 3 for an example of the application of such equations), 

concluded that at zero field Blanc’s law is always satisfied. A similar 

conclusion was reached by Robson (1 973) and Whealton et al. (197-4).

The necessary condition for the application of the law is that the 

ratio of the momentum transfer cross sections for the individual components 

of the mixture is constant in the relevant energy range. This condition is 

much better satisfied for ions than for electrons. Furthermore ions remain 

quasi-thermal over a much wider E/N range thus further increasing the range 

of applicability of Blanc's law.

For electrons the situation is more complicated since the momentum 

transfer cross sections may be very different in both magnitude and energy 

dependence. Nevertheless Blanc’s law has been applied to electron 

transport coefficients in mixtures (Verbeek and Drop 1974; Hegerberg and 

Crompton 1980 and 1983; see also Long £t al. 1976). In this chapter the 

name Blanc's law will be specifically used for the law as applied to 

diffusion coefficients for thermal electrons. However, the conclusions 

arrived at in this chapter for diffusion coefficients can be generalized to 

other transport coefficients.

The basic aim of this work is to examine the applicability of Blanc's 

law to the determination of the density normalized diffusion coefficient 

for thermal electrons in a gas A (defined as ND^) from data for the 

diffusion coefficient, NDlV<i, in a binary mixture containing gases A and B
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when the diffusion coefficient, ND®, for component B is known.

As already noted, Blanc's law is only strictly valid when the ratio of 

the electron ‘ momentum transfer cross sections in the constituents of a 

mixture is independent of energy. It would be difficult to find examples 

that meet this rather stringent condition, but it has been argued 

(Hegerberg and Crompton 1980) that "for reasonably well behaved cross 

sections the deviation from Blanc's law is small even when this (identical 

energy dependence) condition is not fulfilled". In Section 5.2 simple 

models will be used to illustrate that there are indeed situations in which 

the errors arising from the application of Blanc's law are not large. More 

importantly, however, it is shown that very large errors can result from 

its application in some circumstances. In Section 5.3 the latter point 

will be illustrated by discussing an analysis, based on Blanc's law, of 

experimental data for the density normalized diffusion coefficient for 

thermal electrons in mixtures of H 2 O and N 2 where the aim was to derive 

NE)H20 fr0m ND^ and ND^2. It is then shown how Blanc's law can still be 

applied without incurring large errors by the use of appropriate correction 

factors, thus retaining the simplicity of the analysis inherent in its use.

5.2: Analysis of the Application of Blanc's Law to Diffusion 

Coefficients for Thermal Electrons

5.2.1: Basic considerations. The formula for the density normalized 

diffusion coefficient for thermal electrons in a gas derived on the basis 

of the two term approximation is (Huxley and Crompton 1974):

HD (2/3)(2/nm)
1/2 (kT) -3/2 o( e)-r exp (-e/kT) de (5.1)

o
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where o(e) is the momentum transfer cross section, m the mass of the 

electron, e the electron energy, T the gas temperature and k Boltzmann’s 

constant. For a binary mixture M with components A and B the effective 

cross section is:

o j y j ( e )  = x o^(e) + (1-x) öb(e) , (5.2)

where x is the fractional abundance of A, and the diffusion coefficient for 

the mixture is therefore:

n d m (2/3)(2/urn)1/2 (kT)-3/2 e exp(-e/kT) de 
x a ^ ( e )  + (1 — x ) og ( £)  

o
(5.3)

If the ratio of the cross sections for the constituent gases is 

independent of energy such that cjA(£)=Fag(£) it follows that

NDM
NDb

xF+(1-x)

and therefore that

(5.4)

1 = X  + ( 1 - X )  /r- r— \

ND*f ND* ’ (5'5)

which is Blanc's law for the diffusion coefficients. When NDA is to be 

determined by an application of this law the more useful form is:

NDa x NDm NDb 
NDB + (x-1) NDm (5.6)
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In what follows the value of ND found from the application of Blanc's law 

in this way will be denoted by NDgg.
Equation (5.6) is derived on the assumption that the distribution 

function is the thermal Maxwellian (E/N = 0). If E/N * 0 then to the 

original condition that g^(e)/ag(e)=const. must be added the additional one 

that the form of the electron energy distribution functions must be 

identical in the mixture and each of its constituents (see Milloy and 

Robson 1973)•

5.2.2: Deviations from Blanc's law. The formulae for ND for the 

mixture and its components (equations 5.3 and 5.1) are such that it is not 

possible to derive a relationship similar to Blanc's law under

circumstances other than the special case o^(e)/og(e)=const. On the other 

hand, the simplicity of the law (5.5) is such that it is an advantage to 

retain it where possible even though this condition is not satisfied. 

Whether or not the application of the law is useful depends on the 

magnitude of the errors that result from its use. To examine this question 

we consider the asymptotic behaviour of equations (5.3) and (5.6).

From (5.3):

lim NDm = NDb and lim NDM = NDA »
x+0 x+1

while from (5.6)

lim ND^ = NDa ,
DLi

and lim ND 
x-K)

A
BL

(NDb)2

2 /2  
3 / Trm

(kT)~3/2
r 00

O

Gß( e )

°l(e)
(5.7)

e exp(-e/kT) de
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The last equation was derived from equations (5.1), (5.3) and (5.6) using 

L’Hospital’s rule. The first three limits are obvious but the last shows 

that N D q l A differs from NDA unless a^(e)/oß(e)=const. and therefore that, 

unless this condition is satisfied, this application of Blanc’s law becomes 

less satisfactory as x-*0. Moreover a comparison of the limiting value of 

NDgLA calculated from (5.7) with NDA calculated from (5.1) for specified 

energy dependences of and og enables the maximum error resulting from 

this application of the law to be calculated.

5.2.3: Model calculations. Several model cross sections were used in 

order to illustrate the limits of applicability of Blanc’s law for 

determining NDA to a required accuracy from mixture data. For each model 

equations (5.1) and (5.3) were first used to calculate the diffusion 

coefficients for gases A and B and for the mixture xA+(1-x)B at room 

temperature (293 K). Equation (5.6) was then used to calculate the Blanc’s 

law prediction of NDA (i.e. NDb bA) from ND^ and NDB. From the values of 

NDa and NDgLA the fractional error 6ßLA defined as

A NDBL ~ ND_ LB̂L A ~ (5.8)

was calculated. Finally, using the same integration procedure, the value 

of NDgg as the abundance of the gas A tends to zero was determined from 

equation (5.7). The limiting error determined in this way is denoted by 

6bl0A , that is,

6BLO lim 6gL . 
x+0

(5.9)
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5ßL0A may t>e large but Blanc's law still applicable provided x is not too 

small.

(a) The first model comprises cross sections of the form:

aß = A0ea; Gg = 20et> (5.10)

with b=±1 ; o is in lO""1̂  cm^ when e is given in eV.

We first examine the influence on the limiting error 6gLQA different 

energy dependences for the cross sections, i.e. a*b. Since A0 appears as a 

multiplicative factor in the expressions for lim as x+0 (5.7) and ND^

(5.1) it follows from equations (5.9) and (5.8) that the limiting value of 

the error is not affected by the choice of A0. Thus we may put Ao=20 for 

this purpose. The results for b=±1 and a range of values of a are shown in 

Table 5.1. It can be seen that limiting errors larger than 1$ occur only 

when a differs from b by more than 10% when b=1, and by more than 20$ when 

b=-1 . This conclusion has application to mixtures of gases that have 

permanent dipole moments (Altshuler 1957; Gilardini 1972).

Table 5.1

b = 1

a
1 .5 

0.5

1 .2 

0.8

1 .1 

0.9

1 .05 

0.95

1 .0 

1 .0

6bloa 24 4.3 1 .1 0.28 0.0

b = -1

a
-1 .5 

-0.5

-1 .2 

-0.8

-1 .1 

-0.9

-1 .05 

-0.95

-1 .0 

-1 .0

6bloa ($) 9.3 1 .5 0.39 0.09 0.0
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While the limiting error is independent of the value of A0, the 

approach to the limit as the abundance x of gas A decreases does depend on 

its value. The approach to this limit can be examined by selecting several 

values of A0, b having been put equal to 1 and a0 having been given the 

value a=1 .2 which gives a significant difference (>4*-see Table 5.1) 

between NDgLA and NDA as x+0. The results are shown in Fig. 5.1 from which 

it can be seen that when Ao<<20 the maximum error is approached much more 

rapidly than when Ao=20, while the opposite is true for Ao>>20 (compare the 

curves for A0=2 and Ao=40 with that for A0= 20). This is because for a 

mixture of given composition the diffusion coefficient for the mixture 

contains progressively less information about component A as the collision 

frequency for that component decreases with respect to the collision 

frequency for the other, that is as <oA(e)>/<aB(e)> decreases.

ERROR

A-20

A-40 o = 2 0 X  c

ABUNDANCE (%)

Figure 5.1 Errors (5 BL,A) 

made when Blanc's law is 

used to determine the 

diffusion coefficient for 

gas A from values of 

coefficients for gas B and 

the mixture containing 

various abundances of gas

A - model (a)
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(b) The next model to be cosidered is one in which the two cross sections 

have the same energy dependent factor but one has an additional constant 

term:

QA = °A0 + 20e ; 03 = 20e . (5.11)

Such cross sections might loosely be described as having the same energy 

dependence. The results for several values of o ^ q are presented in Figure 

5.2. When is 0.01 the limiting error is only 0.43%, for o^q = 0.1 it 

is 11.6*, and for a^o = 1 it is 47*. The most important factor is not, of 

course, the absolute value of o \q but its relative contribution to in 

the thermal energy range.

,=20Xc

ERROR

ABUNDANCE (%)

Figure 5.2 Errors (6 3 3 )̂ 

made when Blanc's law is 

used to determined the 

diffusion coefficient for 

gas A from values of 

coefficients for gas B and 

the mixture containing 

various abundances of gas 

A - model (b)
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(c) A more general situation is described by the third cross section set:

Table 5.2

oA = °A0 + a o £ - Q CO 11 1 + 20e . (5.12)

a = 1 Ao - 20

GA0 0.2 0.5 0.8 1 .0 1 .1 1 .5 2.0

6bloa 7.3 1 .4 0.14 0.0 0.02 0.41 1 .1

Ao = 20 °A0 = 1 -°

a 0.5 0.8 0.9 1 .0 1 .1 1 .2 1 .5

sbloa {%) 0.56 0.27 0.08 0.0 0.10 0.41 2.2

a = 1 °A0 = 1 -°

Ao 5.0 10 15 20 21 25 30

5bloa (?) 3.26 1 .08 0.21 0.0 0.007 0.14 0.48

Parameters for (i.e. o^q > a and A0) were varied in turn. The results 

for 5blo  ̂ are shown in Table 5.2. While these data are useful in showing 

the maximum errors that can be incurred in deriving NDA from the data for 

ND1̂ and NDB they are necessarily incomplete since the variation of 

with x is not recorded here.

There are two reasons why one cannot reach any general conclusions on
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the basis of data presented for the three models. First, although it is 

clear that Blanc’s law can be usefully applied for any value of x provided 

ößLO small, this criterion cannot be readily applied because the 

integral forms of equations (5.1) and (5.7) make it difficult to evaluate 

ößLO for a given set of cross sections. One might be tempted to assess the 

applicability without calculating 6blq by comparing approximate analytical 

expressions for the cross sections for the components, or by inspecting 

plotted or tabulated data, the law being considered to be applicable when 

the ratio of the cross sections appears to be approximately constant at all 

energies. However our calculations for the models clearly indicate the 

need to check the applicability. Second, our examination of the dependence 

of ößL on x for models (a) and (b) shows that even though 63^0 may be quite 

large, 6ßL, may be acceptably small provided x is not too small.

5.2. >4: ’’Real" gases. In this section the application of Blanc's law to 

the analysis of diffusion coefficient data for several gas mixtures will be 

discussed.

The case of H2O-N2 mixtures will be considered first. These mixtures 

were used in the work described in Section 5.3. Curves for as a 

function of the water vapour concentration were generated using the 

momentum transfer cross section for N2 of Pitchford and Phelps (1982) and 

the cross section of Chrisophorou and Pittman (1970) for water vapour. 

This cross section was presented in the analytical form

aH2o(e) = 23.84e-1-o85. (5.13)

It and the cross section of Pack et al. (1962) led to practically identical 

results for the error curves even though the calculated values of the



153

d i f f u s i o n  c o e f f i c i e n t s  d i f f e r  s l i g h t l y  (2% -  s ee  Table 5 . 3 b ) .  The c ro s s  

s e c t i o n  of  Pack £ t  a l .  as t a b u l a t e d  by K i e f f e r  (1975) was f i t t e d  by a curve

au A c )  = 23.98 e“ 1 *°75 (5 .14)
h 2o

t h a t  produced th e  l e a s t  square  d e v i a t i o n  from the  t a b u l a t e d  d a t a .  The 

d i f f u s i o n  c o e f f i c i e n t s  c a l c u l a t e d  on the  b a s i s  of the  a v a i l a b l e  c ro s s  

s e c t i o n s  a re  in  good agreement with  t h e  va lues  o b ta in e d  from e x p e r i m e n t a l l y  

de termined  therm al m o b i l i t i e s  (Pack et_ a l .  1962; Lowke and Rees 1963; 

Wilson e t  a l . 1975. See a l s o  Giraud and Krebs 1982).

ERROR

Figu re  5 .3  E r ro r s  (5blA) 

t h a t  a re  made when B la nc ’s 

law i s  used to  de te rmine  

d i f f u s i o n  c o e f f i c i e n t s  f o r  

H2 O and O2  from the  

a p p r o p r i a t e  m ix ture  d a t a  

and the  d a t a  f o r  pure N2 .

ABUNDANCE (%)

The r e s u l t s  f o r  6qlA a r e  shown in  F ig .  5 . 3 .  In o rde r  to  check th e  

s e n s i t i v i t y  of  6ßL^2^ to  u n c e r t a i n t y  in  the  water  vapour c ro s s  s e c t i o n  th e  

m u l t i p l y i n g  c o n s t a n t  in  (5 .13)  was changed by 10%. In th e  case of  the  10% 

H2 O -  90% N2  m ix ture  the  7% c o r r e c t i o n  (see  F ig .  5 .3 )  was changed by l e s s  

than  0.25%. Thus, when the  u n c e r t a i n t y  in  th e  c ro s s  s e c t i o n  i s  of t h i s



order, negligible error in the derived value of ND results from the

application of Blanc's law to the mixture data provided the calculated 

correction is applied. This example illustrates the point that, even in 

the case when the cross sections differ as much as those for N2 and H2O 

(see Fig. 5.4), an appropriate choice of the mixture composition enables 

the mixture data to be analyzed in this way without the necessity of a high 

order of accuracy in the cross sections.

Fig. 5.3 also shows the results for O2-N2 mixtures, the motivation for 

these calculations being an examination of the validity of the procedure 

used by Hegerberg and Crompton (1983) to analyze their data for mixtures of 

these gases. The cross section for O2 of Lawton and Phelps (1978) was used 

for the calculation of <5ßL°2. As can be seen from the figure, the
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calculated error is small enough (less than 1%) to justify the direct 

application of Blanc’s law although even in this case one should be aware 

of the small systematic error that results.

Hegerberg and Crompton's work provides a good example of a situation 

where the use of mixtures is essential for the application of a particular 

experimental technique. In this case its use avoided significant errors 

from attachment cooling in experiments based on the Cavalieri electron 

density sampling method. A similar situation occurs when one wants to 

suppress diffusion cooling in experiments based on the same technique (see 

Rhymes and Crompton 1975 and Rhymes 1976).

In almost all realistic cases the application of Blanc’s law can lead 

to unacceptable errors not only when the diffusion coefficient for a single 

gas is sought from the data for a mixture and its other constituent(s) but 

also when the diffusion coefficient for the mixture is calculated from the 

data for the pure gases. Fig. 5.5 illustrates some examples of this second 

point.

5.2.5; Discussion. Two points may be noted concerning the relation 

between this and other recently published work.

First, our conclusions based on model calculations are somewhat 

different from the conclusions reached by Milloy and Robson (1973) and 

Whealton et al_. (197-4) - However the momentum transfer theory used by these 

authors breaks down at thermal energies since the momentum and energy 

balance equations upon which it is based are not strictly applicable when

the influence of the electric field no longer dominates.



156

Ar in N

HgO in N

ERROR

100 80 60 40 20 0
ABUNDANCE (%)

Figure 5.5 Errors that are made when diffusion coefficients for thermal 
electrons in H2O-N2 , C02“N2 and Ar-N2 mixtures are calculated using Blanc's 
law and the data for the pure gases. Sources of data for the cross 
sections additional to those quoted in the text are: for CO2 , Kieffer
(1975); for Ar, Haddad and O'Malley (1982).

Second, this work is relevant to the recent paper by Chen and Jones 

(1984). These authors discuss the application of Blanc's law for 

mobilities in gas discharges, in particular the case of discharges in 

argon-mercury mixtures. Relatively simple formulae for the temperature 

dependences of electron mobilities were derived by them on the basis of
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s i m p l i f i e d  formulae  f o r  th e  momentum t r a n s f e r  c ro s s  s e c t i o n s .

S ubsequen t ly ,  i n s t e a d  of us ing  B la nc ’ s law th ey  d e r iv e  a fo rmula  f o r  th e  

c o n d u c t i v i t y  of an a r b i t r a r y  m ix tu re  which i s  the  sum of th e  c o n d u c t i v i t y  

of  argon and a c o r r e c t i o n  f a c t o r  which in c lu d e s  the  o v e r a l l  i n f l u e n c e  of 

th e  p resence  of mercury .  Since  t h e i r  p rocedure  n e c e s s a r i l y  depends on 

numerica l  i n t e g r a t i o n ,  i t  would seem p r e f e r a b l e  to  use B la n c ' s  law and 

app ly  a c o r r e c t i o n .  This  procedure  would a l s o  enab le  one to  use

exper im en ta l  m o b i l i t i e s  f o r  pure g a s e s ,  and thus  o b t a in  a very a c c u r a t e  

r e s u l t  f o r  th e  m ix tu re  even though the  c r o s s  s e c t i o n s  used to  c a l c u l a t e  the  

c o r r e c t i o n s  were not  as a c c u r a t e  as th e  m o b i l i t i e s .  In c o n t r a s t ,  the

p rocedure  sugges ted  by Chen and Jones i s  r e s t r i c t e d  by the  accuracy  of the  

assumed a n a l y t i c a l  forms of the  c ro s s  s e c t i o n  which,  f o r  example,  were 

unab le  to  in c lu d e  the  resonance  in th e  v i c i n i t y  of 2 eV (E l fo rd  1980).

5 . 3 « : Measurement of  th e  D i f f u s io n  C o e f f i c i e n t  f o r  Thermal E l e c t r o n s  in  

Water Vapour

5 . 3 . 1 : I n t r o d u c t i o n . Measurements of the  d i f f u s i o n  c o e f f i c i e n t s

fo r th e r m a l  e l e c t r o n s  in  m ix tu re s  of w ate r  vapour and n i t r o g e n  were made 

us ing  C a v a l i e r i ’ s e l e c t r o n  d e n s i t y  sampl ing  t e ch n iq u e  ( C a v a l i e r i  1969; 

Huxley and Crompton 197*0. The a p p a ra tu s  and i t s  o p e r a t i o n  have been 

d e s c r ib e d  in  Chapter  4.

The very l a r g e  momentum t r a n s f e r  c ro s s  s e c t i o n  f o r  thermal  e l e c t r o n s  in  

H2O r e s u l t s  in  a very small  d i f f u s i o n  c o e f f i c i e n t  and t ime c o n s t a n t s  t h a t  

a r e  too  l a r g e  to  be measured in  our a p p a r a tu s  as p r e s e n t l y  c o n f ig u r e d .  In 

p r i n c i p l e  th e  p r e s s u r e  could  be reduced  in  o rd e r  to  reduce  the  t ime

c o n s t a n t  to  a va lue  t h a t  i s  w i th in  th e  measurement ran g e ,  but  t h i s  would
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lead to unacceptable statistical errors due to inadequate initial 

ionization and insufficient avalanche development by the sampling pulses. 

The problem was overcome by using N2 (with its very much smaller cross 

section) as a buffer gas in mixtures chosen to have suitable 

characteristics on the basis of the discussion in Section 5.2. -4.

5 .3 -2 : Experimental procedure. Matheson "Research Grade" nitrogen was 

used for the mixtures. Twice-distilled and deionized water was further 

purified by freezing and removing permanent gases by evacuating a reservoir 

containing the water. This procedure was repeated a number of times in 

order to release the frozen impurities and to monitor any dependence of the 

results on residual impurities. Final results were taken only after 

successive purification produced no further change. Pressures were 

measured by a calibrated Texas Instruments quartz spiral manometer.

The apparatus was baked at 210°C for three days prior to the 

measurements.

Mixtures of 5, 10 arvd 20% H2O in N2 were prepared in the following way. 

The system was first pumped down to < 10“  ̂ Pa. Water vapour was then 

introduced to a slightly higher pressure than desired and left for a short 

time to saturate the walls. The pressure drop due to adsorption was noted 

and the pressure finally adjusted to the desired value before nitrogen was 

slowly introduced. Mixing was monitored by measuring the time constants 

for electron density decay. Usually 12 to A8 hours mixing time was allowed 

before the final measurements were made.

All these measure were performed in order to minimize adsorption and 

desorption effects. An alternative approach to making mixtures with H2O, 

suggested by Pack and Phelps (1966), of freezing the desired quantity of
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H2O after saturating the walls was not used because it was not possible to 

locate the water reservoir close to the cell. The importance of the 

measures taken can be seen from Fig. 5.6 where data are presented for the 

diffusion coefficient for H2O obtained using the corrections to Blanc's law 

as explained later. Filled square is the result obtained for a 2 kPa

mixture of 10% H2O in N2 prepared with all the care. When the pressure is 

reduced after, to perform the measurements at 1 and 0.5 kPa, the results 

(open circles) correspond to an increased abundance of H2O, while if the 

pressure is reduced by connecting a large evacuated stainless steel 

reservoir the values of ND are increased very much (full circles) 

corresponding to a significant loss of water vapour. The open triangles 

represent results of the measurements performed using the samples that were 

prepared at the desired pressure.

Results reported in the next section were shown to be free from 

measurable error due to space charge, non-thermalization of the electrons, 

and the presence of higher order diffusion modes. For each mixture 

composition the final results were an average of those taken with gas 

mixtures made from two different samples of water and at several pressures.

5.3.3: Results and discussion. Measurements with 10$ and 20$ mixtures 

of H2O in N2 were performed at pressures of 0.5, 1 and 2 kPa, and those

with 5$ at 2 kPa. Since the main interest was mainly an investigation of 

the application of Blanc's law the results taken at different pressures 

were averaged. These results are presented in Table 5.3a and Fig. 5.7.
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ND

Figure 5.6 Influence of adsorption and desorption of H2O on results for 
the density normalized diffusion coefficient in pure water vapour. All the 
symbols are explained in the text

Results for the diffusion coefficients for the mixtures are in very 

good agreement with the data calculated on the basis of the available cross 

sections (calculated values are presented in the brackets in Table 5.3). 

The results for NDßL^2® clearly show a systematic dependence on the mixture 

composition, revealing the expected breakdown of the law. It is therefore 

necessary to correct the data using equation (5.8) and the data for ößL^2̂  

shown in Fig. 5.3. The corrected data are also shown in Table 5.3a and 

Fig. 5.7. The final result is NDH2° = (5.98 ± 0.20) 101$ cm"1 s"1 (using
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the measured value for ND^2 = 9.65 lO^”1 cm  ̂ s"*-'). This value is the

average of the results for different abundances (and pressures).

(10' cm s

ABUNDANCE (%)

Figure 5.7 Experimental 
results for NDH20 obtained 
using Blanc's law. 
Uncorrected (i.e. NDb^^2^) 
— °— ; corrected data A. 
The average value is 
represented by a 
horizontal straight line.

The uncertainty of the measured values of ND in this experiment is 2-3% 

(Gibson et al. 1973; Rhymes 1976; Crompton and Haddad 1983) but to this one 

should add 0.5 — 1 % to account for the uncertainty in the mixture 

composition due to long term adsorption and desorption effects.

Present result for ND^2̂  is consistent with the available cross section 

data and the values obtained by the application of the Nernst-Townsend 

(Einstein) relation to the experimental thermal mobility data (see Table

5.3b).
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Table BL.3 a)

Mx ND correction
factor

1

ndH2°corr

{%) (1 0̂ 0 cm“ 1 s“"' )
1 ♦ SH>°BL

d o 19 cm“'1 s~"* )

20 2.83 (2.86) 1 .035 5.80 6.00

10 5.36 (5.36) 1.073 5.64 6.05

5 9.40 (9.64) 1.14 5.18 5.90

average
value 5.98 ± 0.20

b)

Reference
NDh2°

(1019 cm“  ̂ s"1^

Pack et al. (1962) 6.05 (300 K)

Christophorou and Pittman (1970) 5.93

Lowke and Rees (1963) 5.93 (293 K)

this work 5.98 (293 K)

see also Wilson et al. (1975) and Giraud and Krebs (1982)

In addition to the measurements for water vapour mixtures similar 

experiments were performed using CO2 , but this time it was possible to 

perform measurement in pure CO2 . The errors caused by the application of 

Blanc's law exceed the experimental uncertainty for abundances of CO2 below
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25* in  th e  C02"N2 m i x tu r e s .  However, as expec ted  good agreement w i th  th e  

pure CC>2 va lue  was ach ieved  by us ing  the  c a l c u l a t e d  c o r r e c t i o n s .

5 .3  • 4 : A no te  on thermal e l e c t r o n  a t tachm en t  in  water  v a p o u r .

E l e c t r o n s  a re  a t t a c h e d  to  wate r  molecule s  v ia  fo l l o w in g  p ro ces s e s  (Crompton 

e t  a l .  1965; Hasted 1972; see  a l s o  Compton and C hr is tophorou  1967; B e l i e  et_ 

a l .  1981):

( i )  e + H20 -> H“ + HO (5 .15)

w i th  a t h r e s h o l d  of about  5 .6  eV and a maximum in  t h e  c ro s s  s e c t i o n  a t  6.4 

eV ;

( i i )  e + H20 + 0 '  + H2 (5 .16)

wi th  a t h r e s h o l d  of  about  7 .5  eV and a maximum in  th e  c ro s s  s e c t i o n  a t  8.6 

eV. I t  i s  t h e r e f o r e  u n l i k e l y  t h a t  a two body p rocess  could  produce 

m easurab le  a t tachm en t  a t  thermal  e n e r g i e s .  However Bradbury and T a t e l  

(193^) and K uffe l  (1959) observed an i n c r e a s e  of th e  a t tachm en t  c o e f f i c i e n t  

a t  very  low E/N v a l u e s .  A number of papers  fo l low ed  proving  t h a t  thermal  

e l e c t r o n s  do not  produce n e g a t iv e  io ns  in  w ate r  vapour (Takeda and Dougal 

I960; Fox £ t  a l .  1961; Pack e t  a l . 1962; H urs t  e t  a l . 1963; Chantry 1963).  

I t  i s  i n t e r e s t i n g  to  no te  t h a t  Hurst  et_ a l .  observed  a r a t h e r  com pl ica ted  

a t tachm en t  p rocess  in  H2 O -  CO2  m ix tu re s  a t  the rm al  e n e r g i e s .

The p r e s e n t  exper im en ta l  r e s u l t s  a r e  c o n s i s t e n t  w i th  f i n d i n g  t h a t  t h e r e  

i s  no a t tachm ent  of thermal  e l e c t r o n s  in  w ate r  vapour .  Based on our 

exper im en ta l  da ta  an upper l i m i t  t o  a t h r e e  body c o e f f i c i e n t  would be 2 

1 0“ 33 cm“ ^s“ 1.
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5.4: Conclusion

In this Chapter a discussion has been given of the application of 

Blanc’s law to the determination of diffusion coefficients for thermal 

electrons in a gas from experimental data for a mixture containing that 

gas. A number of calculations for both model and real gases show that 

considerable errors may result from an application of the law, especially 

for low abundances of the gas. These errors are caused by different energy 

dependences of the momentum transfer cross sections for the constituents. 

However, it has been shown that it is possible to apply correction factors 

that are sufficiently accurate even when the cross sections are as 

dissimilar as those for H2O and N2 . It has also been shown that the 

procedure of using Blanc’s law with appropriate correction factors is 

remarkably accurate even though the available cross section data may not be 

highly accurate. Thus, for a gas for which the momentum transfer cross 

section in the thermal region has not been well established, the use of 

this procedure enables a value of the density normalized diffusion 

coefficient to be determined that is much more accurate than the value that

could be calculated from the cross section.
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CHAPTER 6 : THERMAL ELECTRON ATTACHMENT TO SFfi AT ROOM TEMPERATURE AND 
AT 500 K

6.1: Introduction

The very large capture rate of SFg for low energy electrons, together 

with other desirable characteristics of the gas, have led to numerous 

applications (see, for example, Govinda Raju and Hackam 1982; Chantry

1982b; Christophorou et al. 1982b; Schoenbach et al. 1983; Christophorou 

and Hunter 198-4). There have been many measurements of the attachment rate 

coefficient for thermal electrons (kattth) in the gas because the loss rate 

of thermal electrons from the partially ionized gas is often the electrical 

characteristic of prime interest. Moreover it is important to have an

accurate value of the coefficient because it has been used to determine 

absolute values of the attachment cross section. Nevertheless, as can be 

seen from Table 6.1, there are serious differences between the various 

results for kg^^h, and in any case most of the available data have a

statistical scatter of up to 1056. Normalizations of the cross section 

based on these data are therefore subject to rather large uncertainties. 

Crompton and Haddad (1983; see also Crompton et al. 1982) claimed to have 

succeeded in narrowing the error bounds to less than ± 3 /6, and their result 
of 2.27 10“ 7 cm3s-"' was used by Chutjian (Ajello and Chutjian 1979;

Chutjian 1981; Chutjian and Alajajian 1984) to normalize the cross section 

for the formation of SF5“ which he obtained by the technique of

photoelectron spectroscopy.
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Table 6.1 Attachment rate coefficients for thermal electrons in SF5 
obtained at room temperature.

katt uncertainty 
(10~7 cm3 S-1)

buffer gas reference method

2.89 10”6 Xe Hasted and Beg (1965) MW
0.385 C2H4 Compton et al. (1966) SW
3.1 ±0.8 He - NO Mahan and Young (1966) MW
2.7 He Young (1966) MW
2.41 ±0.51 1 0%CHij + 90%Ar Chen et al. (1968) PS
3.82 10“5 c7h14 Freeman (1968) PR
2.13 various Davis and Nelson (1970) DDD
2.2 c3h8 Fessenden and Bansal (1970) MW
2.2 ±0.9 He, Ar Fehsenfeld (1970) FALP
2.7 n2 Christophorou et al. (1971a) SW
2.8 c2h4 Christophorou et al. (1971a) SW
2.6 Ar Mothes and Schindler (1971)

and Mothes et al. (1972) ECR
4.3 ±0.9 (e-8-20meV) West et al. (1976) and Foltz

et al. (1977) RB
2.64* Klots (1976) TH
2.20 ±0.1 neo-Ĉ H-] 2 Shimamori and Fessenden (1979)MW
2.8 ±0.3(?0.7) ** 10%CHil~90%Ar Ayala et al. (1981) PS
2.49*** Christophorou et al. (1981) SW
2.27 ±0.07 n2 Crompton and Haddad (1983) CDE
3.1 ±0.47 He, Ar Smith et al. (1984) FALP
2.35 ±0.16 n2 Hunter (1984) SW

2.27 ±0.09 n2, h2, C02 this work CDE
2.24 ±0.15 He this work CDE

MW microwave diagnostics of a static afterglow
SW swarm method



PS pulse sampling 
PR pulse radiolysis
DDD drift dwell drift
FALP flowing afterglow Langmuir probe 
ECR electron cyclotron resonance
RB Rydberg atom beams
TH theory
CDE Cavalieri diffusion experiment

Accuracy of the theoretical value was not stated, but the author 
considers his result to be in very good agreement with the data of 
Fehsenfeld (1970)

X  -ft These authors state that the accuracy of their result is ±25$ which 
disagrees with the stated value of ±0.3. Also they state that the 
result of Chen at al. (1968) should be 3-5.

#  % % This is a reanalysis of the data of Christophorou et al. (1971) and
therefore all the conditions are identical.

Smith et al. (1984) have recently published results for kattth 

measured in various gases using the Flowing Afterglow Langmuir Probe 

technique (FALP). While their value for kattth in CFCI3 i-s consistent with 
the measurement by Crompton and Haddad (1983), who used CDE (see Table 6.2), 

their result of 3.1 10“? cm^s”"'(± 15$) in SFg is outside the combined error 

bounds of the results from the two experiments. It is also worth noting 

that the ratios of the values of k ^ ^ h  for CFCI3 and SF5 obtained by the 

two experimental techniques (see Table 6.2) are quite different, which 

makes the probability of a systematic error in one of them less likely.

The importance of the value of kattth for SF5 prompted a 

reinvestigation of possible sources of error in the technique used by 

Crompton and Haddad. Despite extensive, and as far as is known successful, 

applications of the technique used by Crompton and Haddad (see Section 

4.1), some reasons for its possible failure when applied to the measurement
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of for SFg have been suggested (Smith 1983) in order to explain the 

differences between the results obtained by the electron density sampling 

and FALP techniques.

Table 6.2 Comparison of recently measured attachment rate coefficients 

at room temperature for electrons in CFCI3 and SFg.

CFCI3 SFg Experimental Ratio

k1 k2 Error k 1 / k 2

(10“7 cm3 s-1) {%)

Smith et al. 2.7 3.1 15 0.87

Crompton and Haddad 2.37 2.27 3 1 .04

Difference {%) 14 37

The first suggestion is that there may have been a build-up of

vibrationally excited molecules of the nitrogen buffer gas used by Crompton 

and Haddad (1983) in their experiments using the CDE technique, and that 

such a build-up of excited molecules could cause detachment and thus a 

lower effective attachment rate.

The second suggestion is related to the fact that the introduction of 

the attaching gas into the buffer gas reduces the free-electron lifetime 

dramatically, making it necessary to measure electron densities at much 

shorter times after the initial X-ray pulse. At such times higher-order

diffusion modes might still be present, and the electron density decay
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could then no longer be represented by a single exponential. This could 

possibly lead to spurious results (see Section 6.3.1), an effect that would 

be exacerbated if the viewing angle of the photomultiplier were limited.

In this Chapter those two suggestions are analysed both experimentally 

and by calculations. In addition results for in SF5 at 500 K are

presented, thus providing an additional comparison with the work of Smith 

et al. (1984).

6.2; Electron Attachment to SFfi

There are two possible processes that lead to attachment of electrons 

at thermal energies:

SFg + e + SF~* (6.1)

and

SF5 + e -> SF~ + F . (6.2)

The excited negative ion SF5“* will be either stabilized in collision with 

some third body M:

SF~* + M + SF~ + M , (6.3)

or decay through autodetachment

SF~* -* SF6 + e . (6.4)

If the characteristic lifetime for the process (6.4) greatly exceeds 

the mean lifetime between the collisions with third bodies it becomes

irrelevant which particle M acts as the third body and therefore process
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(6.1-6.3) and (6.4) can be represented using a two-body rate coefficient 

(that is a saturated three-body coefficient). That SF5 falls into this 

category can be seen from the following argument:

1) The shortest reported lifetimes for autodetachment for SF5-* are of 

the order of 10 ys (Massey 1976; Christophorou 1978).

2) Collision frequencies of molecules at pressures normally used in 

swarm experiments correspond to a time between collisions of 10 ns 

(at 1 kPa of N2 at room temperature).

Therefore swarm experiments are suited to analyse the attachment of 

electrons to SF5 since at the pressures that are normally used practically 

every occurrence of the process (6.1) is followed by (6.3) rather than

(6.4) and the results are independent on the choice of M (see Massey 1976).

The published results for the autodetachment lifetime Tacj are quite 

different depending on the condition of the experiment (Massey 1976). It 

has even been noticed that autodetachment sometimes cannot be represented 

by a single exponential decay i.e. by a single time constant. It is

therefore believed (Odom e_t al. 1975; see also Hansen e_t al. 1983) that

attachment proceeds through a series of excited states (whose lifetimes 

could be a function of the gas density and of the electric field (Hansen et 

al. 1983)).

The electron affinity of SF5 appears to be 1.0 eV (Strait 1982). Also 

it is of interest to note that Hay (1982) has recently published calculated 

potential energy curves for SF5.

Attempts to apply electron beam methods to study low energy electron 

attachment are not as numerous as the studies using other methods. Some of 

the earlier work has been summarized by Massey (1976). It was aimed at 

establishing the energy profile of the cross sections and the peak values.
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The later task proved to be much more difficult using available 

experimental techniques (and even nowadays the results of beam experiments 

are often absolutely calibrated using swarm data).

The paper of Spence and Schulz (1973) is especially intersting. They 

measured the temperature dependence of the attachment cross section for 

various gases. For SF5 they found no variation over a very wide

temperature range (300-1200 K). This is, however, for the total

attachment, and is not in disagreement with the strong temperature 

dependence of the dissociative process that has been reported many times. 

To investigate this point Chen and Chantry (1978,1979) used infra-red laser 

radiation to increase the vibrational population of SF5. They have shown 

that the process of dissociative attachment from higher vibrational levels 

is much faster than from the ground state, a conclusion that is quite 

important for SF5 since vibrational energies are low (43-118 meV - see 

Chutjian 1982) and major changes of populations can occur over a fairly 

narrow temperature range. The same authors have also measured cross 

sections for production of various negative ions as a result of electron 

attachment to SF5 (Kline et al. 1979). They have also used their data to 

calculate electron transport coefficients for various mixtures containing

sf6.
However, this and all previous attempts to obtain a very detailed and 

accurate profile of the peak of the attachment cross section failed, and 

its width had always been instrument-limited. The reason is, of course, 

that the cross section peaks at subthermal energies that are too low for 

beam methods. In an attempt to analyse attachment processes at very low 

energies (a few millivolts) another approach that is strictly speaking not 

a beam technique was developed. It is a technique known as Threshold
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Photoelectron Spectroscopy by Electron Attachment (TPSEA). Low energy 

electrons are produced by photoionization of a buffer gas by a beam of 

light of controllable wavelength. These electrons attach and negative ions 

are created. Using a very low electric field, ions are extracted from the 

chamber and analysed by a quadrupole mass analyser (Ajello and Chutjian 

1979 and Chutjian 1981). However, only the energy dependence of the 

relative cross section can be produced and the results have to be scaled 

using the rate coefficient values obtained by swarm experiments. On the 

other hand, a very high energy resolution down to practically zero energy 

can be achieved (see Chutjian and Alajajian 1984). In another approach 

beams of atoms (Xe) excited to high Rydberg states are used to mimic very 

low energy electron beams (West et_ al_. 1976; Foltz et al_. 1976, see also 

Zollars et al. 1984). In these experiments a beam of Rydberg atoms 

collides with the attaching gas in an interaction chamber. The binding 

energies of the electrons are very low and therefore they behave as free 

electrons. The attachment rates calculated from the rate of creation of 

negative ions are found to be somewhat higher than those obtained by swarm 

experiments (see Table 6.1). The probable explanation for this is that the 

relative energies between the electrons and the molecules may be lower than 

the thermal energy and therefore the rate coefficient corresponds to a 

lower mean energy. If the cross section for electron attachment has a 

sharp peak close to a threshold at or near zero energy an attachment rate 

as high as that measured using the Rydberg beam method may be compatible 

with the results obtained by other methods.

If the rate of loss of Rydberg states is monitored rather than the rate 

of production of ions the total cross section can be produced (Kellert et 

al. 1980). A more direct measurement of the total cross section was made
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by Ferch e t  a l . (1982) by a s t a n d a r d  t i m e - o f - f l i g h t  t e c h n iq u e .

T h e o r e t i c a l  i n v e s t i g a t i o n s  of the  e l e c t r o n  a t tachm ent  t o  SF5 in c lu d e  

the  work of K lo ts  (1976) (Table  6.1-TH),  C h u t j i a n  (1982) and Gauyacq and 

Herzenberg (1984).  An im p o r tan t  d i s c u s s i o n  of  the  t h r e s h o l d  bahaviour  of 

the  c ro s s  s e c t i o n  can be found in  a paper by C h u t j i a n  and A l a j a j i a n  (1985) .

Attempts to  measure the  r a t e  c o e f f i c i e n t  (and e v e n t u a l l y  d e r iv e  the  

c ro s s  s e c t i o n )  were more numerous.  The measurements f o r  nonthermal  swarms 

w i l l  not  be d i s c u s s e d  he re  (u n le s s  as a r e s u l t  the  c ro s s  s e c t i o n  f o r  very 

low energy e l e c t r o n s  was p roduced) .  These r e s u l t s  have been tho rough ly  

rev iewed and d i s c u s s e d  by the  JILA In fo rm a t io n  Center  Group (G a l lagher  _et 

a l . 1982) and v a r io u s  o th e r  a u th o rs  (Chr is tophorou  1971; C h r i s topho rou  e t  

a l . 1982b). Here,  a c r i t i c a l  a n a l y s i s  of some of the  p u b l i sh e d  r e s u l t s  

w i l l  be p r e s e n te d  in  an a t tem p t  to  c l a r i f y  the  r a t h e r  c on fus ing  s i t u a t i o n  

p r e s e n t e d  in  Table  6.1 where a l a r g e  number of r e s u l t s  a re  p r e s e n t e d  but 

th e  d i f f e r e n c i e s  between some of them a re  unaccep tab ly  l a r g e .

One might be tempted to  l a b e l  most of the  methods t h a t  produce 

a t tachm en t  r a t e  c o e f f i c i e n t s  as "swarm" methods. However many of  t h e se  a re  

performed under "plasma" c o n d i t i o n s ,  when c o l l e c t i v e  e f f e c t s  become 

im por tan t  or even dominant .  The term "swarm" w i l l  be r e s e r v e d  f o r  

s i t u a t i o n s  in which c o l l e c t i v e  e f f e c t s  a re  n e g l i g i b l e ,  but  th e  e x c l u s i o n  of 

th e  o th e r  c l a s s  of exper iments  from t h i s  ca teg o ry  i s  not  in t en d ed  to  

q u e s t i o n  the  v a l i d i t y  of  r e s u l t s  o b ta in e d  from them.

Table  6.1 p r e s e n t s  a l l  the  r e s u l t s  t h a t  were a v a i l a b l e  a t  th e  t ime of 

w r i t i n g .  These in c lu d e  f l o w in g - a f t e r g lo w  (FA and FALP -  f low ing  a f t e r g lo w  

Langmuir p ro b e ) ,  microwave d i a g n o s t i c s  of s t a t i c  a f t e rg lo w s  (MW) and p u lse  

sampl ing  (PS) t e c h n i q u e s .  Some of t h e s e  r e s u l t s  w i l l  be d i s c u s s e d  in  t h i s  

s e c t i o n  in o rde r  to  p o in t  out  some weak and some s t r o n g  p o i n t s  of the
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techniques that were used since it appears that the quality of the results 

and their presentation were not uniform and a false picture could be 

created if all the results were given the same weight.

Generally the results are grouped around two values, one "high" around 

2.8 10“7 cmSs“”1 , and the other "low" around 2.2 10“? cm^s“1 .

From the first group the earliest are the results of Mahan and Young 

(1966). They used a microwave cavity technique to measure (for SF5 

and also for C7F14) and produced a value of 3.1 10“? cm^s“1 (± 25/6). When 

the energy of the microwaves used for measuring the electron density was 

increased the temperature of the background gas increased and a small 

decrease of the attachment coefficient was observed. This observation was 

not illustrated by any quantitative data.

It seems that the treatment of diffusion losses in this paper may not 

have been as careful as it should have been. In fact a careful reading of 

Mahan and Young’s paper reveals that diffusion losses were only roughly 

estimated, while some contradictory statements make a reanalysis of their 

data difficult for anyone not associated with the measurements. It is 

therefore no surprise that one of the authors has presented a different 

value for ka^t (2.7 instead of 3.1) as a result of a reanalysis of the same 

set of measurements (Young 1966).

The work of Ayala et_ al. (1981) is also rather difficult to assess. 

Various modes of operation of the same system (i.e. the use of different 

radioactive sources to ionize the gas being studied) yielded quite 

different values (from 0.54 to 3.9 10“? cm3s“1; see also Chen et al. 1968) 

and the choice of the value accepted as the final result seems to have been 

mainly dictated by the agreement with the available experimental data from

other sources. These authors have chosen MW and ECR (see Table 6.1)
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results for comparison and have formed an average value that has helped 

them to decide which of their three values to choose as final. However, 

they failed to take into account all the MW (Fessenden and Bansal 1970) 

results which they quoted as well as omitting others altogether, e.g. 

Shimamori and Fessenden (1979). If these results are taken into account 

the results of Ayala £t al_. disagree with the average of those obtained by 

the experimental technique which they themselves believed provided the most 

reliable data. At some point in their paper the authors present ±25$ as 

their experimental uncertainty but later on they quote 2.8 ± 0.3 as their 

final result. These estimates of uncertainty are inconsistent. Moreover 

the three different experimental results obtained using their experimental 

apparatus disagree by more than either of the estimates of experimental 

uncertainty. On the other hand these authors have not presented any 

explanation of why the three modes of operation of the apparatus yield 

three different results. Even though recently published, these results do 

not represent an improvement on any of the available data and should be 

treated with caution. On the other hand the results for the relative 

temperature dependence of the attachment rate coefficients and the derived 

activation energies should be reliable because no absolute measurements 

were involved.

Another result from the group of "high" values is the result of the 

swarm technique used by Christophorou et_ al. (1971a; and 1971b). In this 

technique dilute mixtures of an attaching gas with a buffer gas are used, 

and the attachment coefficients are measured for various field strengths. 

The results are then extrapolated to zero field. This technique relies on 

an accurate knowledge of transport coefficients and average energies in the

pure buffer gases, and it is assumed that the electron distribution
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function is not perturbed by a small amount of the attaching gas.

There are many problems in applying this swarm technique developed by 

Christophorou and coworkers. These include: the adequacy of the two-term 

approximation, the influence of attachment on the transport coefficients, 

the need for accurate data for the cross sections for the buffer gas (N2 is 
normally used to study low energy attachment) and non-uniqueness of the 

derived cross sections due to the complexity of the processes involved. It 

is not surprising that reanalysis of the same data with a more reliable set 

of cross sections yielded a different value for the thermal attachment 

coefficient (namely 2.49 10“ ; ernes'“1 instead of 2.7 10“? cm3s“^-see Table 

6.1). Moreover, when values of attachment coefficients measured at even 

lower E/N values are used for the extrapolation, the value of 2.35 10“? 

cm^s“1 is obtained (Hunter 1984). This result is expected to be more 

reliable than the previous ones because the degree of extrapolation to 

thermal energy is significantly reduced (the lowest measured value is 2.4 - 

Hunter 1984). Therefore it may be concluded that swarm results can no 

longer be regarded as supporting the "higher" value of the attachment 

coefficient.

Of the "low" results, those of Fehsenfeld (1970), even though producing 

an average value that agrees with the result of Crompton and Haddad, are 

not inconsistent with the value of Smith et_ al. (1984). His results could 

also be regarded as not conflicting with Smith et al_.fs observation of the 

temperature dependence since the scatter of the raw experimental data is 

large.

Of all the available data it appears that the results of Shimamori and 

Fessenden (1979) (which confirm the earlier results of Fessenden and Bansal 

1970 who used the same technique) appear to be the most reliable.
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Shimamori and Fessenden measured the attachment rate coefficient over a 

very wide range of pressures. The reproducibility of their results and the 

small degree of scatter are impressive and only surpassed by the work of 

Crompton and Haddad (1983).

In some cases the difference between the "low" and "high" values for 

the attachment rate coefficient for SF5 is within the experimental error 

bars, but where the results have been obtained with high accuracy 

experiments the two groups of results cannot be reconciled. However, there 

appears to be more evidence in support of the lower value. One can 

criticize at least two papers supporting the "high" value, namely those of 

Mahan and Young (1966) and Ayala et_ al. (1981). The paper of Mothes et al. 

(1972) does not contain a detailed error assesment apart from the statement 

about the statistical scatter of the results which is 5%. On the other 

hand FALP is certainly a powerful technique for measuring thermal 

coefficients for a variety of processes and it is difficult to find any 

explanation for the high value for SF5 that was obtained with it. Possibly 

the ambipolar field is not strong enough to keep the electrons in the 

centre of the plasma since they are repelled by the abundant negative ions. 

The overall breakdown of the ambipolar field can be observed at the end of 

the tube when the concentration of the charged particle becomes exceedingly 

small. However, the very different masses of the ions and electrons could 

lead to a redistribution of negative particles even before the end of the 

tube. Measurements should be made with the Langmuir probe positioned off

axis to show that this is not the case.



6.3: Experimental

The principle of Cavalieri*s electron-density sampling technique that 

was used to perform the measurements has been decribed in Chapter 4. For 

measurements of the attachment coefficients it is important to note that 

the time constants that are being measured with the attaching gas are 

normally much shorter than in most non-attaching gases. It is possible to 

choose conditions so that the time constants for the attaching gas (or 

mixtures of the attaching gas with some buffer gas) are fairly large, but 

in that case diffusion losses become increasingly important, or even 

dominant, and the accuracy of the attachment coefficient obtained under 

those circumstances is reduced. On the other hand if attachment is the 

dominant loss mechanism one has to take care of the following:

1. that the possible presence of higher order diffusion modes is 

accounted for,

2. that the measurements are made after thermalization of the electrons 

is complete,

3. that a sufficient number of electrons remains in the cell at the 

time of the measurement in order to achieve a reasonable statistical 

quality of the results.

The usual choice of operating conditions is such that the ratio of 

diffusion to attachment time constants (or the inverse of the losses) is 

1 0:1.

Details of the experimental arrangement for the measurements at high 

temperatures were presented by Hegerberg and Crompton (1980) and will not 

be discussed here in great detail (see also Chapter 4). We simply note 

that the light-tight chamber housing the CDE was housed in an oven. The
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temperature was held stable to within ±0.3 K at 500 K during each 

individual run, while the maximum deviation of the temperature between the 

different runs of a set of measurements was 2 K. This temperature 

stability proved to be satisfactory since was found to be relatively 

independent of the temperature in the range studied. At the time at which 

the gas was introduced into the cell the temperature was determined to 

within ±0.2 K to enable the gas number density N in the cell to be 

determined to within ± 0.2 % The cell was then isolated.

The diffusion coefficient in pure H2 was also measured in order to 

check the performance of the cell at high temperatures (see Hegerberg and 

Crompton 1980), since it was possible that charge compensation would not be 

efficient under these conditions.

6.4: Measurement of Attachment Coefficients

6.4.1 : Introduction. As mentioned in the section 4.3 the time constant 

for the decay of the electron population is determined from the ratio of 

light intensities. The formula that is used assumes a single exponental 

decay (see 4.1):

_____ D ____ D___  r r  r \

1 " 1 |Np(S) I = 11(S) 1 v * 
ln ̂Ne (S+D) ̂ ^KS+D)'

where Ne(t) is the electron population in the cell at time t and Ne(t) « 

I(t) as discussed above.

In this section the application of the CDE will be analysed in 

situations where attachment losses are significantly greater than diffusion 

losses and consequently the conclusions of Section 4.3 are inapplicable.



The continuity equation which describes the time dependence of the electron 

density n(x,y,z,t) is (see equation 2.60):

9n
8t (6.6)

rcaoa vp and va^t are the ionization and attachment collision frequencies, 

D-p and DL are the transverse and longitudinal diffusion coefficients, and 

v,jr is the drift velocity. This equation is relevant only to the situation 

where the electron population is fully thermalized (or in equilibrium with 

the field if present) and there are no nonequilibrium effects present such 

as diffusion or attachment cooling (see Rhymes and Crompton 1975; McMahon 

and Crompton 1983; Hegerberg and Crompton 1983; Skullerud 1983).

In the CDE the following conditions apply :

1) There is no applied field and stray fields are fully compensated in 

the all-glass cell (for a discussion of the compensation effects see 

Section 4.5). Therefore v^p = 0, and Dp- =

2) There is no ionization, i.e. vp = 0.

Under these two conditions the solution of equation (6.6) is

n ( p ,z,t )= e

where a is the radius of the cell and d is its width,

p=(x^+y2)1/2,

Tatt_ ^ vatt ~ ( ^att ^att^» (6.8)

and (6.9)

Here m and i are integers and c^ is the zero of the zero-order Bessel
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function Jq (x ). The coefficients Am  ̂ are chosen so that the series 

expansion of the electron density distribution at t = 0 matches the real 

distribution.- Natt~Nf (where f is the abundance of attaching gas) is the 

number density of the attaching gas, and it is assumed that Nap£ << N.

It can be seen immediately from equation (6.7) that attachment is 

"decoupled" from the mode structure. This means that electrons that are 

lost by attachment are evenly distributed throughout the cell in proportion 

to the local electron density. Therefore whatever the mode composition the 

loss rate due to attachment is the same, although the loss rate due to 

diffusion depends on the mode composition and will vary until the 

fundamental mode alone remains. The presence of the higher order modes at 

early times presents a potential difficulty when calculating iatt from the 

experimental measurements and therefore requires examination in some 

detail.

6.4.2; The effect of higher-order diffusion modes on the determination

of the attachment time constant. A fundamental characteristic of the 

CDE limits the measurements to determinations of the ratio of the electron 

populations at two times separated by the delay time D rather than their 

absolute magnitudes. Fig. 6.1 shows typical time decay curves for the 

total number of electrons in the CDE cell. Curve A is for a non-attaching 

buffer gas, and curve B for a mixture of the buffer gas with an attaching 

gas. The decay in the mixture (characterized by the time constant t) is 

faster than in the pure gas and therefore shorter starting times S must be 

used if the electron populations are to remain sufficiently large for a 

statistically reliable result. This is because it is not possible to vary 

the initial electron density by a large factor. The decay of the electron
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number in  the  pure b u f f e r  gas a t  such s h o r t  t imes  i s  not  n e c e s s a r i l y  

e x p o n e n t i a l .  T h e re fo re  one has to  be c a r e f u l  to  ensu re  t h a t  one c a l c u l a t e s  

th e  d i f fu s ion -  l o s s e s  a c c u r a t e l y .  I f  one were to  over look  th e  f a c t  t h a t  the  

e l e c t r o n  number decay i s  not  s t r i c t l y  e x p o n e n t i a l ,  one would use th e  t ime 

c o n s t a n t  c h a r a c t e r i s t i c  of th e  fundamenta l  mode in  t h e  pure b u f f e r  gas Tpii 

( l a b e l l e d  t-| i i n  F ig .  6 . 1 ) .  A l t e r n a t i v e l y ,  one could measure the  time 

c o n s t a n t  in  the  pure b u f f e r  gas u s ing  th e  same s t a r t i n g  t ime S as was used 

f o r  th e  measurement w i th  th e  a t t a c h i n g  gas m ix tu re  and op t im ize  D to  o b t a i n  

t h e  b e s t  p o s s i b l e  s t a t i s t i c s .  To do t h i s  one would choose th e  va lue  of  D 

such t h a t  I ( S ) - 3 I ( S+D).  F igure  6.1 c l e a r l y  i n d i c a t e s  t h a t ,  in  t h i s  c a s e ,  

the  measured t ime c o n s t a n t  td2 would be dependent  on th e  cho ice  of D.

In (Ne

F igu re  6.1 Typica l  decay of the  t o t a l  number of e l e c t r o n s  in  th e  CDE.

See t e x t  f o r  e x p l a n a t i o n s  and n o t a t i o n .
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The third choice (yielding 1^3 in Fig. 6.1) would be to perform 

measurements using values of S and D that are identical to those used for 

the attaching mixture. In this case, however, the ratio of the amplitudes 

of the pulses in the pure buffer gas would be close to unity due to the 

delay time D being small compared to the time constant. The measured 

diffusion time constant obtained in such an experiment would therefore have 

a large uncertainty.

Ne(t)
(arb. scale)

Figure 6.2 Measured electron population time dependence in pure H2 
(solid line) and in an SF^-T^ mixture (dashed line). The time constants 
calculated on the basis of pairs of experimental points (-°-) are also 
shown.

An actual set of experimental results is shown in Fig. 6.2. Here the 

relative populations measured in pure H2 and in a mixture with 0.568 ppm of 

SF5 are shown. The initial value of Ne(t) has been given the arbitrary 

value of 10, and renormalization of successive measurements has been made 

to generate the curves. Renormalization is necessary because the sampling
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pulse amplitude must be progressively increased as the value of the 

starting time S is increased in order to maintain the photomultiplier 

signals within the range which gives maximum accuracy of the measured 

ratios.

This example clearly shows the necessity for making the measurements in 

the attaching mixture at times before the higher order diffusion modes have 

decayed. We must therefore discuss how to determine the diffusion losses 

with sufficient accuracy under such circumstances.

If it were possible to measure x for the mixture at delay times which 

would ensure that the fundamental mode were the sole survivor, x would be 

related to the attachment and diffusion time constants through the simple 

relation (see equation (4.19)):

1
T

1 1 ---- + —
T Tatt D

(6.10)

where in this case xp = xp-| 1 • When this condition is not satisfied, 

however, the following argument shows that it is still possible to use 

equation (6.10) to calculate xap^ from x provided the value of xp used is 

an effective diffusion time constant calculated from a measurement of the 

ratio I(S)/I(S+D) in the pure buffer gas for values of S and D which match 

those for the measurement in the mixture, i.e. if xp3 is used to represent 

the diffusion time constant.

Let us assume that several modes with time constants xpm£ are necessary 

to describe the electron density distribution. Then the time dependence of 

the number of electrons within the volume viewed by the photomultiplier 

(which may be part or all of the cell) is given by
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- t / i a t t  “ “ -t/'CmX,
Ne ( t )  = e E E N e , (6 .11)

m=1 JM enU

where NerT1£ i s  the  r e s u l t  of i n t e g r a t i n g  Am  ̂ J 0 (c£ p /a )  sin(miTZ/ci) over the  

volume a t  t ime t  = 0 ( see  e q u a t io n  ( 6 . 7 ) ) .

Let us assume t h a t  th e  measurements in  th e  a t t a c h i n g  m ix tu re  a re  made 

a t  t imes S and D, and th o se  to  de te rm ine  the  d i f f u s i o n  t ime c o n s t a n t  f o r  

t h e  pure b u f f e r  gas a t  t imes s and d. Then i f  eq u a t io n  (6 .5 )  i s  used to  

r e l a t e  th e  t ime c o n s t a n t s  to  the  p o p u l a t i o n s ,  which a re  g iven in  each case 

by e q u a t io n  (6.11) (bu t  w i thou t  t h e  f i r s t  e x p o n e n t i a l  term in  t h e  case  of 

the  pure b u f f e r  gas) ,  i t  f o l low s  from e q u a t io n  (6 .10)  t h a t  the  apparen t  

a t t achm en t  t ime c o n s t a n t  i a t t  i s gi-ven by:

D D

T’ . T TUa t t  D

“ S/Ta t t 00 00

E E N ne . . . emJ, m= 1  £ = 1 ______

S / Tm2,

- ( S + D ) / i a t t  « « - ( S + D ) / i mSl

Z Z NmeSle m=1 Ä-1 m e l

-  Jin

00 00 ~s/  T
E E N , e

1 i 1 e^x U = 1 A = 1______

pX

00 00 - ( s+d) /xpX
E E N e

1 i 1 e U* p=1 X=1

D/d

(6 .12a )

The f i r s t  term on th e  R.H.S.  of th e  e q u a t io n  (6 .12a )  reduces  to:

"a t t
+ £n

00 00

E E N n e , n , em i  m=1 Jl=1
00 00 -(S+D)/Tm£
E E N ne „ n 1 meS, m = 1 51=1

(6 .12b)

Equat ion  (6 .12)  g iv e s  an a p p a re n t  a t tachm en t  t ime c o n s t a n t  xa t t  d e r iv e d  

by app ly ing  eq u a t io n  (6 .10 )  to  the  g en e ra l  c a s e ,  t h a t  i s ,  when d i f f e r e n t
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s t a r t i n g  and de lay  t imes  a re  used f o r  the  measurements in  th e  m ix tu re  and 

in  the  pure b u f f e r  gas .  The d i f f e r e n c e  between the  r e a l  a t tachm ent  t ime 

c o n s t a n t  and xa t t  becomes zero  only  when s=S and d=D. In t h i s  ca s e ,  

s i n c e  the  two l o g a r i t h m i c  terms in  e q u a t io n  (6 .12) may then  be combined 

i n t o  a s i n g l e  term, th e  eq u a t io n  can be r e w r i t t e n  as:

In
' a t t a t t

00 00

Z Z N ne . . , emi 
m= 1  £ = 1

- S /  Tm£ 00 00 - ( S + D ) / t
Z Z N . e 

u-1 X=1 eyX__________

ViX

00 00

Z Z N . e
1 n 1 e m  S'm=1 £=1

- ( S + D ) / T m£ °° 00 - S / t
Z Z N , e 

y=1 A=1 6UX

UA
, (6 .13)

and i t  fo l lows  t h a t  the  R.H.S i s  ze ro  because i t  i s  always p o s s i b l e  to  

cance l  a term in  the  numera tor  with  an i d e n t i c a l  term in  the  denominator .

This  r e s u l t  p a r t l y  r e s t s  on the  f a c t  t h a t  the  p resence  of a t tachm en t  does 

not  i n f l u e n c e  the  mode s t r u c t u r e .  Thus the  exper iment should  be performed 

as a d i f f e r e n c e  us ing  the  same sampling t imes  S and S+D f o r  the  

measurements with  and w i thou t  a t t a c h i n g  gas .  In p r i n c i p l e  the  im p o s i t io n  

of  t h i s  c o n s t r a i n t  on the  measurement of ip p r e s e n t s  no problem. In 

p r a c t i c e ,  however,  i t  r e s u l t s  in t h e  accuracy  of the  measured va lue  of  ip 

be ing  r a t h e r  low. In  o rd e r  to  op t im iz e  the  accuracy  of the  measurement of 

t i n  th e  m ix tu r e ,  th e  t ime D i s  chosen to  be approx im ate ly  equal  to  t . In 

th e  pure b u f f e r  gas ,  t h e r e f o r e ,  D << ip and the  accuracy  with  which ip can 

be measured i s  very much l e s s  than  th e  accuracy  of t . (Note t h a t  even i f  

I (S ) / I (S + D )  could  be measured w i th  th e  same r e l a t i v e  accuracy  f o r  a l l  D th e  

u n c e r t a i n t y  in  t would approach i n f i n i t y  as D ■> 0 -  see s e c t i o n  4 . 2 . )  

F o r t u n a t e l y  the  problem i s  not  as s e r i o u s  as i t  may seem s in c e  the  

u n c e r t a i n t y  in  ip i s  not  a l a r g e  c o n t r i b u t o r  to  the  u n c e r t a i n t y  in  i a t t  

because ip >> i a t t  (see  6 . 1 0 ) .
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C r o m p t o n  a n d  H a d d a d

Figure 6.3 Anomalous dependence of results for on the starting
time S when xp-|-| was used instead of xp(-°-°-). Corrected results are 
shown as triangles with the corresponding error bars. These are only
preliminary results that were used to determine the conditions for the
final measurements. Crompton and Haddad’s result is presented as a 
straight line with its error bar.

In the work of Crompton and Haddad (1983) the effect of using xp-|-|

rather than xp was not significant. Had it been so, there would have been

a dependence of xat£ on S but this was not observed. In preliminary 

measurements in hydrogen, however, there was a significant dependence on S, 

the difference in behaviour being due in part to the fact that 

TD11H2>>td 1 1^2 • The results in hydrogen are shown in Fig. 6.3 where the 

full curve is drawn through values of ka^^ that were calculated from data 

recorded at various values of S on the assumption that xp = xp-| -| . As

expected kat  ̂ approaches an asymptotic limit as S increases. When the

results were recalculated using values of xp that were measured

subsequently in separate experiments no significant dependence on S was
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found. Similar effects were observed with CO2 as the buffer gas. From 

both sets of data the importance of correctly allowing for the presence of 

higher order -diffusion modes was clearly evident.

6.4.3: Results for the attachment rate coefficient obtained using

different buffer gases. The measurements of the attachment rate 

coefficient using H2 and CO2 as buffer gases were made to supplement

the earlier measurements of Crompton and Haddad. Results for both gases 

were obtained for f = 0.568 ppm. Pressures of 2 and 3 kPa were used for H2 

and 1 and 2 kPa for CO2. In all cases ip was determined in a separate 

measurement in the pure buffer gas with the appropriate S and D values. 

The purity of the buffer gas sample was checked by taking a measurement 

with S — D — Tp'| -| . The expected value of the time constant was obtained in 

all cases, indicating that adsorption and desorption of SF5 on the walls 

was negligible and that contamination of the vacuum system by SF5 did not 

affect the composition of the mixture during the admission of the gas to 

the cell.

The average value of katt with both buffer gases was found to be 2.27 

10“7 cm^s“1 . All the results were within 1.5% of the average value, and no 

systematic pressure dependence was observed.

Possible sources of experimental error are: pressure and temperature

(0.3/S), nonlinearity of the detection chain (<0.5%)» statistics (0.3 ~ 

0.5/S), mixture composition (<]%). For the reasons already described the 

time constant ip was determined under rather unfavourable conditions i.e. 

small S and D in comparison to ip. However the larger the value of ip the 

smaller is its contribution to t in the mixture, and an increased 

uncertainty of ip in such a case has a small effect on the determination of
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Tatt* An uPPer limit to the error due to the uncertainty of ip (which was 

between 2—10%) can be determined by calculating iatt from equation 6.10

using the extreme values of ip. The contribution to the error was always 

less than 2%, and the overall uncertainty can therefore be estimated as 

less than 4$. This is an increase of 1 % compared to the error quoted by 

Crompton and Haddad (1983). It does not mean that their error bounds on 

katt^ f°r SF5 neecl relaxing but rather that the use of H2 and CO2 as 

buffer gases introduces some additional difficulties compared with the use 

of N2 . On the other hand the accuracy of the measurements in H2 and CO2 is 

sufficient to fulfill the aim of the investigation.

6.4.4; The possible effect of a non-Boltzmann vibrational population on

the attachment rate. It has been suggested (Smith 1984) that the 

difference between the results obtained by the FALP and CDE techniques

might be a consequence of a possibly enhanced population of higher 

vibrational states of the molecular buffer gas (N2 ) used in the latter

experiments due to the "heating" action of the applied RF sampling pulses.

A non-Boltzmann distribution of vibrational states could have two 

effects. First, such a distribution might produce a quasi-stationary,

non-thermal electron energy distribution through superelastic collisions 

(Capitelli et al_. 1981; 1982; 1983). Whether or not this would

significantly alter the attachment rate would depend on the extent to which 

the vibrational populations, and hence the distribution function, were 

changed, and the dependence of the attachment rate on the "electron 

temperature". However, the attachment rate is only weakly dependent on the 

electron temperature (Christrophorou _et al_. 1971a) so that a significant 

error due to this effect seems unlikely. In any case, since a non-thermal
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electron temperature produced in this way would depend on the composition 

of the buffer gas and since, as has now been found, the results for all 

buffer gases .are consistent the effect, if present, is not significant.

A second possibility related to the build-up of an abnormal 

distribution of vibrational populations is that detachment might occur 

during the first step of the two-step attachment process (see, for example, 

Hansen et al. 1983) through collisions with vibrationally excited molecules 

of the buffer gas. After stabilization, detachment is unlikely to occur 

since the electron affinity of SF5 appears to be of the order of 1 eV 

(Strait 1982). A necessary condition for the validity of this explanation 

of the difference between the CDE and FALP results is a significant 

build-up of the population of more highly excited molecules due to 

successive RF sampling pulses in the experiments. To check the likelihood 

of this calculations were made of the lifetimes of v = 1 states of Np, H2 

and CO2 against V-T relaxation through collisions with the parent gas 

molecules for typical experimental conditions (T = 293 K and p = 1.33 kpa) 

using the data from Lambert (1977 “ see also Margottin-Maclou et_ al. 1971; 

Audibert et al. 197-4; Yardley 1980). The results in Table 6.3 show that 

while abnormal vibrational populations in both H2 and CO2 are expected to 

decay through V-T relaxation in times that are short compared with the 

repetition times used in the experiments (1-4 s), the relaxation time 

constant for N2 is large compared with any reasonable repetition time. 

Therefore it can be concluded either that N2 (v = 1) states decay by 

collisions with the walls of the cell or that they cannot affect attachment 

to SF5 since the results for all three buffer gases are the same. Note 

that higher vibrational states will decay faster than the v = 1 state

(Yardley 1980).
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The t ime n e c e ss a ry  f o r  e x c i t e d  s t a t e s  to  d i f f u s e  from th e  c e n t r e  of  the  

tube  to  the  w a l l s  (see  Table  6 .3)  has been e s t i m a t e d  u s ing  va lues  of 

s e l f - d i f f u s i o n  c o e f f i c i e n t s  (Lambert 1977). T h e o r e t i c a l  and exper im en ta l  

i n v e s t i g a t i o n s  (Kovacs e t  a l . 1968; Ahtye 1972; Fujimoto  et_ a l .  1976) 

i n d i c a t e  t h a t  the  e f f e c t i v e  d i f f u s i o n  c o e f f i c i e n t s  fo r  e x c i t e d  molecules  

d i f f e r  from the  s e l f - d i f f u s i o n  c o e f f i c i e n t s  by no more than  a f a c t o r  of 

two. This  u n c e r t a i n t y  in  th e  d i f f u s i o n  c o e f f i c i e n t  i s  un im por tan t  f o r  our 

pu rpose .  Once the  e x c i t e d  molecu le s  reac h  th e  w a l l s  they  shou ld  make 

enough c o l l i s i o n s  w i th  the  w a l l s  to  r e l a x  ( see  Doyennet te  £ t  a l .  197-4; 

Black et_ a l .  1974; Hiskes  et_ a l .  1982).

Table  6 .3  Es t im ated  t imes  f o r  v i b r a t i o n a l  r e l a x a t i o n  ( see  t e x t ) .

p=1.33kPa T=293K 

Gas

V-T r e l a x a t i o n * Molecule Wall 

C o l l i s i o n s * *

h2 25ms 20ms

n2 40s 11 0ms

c o 2 600)js 1 50ms

* Data and r e f e r e n c e s  from Lambert (1977).

This t ime i s  e s t i m a t e d  as th e  t ime n e c e s s a ry  f o r  e x c i t e d  s t a t e s  

t o  d i f f u s e  from th e  c e n t r e  of th e  CDE tube  t o  t h e  w a l l s .

The exper iments  w i th  d i f f e r e n t  m o lecu la r  b u f f e r  gases  p rov ide  s t r o n g  

c i r c u m s t a n t i a l  ev idence  t h a t  abnormal v i b r a t i o n a l  p o p u la t i o n s  produced by 

the  RF sampl ing  p u l s e s  (or l e s s  p robab ly  by th e  i n i t i a l  X-ray i o n i z a t i o n )  

do not  a f f e c t  the  r e s u l t s .  N e v e r th e l e s s  th e  most d i r e c t  t e s t  i s  by t h e  use 

of  an atomic b u f f e r  gas .  U n f o r t u n a t e l y ,  the  t h e r m a l i z a t i o n  of  e l e c t r o n s  

produced by the  X-ray p u ls e  in  such gases  i s  slow and the  p re sence  of an
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a t t a c h i n g  gas such as SF5 i s  l i k e l y  t o  d im in ish  th e  e l e c t r o n  p o p u la t i o n  to  

an u n acc ep tab ly  low l e v e l  b e fo re  t h e r m a l i z a t i o n  i s  ach ieved .  An a n a l y s i s  

of  t h e r m a l i z a t i o n  t ime c o n s t a n t s  and the  problems caused by " d i f f u s i o n  

c o o l in g "  (Rhymes and Crompton 1975; Mozumder 1980; Sh izga l  and McMahon 

198-4), shows t h a t  th e  only  c a n d i d a t e  f o r  such a t e s t  would be hel ium (see 

Appendix 2 ) ,  but  th e  i n t e r p r e t a t i o n  of  exper iments  in  which hel ium i s  used 

as a b u f f e r  gas i s  com pl ica ted  by Penning i o n i z a t i o n .  The f a s t  e l e c t r o n s  

produced by the  X-ray p u l s e  c r e a t e  a s i g n i f i c a n t  p o p u la t io n  of m e t a s t a b l e  

He atoms b e fo re  they  a re  t h e r m a l i z e d .  These atoms may io n i z e  SF5 

m o le c u le s ,  or im p u r i ty  molecule s  p r e s e n t  in  th e  hel ium a t  l e v e l s  t h a t  would 

no t  o th e rw is e  a f f e c t  the  r e s u l t s  (Gibson e t  a l .  1973)* E le c t ro n s  so 

r e l e a s e d  r e s u l t  in  an anomalously slow r a t e  of d ec re ase  of the  e l e c t r o n  

p o p u la t i o n  which i s  i n t e r p r e t e d  as an anomalously low a t tachm ent  

c o e f f i c i e n t  i f  the  e l e c t r o n  p o p u la t i o n s  a re  sampled only a t  two t im e s .  I f ,  

on the  o th e r  hand, measurements a r e  made a t  a s e r i e s  of de lay  t imes the  

a t tachm en t  c o e f f i c i e n t  appea rs  to  depend on th e s e  t imes s in c e  the  e l e c t r o n  

p o p u la t i o n  decay i s  no lo n g e r  r e p r e s e n t e d  by a s i n g l e  e x p o n e n t i a l .

When Penning i o n i z a t i o n  in v o lv in g  a s i n g l e  m e ta s t a b l e  l e v e l  and one 

m olecu la r  s p e c i e s  o c c u r s ,  the  double e x p o n e n t i a l  decay curve may be 

r e p r e s e n t e d  by the  e q u a t io n  (see  e q u a t io n  ( 4 .2 2 ) ) :

Ne ( t )  = Ne (0) e‘ t / T  + f  N Nm(0) k Penn Tt e " t /T m , (6 .14)

where f  i s  the  abundance of the  m olecu la r  gas ,  Nm(0) i s  the  i n i t i a l  

p o p u la t i o n  of the  m e t a s t a b l e  l e v e l s  ( th e  r a t i o  Ne (0)/Nm(0) can be 

de te rmined  in  an independen t  ex p e r im e n t ) ,  kpenn i s  the  Penning i o n i z a t i o n  

c o e f f i c i e n t ,  Tt = ( 1 / t - 1 / i m )“ 1 , and i m i s  the  t ime c o n s t a n t  f o r  the  

decay of the  m e t a s t a b l e  p o p u la t i o n .  The t ime c o n s t a n t  i m i s  mainly
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determined by the losses through Penning ionization and collisional 

quenching in collisions with helium atoms (Bartell et al. 1973; Hurst 1974; 

Payne et al. 1975; West et al. 1975; Golde 1976; Muller III and Phelps 

1980; Pouvesle et al. 1982).

In principle it is possible to analyse data obtained from the CDE for 

pure helium and for the He-SFg mixtures to derive the value of the 

attachment coefficient. However, this would be a rather involved procedure 

and would produce a result of no better accuracy than the result which can 

be obtained more easily by adopting the following approach. First, with 

the known value of kpenn it can be shown that the coefficient of the second 

exponential term in equation 6.14 is less than 10“^Ne(0), since im is of 

the order of 0.3 to 2 ms (for the conditions of these experiments) and the 

measured value of Ne(0)/Nm(0) is = 0.3* Thus for small values of S the 

second term in equation 6.14 can be neglected, whereas at larger times the 

first term decays rapidly due to attachment causing the second to become 

increasingly important. Therefore, as has been observed in the 

experiments, the measured time constant increases with S, and the apparent 

attachment coefficient obtained from equations (6.4), (6.5) and (6.6) (i.e. 

by neglecting Penning ionization) gradually decreases (see Fig. 6.4). 

However, the dependence of the coefficient on S is represented by a smooth 

curve, and it is possible to extrapolate the curve to zero time to obtain 

the true value of ka -̂tth.

For the measurements with helium it was necessary to reduce the number 

of electron-density samplings in the individual experiments because of the 

larger number of experiments associated with varying S. Consequently the 

statistical uncertainty of the results is increased to between 2% at S = 

10ps and 5% at S = 49ys. A simple extrapolation to zero S using a third-
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order polynomial fit yields a value of of 2.24 10“? cmSs-”' . The

uncertainty in this value can be estimated from the curves that correspond 

to the worst possible situation, that is, the dashed curves in Fig. 6.4. 

Note that the error bounds through which these curves are drawn allow for 

both the statistical and the maximum possible systematic errors. The 

uncertainty estimated in this way is ±7%. Given this uncertainty the 

result for obtained with helium as the buffer gas is in remarkably

good agreement with that obtained with the molecular buffer gases and 

supports the earlier conclusion that the results in these gases are not 

falsified by possible effects from abnormal vibrational populations.

The conclusions from the discussion in this section may be summarized 

as follows:

1) It is questionable whether vibrationally excited N2 molecules can 
influence SF5“ ions at all.

2) Even if they could it seems doubtful that the vibrational 

populations are sufficiently changed in our experiments to have a 

significant effect because of the rate of vibrational energy 

relaxation either through V-T processes or through collisions with 

the walls.

3) The new experimental results with other molecular buffer gases and 

with helium show no dependence on the composition of the buffer gas 

and confirm the results obtained using N2.
It may be concluded therefore that the original results were not influenced 

by the presence of abnormal populations of vibrationally excited molecules.

Finally it may be noted that the investigation of the influence of 

buffer gases on measurements of katt^ for SF5 was carried out specifically 
to examine the possibility that the measurements using the Cavalieri
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electron-density sampling technique were influenced by the buffer gas. On 

the other hand, the work of Davis and Nelson (1970) was aimed at proving 

that the attachment of electrons to SF5 is a saturated three-body reaction 

at the low pressures used in their experiments and ours. Their conclusions 

have been accepted in this investigation.

(10 7 cm3

Smith et al.

Crompton & Haddad

S(MS)

Figure 6.4 The dependence of the effective attachment coefficient in 
He-SFg mixtures which is caused by Penning ionization. The influence of 
this process at S close to zero should be negligible, and the curve is 
extrapolated to S=0. The dashed curves represents the fits to the data in 
the worst possible cases and correspond to the experimental uncertainty of 
±7%. Results of Crompton and Haddad (1983) and Smith et al. (1984) are 
shown as arrows with their corresponding experimental uncertainties.
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6.5: The Temperature Dependence of k^fth for

As mentioned above, values of k ^ ^ h  can be used to normalize 

experimental or theoretical cross section data. In addition, the variation 

of with gas temperature provides an important check on the shape of 

the cross section and on the role of vibrationally excited levels.

As mentioned above Fehnsenfeld (1970) measured kat£th for SF5 in the 

temperature range 300 to 500 K and observed no temperature dependence. 

Similar results were obtained by Compton et al. (1966), Mahan and Young 

(1966) and Spence and Schulz (1973). On the other hand, Smith 

et al. (1984) observed a significant increase in the attachment rate with a 

peak of 4.5 10“  ̂ cm3 S-1 at 450 K, that is, 45% above their 300 K value, 

and suggested that such a temperature dependence could be a manifestation 

of a cross section that peaks at energies less than kT (McCorkle et al. 

1980).
Measurements of k ^ ^ h  were made at 500 K where Smith et, al. obtained 

the value of 4 .0  10~7 cm3 s- ”1 , a value that is still 30% above their 300 K 

value. Results were obtained using numerous samples of mixtures containing 

0 .5 6 8  and 1.134 ppm of SF5 , and pressures of 4 and 6 .6 13  kPa. The average 

value is 2 .2 0  10~? cm3 S- 1 (±4%).  The scatter of the data is less than 

1.5%. No systematic dependence on pressure or SF5 abundance was observed. 

Hydrogen was used as a buffer gas since its behaviour at high temperatures 

in the CDE has already been well established (Hegerberg and Crompton 1980) .  

Again measurements were performed both with the mixture and with the pure 

gas. Measurements were made with the pure gas both with S and D values 

that matched those in the mixture, and with larger values of S (S = 11) 

to check the purity of the sample (see Section 6 . 4 . 1 ) .
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A time dependence of the results was observed in this set of 

measurements. A small time dependence was also observed at room 

temperature when CO2 was used as a buffer gas. In both cases it was 

established experimentally that this was caused by the dissociation of SF5 

by the sampling pulses. It is possible to vary the amplitude of the 

sampling pulse and to compensate for the resulting change in the 

amplification of the electron avalanches by changing the gain of the 

photomultiplier amplifier. By reducing the amplitude it was possible to 

eliminate the time dependence of the results completely at 291! K, and to 

minimize it at 500 K. The reason for the failure to eliminate it entirely 

at 500 K is the large increase in population of more highly vibrationally 

excited states of SF5 at that temperature. These states can be dissociated 

more easily during the sampling pulse. Products of the dissociation, or 

those which result eventually from reactions with the buffer gas, either do

not attach at these energies or have a much smaller attachment rate

coefficient (Sauers et al. 1980). It was established that the time

dependence (which causes kattth to decrease, corresponding to a depletion 

of SF5) is close to linear and therefore some results at 500 K could be 

obtained by extrapolation to zero time. The time dependence was not very 

strong and normally 5-10 points were within the error bounds of the value 

obtained by extrapolation. Most of the data were taken by replacing each 

gas sample after a very short time (and therefore after exposure to a 

relatively small number of sampling pulses) and combining the results of 

several such experiments in order to produce the average value and the 

statistical uncertainty. It is believed that these two procedures when 

carefully implemented did not introduce any additional errors.

The present value of k^^th for SF5 at 500 K is within the error bounds
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of the room-temperature result. However, the decrease of approximately 3% 

is considered to be real since the reproducibility of the data is better 

than 3% and most of the systematic errors would affect both experiments in 

the same way. The result is in agreement with the result obtained by

Fehsenfeld (1970) and is consistent with findings of Mahan and Young (1966) 

and Spence and Schulz (1973) who observed no temperature dependence. On 

the other hand, the result is in disagreement with the significant 

temperature dependence observed by Smith et al. (1984).

The experimentally determined cross sections of Chutjian (1981) and 

McCorkle et al. 1980 are consistent with a rate coefficient that is

independent of the temperature, or even with one that slightly decreases; 

Chutjian's cross section predicts that katt should decrease by 10% over 

this temperature range. The insensitivity of ka^ tn to temperature 

calculated on the basis of these cross sections is due to the fact that the 

energy dependence of the cross section can be well approximated by 

and hence the attachment collision frequency is almost constant. At higher

energies the dependence becomes e-"' which leads to a slow decrease of

kattth with temperature (see Klots 1976 and also Chutjian 1982). The above 

mentioned decrease of 10% found using Chutjian’s cross section was obtained 

using the exponential forms of the cross section suggested by the author. 

(Over the temperature range of the present experiments, dissociative 

attachment of SF5 - see Fehsenfeld 1970; Kline et_ al. 1979; McCorkle 

et al. 1980; Smith et al. 1984 - does not play an important role.)

Chutjian and Alajajian (1985) have remeasured the cross section for 

electron attachment to SF5 and reached lower energies than were achieved in 
the original experiments of Ajello and Chutjian. These authors found a 

sharp peak at very low energies and noted that the best fit to their data
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could be achieved by using the Wigner threshold law which they applied in 

the form aatt= A{a( e"”1 + e~e/̂ } where e is the electron energy

and ec was chosen to be 12 meV. The parameter a was varied to obtain the 

best fit to the energy dependence of the cross section, while A was used to 

normalise the value of kattth calculated from the cross section to the 

value measured by Crompton and Haddad (1984). However, Chutjian and 

Alajajian’s cross section leads to a much larger decrease of kattth with 

increasing temperature, namely 35$. It is too early to say whether this is 

in disagreement with the present results because the temperature dependence 

of the cross section itself has not been determined. Also there is an 

indication that there was a numerical error in the fit to the experimental 

data (Chutjian 1984-personal communication to R. W. Crompton) and that the 

peak is not as sharp as initially indicated. Therefore one would expect a 

decrease of between 35 and 10$ for the temperature dependence of in

the temperature range 300 to 500 K using the new cross section of Chutjian 

and Alajajian. As already stated, at 500 K higher vibrational levels 

become highly populated (for example the energy of one of the vibrational 

modes is 43 meV which is very close to the value of kT at 500 K). Apart 

from being more readily subject to dissociative attachment (see Chen and 

Chantry 1979), higher vibrational states of SFg could also have quite 

different cross sections for non-dissociative attachment from the ground 

state (see Gauyacq and Herzenberg 1984). The change in the effective cross 

section (that is, the cross section averaged over the vibrational 

populations at a given temperature) with temperature is therefore 

uncertain. This could explain the fact that there is still a disagreement 

between the decrease of 3$ observed here and the calculated decrease of 

between 10 and 35$. However, a much larger dependence of the effective
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attachment cross section on temperature would be required to produce an 

increase as large as that observed by Smith and coworkers.

Gauyacq and Herzenberg have produced two model cross sections for SF5 
that give an the independence of ka^^th with temperature. One of these has 

a sharp peak at low energies and could be consistent with the observation 

of Chutjian and Alajajian (1984). The presence of a sharp peak close to 

zero energy could also explain the relatively high values obtained by Foltz 

et al. (1977).

As a final comment we may examine the possibility that attachment 

cooling might be the source of the discrepancy between the results of the 

CDE and FALP techniques. It is true that a sharp attachment cross section 

can induce a "hole burning" effect on the electron energy distribution 

function as discussed by Crompton et_ al. (1980 -see also Hegerberg and 

Crompton 1983; Skullerud 1983; McMahon and Crompton 1983). However, this 

effect would be revealed when the abundance of the attaching gas is 

changed, and in neither the present experiments nor those of Crompton and 

Haddad (1983) was this observed. Changing the buffer gas would also make 

this effect evident since the various gases that were used have very 

different energy exchange rates in the relevant energy region, extending 

from the low rate due to the highly inefficient elastic exchange in He to 

the high rate associated with the very efficient energy exchange process of 

rotational and vibrational excitation of numerous levels of H2 and CO2. It 

may be concluded therefore that the results were not subject to attachment 

cooling. This conclusion is consistent with expectations based on the 

energy dependence of the cross section. Except perhaps at energies very 

near zero, where there are very few electrons in the thermal swarms at the 

temperatures of these experiments, the attachment collision frequency is



201

n e a r l y  independen t  of  energy .  Attachment c o o l in g  e f f e c t s  shou ld  t h e r e f o r e  

be minim al.

6 . 6 : Conclus ion

In  t h i s  ch ap te r  r e s u l t s  have been p r e s e n t e d  f o r  th e  a t tachm en t  

c o e f f i c i e n t  of e l e c t r o n s  to  SF5 o b ta in e d  a t  room te m p era tu re  (294 K) us ing  

H2 , CO2 and He as b u f f e r  gases  (2 .27 10“ ? cm3 s “ 1) and a t  500 K us ing  H2 

as t h e  b u f f e r  gas (2 .20 10“ ? cm3 s"*1).  The r e s u l t s  were independen t  of the  

p r e s s u r e  and of the  cho ice  of th e  b u f f e r  gas .  The r e s u l t s  show t h a t  the  

a p p l i c a t i o n  of  th e  C a v a l i e r i  e l e c t r o n - d e n s i t y  sampl ing  t e chn ique  to  the  

measurement of  f o r  SF5 (Crompton and Haddad 1983) was not  s u b j e c t  t o  

e r r o r s  caused by th e  detachment of  n e g a t iv e  ions  by v i b r a t i o n a l l y  e x c i t e d  

m olecu les  or  by the  p resence  of h i g h e r - o r d e r  d i f f u s i o n  modes in  t h e  c e l l .  

However, i t  has been shown t h a t  one has t o  guard a g a i n s t  p o s s i b l e  e r r o r s  

from th e s e  e f f e c t s .

The work d e s c r ib e d  he re  was m o t iv a ted  f i r s t  by th e  appa re n t  

i n c o n s i s t e n c y  between th e  r e s u l t s  of  Crompton and Haddad f o r  th e  thermal 

a t tach m en t  r a t e  c o e f f i c i e n t  a t  room te m p e ra tu r e  and th e  very r e c e n t  r e s u l t s  

of  Smith e t  a l .  (1984) ,  and second by the  d i f f e r e n c e  between th e  

t e m p e ra t u r e  dependence observed  by Smith e t  a l . and t h a t  r e p o r t e d  by o t h e r s  

e a r l i e r ,  e s p e c i a l l y  s in c e  Smith et_ a l . ' s  o b s e r v a t i o n  of a p o s i t i v e  

dependence up to  450 K i s  unexpec ted  in  th e  l i g h t  of  what i s  known of th e  

energy  dependence of  the  a t tachm en t  c ro s s  s e c t i o n .  Measurements w i th  

s e v e r a l  b u f f e r  gases  conf irm th e  con f ide nce  l i m i t s  p laced  on the  e a r l i e r  

measurements us ing  C a v a l i e r i ' s  e l e c t r o n - d e n s i t y  sampling  t e c h n iq u e ,  w hile

t h e  h igh  te m p e ra tu r e  measurement does not  s u ppo r t  the  t e m p e ra tu re
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dependence observed by Smith et al (1984) but appears to be more consistent 

with what is known of the energy dependence of the attachment cross section 

and the possible effect of temperature on the cross section.
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CHAPTER 7: ATTACHMENT OF THERMAL ELECTRONS TO METHYL BROMIDE 

7.1: Introduction

Previous measurements of attachment coefficients for methyl bromide (or 

values calculated using measured attachment cross sections) indicate a very 

sharp temperature dependence (Wentworth et al. 1969; Spence and Schulz 

1973; Alge et al. 1984; see also Massey 1976; Christophorou 1980). For 

instance Alge et al. (1984) observed an increase of more than two orders of 

magnitude over the temperature range between 300 and 585 K. This property 

could lead to some special applications of CH3Br in gaseous electronics. 

In the present work experiments were carried out to verify the temperature 

dependence mentioned above and also to test the performance of the CDE when 

there is an extremely strong temperature dependence of the attachment 

coefficient.

Our motivation for measuring ka^^th for this gas also came from the 

fact that there is a significant scatter of the data recorded at room 

temperature (see Table 7.1). Differences almost as large as three orders 

of magnitude have been recorded. One could disregard the results of 

Blaunstein and Christophorou (1968) and Christodoulides and Christophorou 

(1971) on the grounds that these results must be in error because they 

differ from the others by orders of magnitude, but even then the scatter of 

the remainder is large enough (3.6 to 10 10“12 ernes'*"') to warrant an 

attempt to produce a more accurate result.

The process of electron attachment to CH^Br at low energies is a 

dissociative one

CH3Br + e ■+ CH3 + Br“ (7.1)
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Stockdale et_ al. (1974), using a beam technique, found that the cross 

section has a maximum at 0.35 eV. On the other hand Christodoulides and 

Christophorou (1971) used a cross section <jatt (e)=A/e^ that peaks at 

subthermal energies which is in contradiction with the findings of 

Stockdale et al. The present work, along with other published data (Alge 

et al. 1984) provides the means of testing which of the two cross sections 

is correct.

Table 7.1 Thermal electron attachment coefficients for CHgBr 

for temperatures in the range 293“300 K.

kattth Accuracy Buffer gas Reference Method
(10 12 cm3 s 1 )

3300a n 2 Blaunstein and Christophorou (1968) SWb
4.9C Wentworth et al. (1969) PS

oCMOO C) Johnson et al. (1969) PR
10d Schlinder (1971) ECR
1000 n 2 Christodoulides and Christophorou (1971) SW
3.6 Mothes et al. (1972) ECR
7.0 ± 0.4e pure CHgBr Bansal and Fessenden (1972) MW
7.1 ± 0.7 C3H8 it ti

6.0 ± 3.0 Ar, He Alge et al. (1984) FALP

6.7(8) ± 0.2(7) h 2 present work CDE

a Obtained on the basis of the data published by Lee (1963)
b Symbols have the same meaning as for the Table 6.1
c Obtained by Bansal and Fessenden (1972) on the basis of the data from the 

paper by Wentworth et al. and Johnson et al. 
d Quoted by Mothes et al.
e Error bars shown here are basically the scatter of the data for the pure

gas. For the mixture with CgHg these authors observed a pressure
dependence of the results within the quoted error bars
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7.2; Room Temperature Results

Matheson research grade CH^Br (nominal purity 99.5%) was used in the 

present work. Contrary to claims in the manufacturerTs catalogue and on 

the cylinder itself, the gas above the pressurized liquid Cl^Br was mainly 

N2 and not Cl^Br. Even when this buffer gas was removed the impurity level 

exceeded the stated figure. An analysis by CIG, Sydney, showed a total 

impurity level of 1 .83% (comprising 1.2% of N2 and 0.58% of O2 and Ar). 

Fortunately it was possible to reduce the level of impurities significantly 

by numerous fractional distillations at liquid nitrogen temperature. The 

results were found to be stable after the first and subsequent 

distillations. Therefore it was estimated that the influence of those 

impurities was much less than 0.5% in reducing the attachment coefficient 

by dilution of the pure CP^Br. The presence of impurities that would

increase ka^t^h was not detected (note that at the pressure of 2 kPa the

effective two body attachment coefficient of O2 ~ see Hegerberg and 

Crompton 1983 - is still almost an order of magnitude smaller than that for

the pure methyl bromide). Any contamination could not have come from the

apparatus itself since measurements performed in the pure buffer gas (H2 in 

this case) yielded correct results.

No time dependence of the results was observed during a span of 4-5 

days - i.e. 5-6 complete runs. After 5 days a reduction of 1% in ka^^th 

was observed, presumably due to a loss of CH^Br caused by dissociation 

during the sampling pulses. Surprisingly no effects of adsorption and

desorption were observed. Many direct checks were performed similar to 

those for H2O (see Section 5.3.2). For example in one of these checks 

measurements were performed either by using a fresh sample of the mixture
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at a given pressure p or by reducing the pressure to p from a higher value. 

No difference between the results was observed. The absence of detectable 

adsorption effects was unexpected since adsorption of H2O, which has a 

similar dipole moment, is very pronounced.

Initially attempts were made to perform the measurements at room 

temperature in the same way as those for SF5 i.e. using mixtures of CH^Br 

in H2 whose compositions were such that it was necessary to make the 

measurements at times much shorter than the time constant for the 

fundamental diffusion mode (tq-|-|). The abundances for these mixtures were 

chosen such that iatt - Tp/IO. Since the thermal attachment coefficient 

for C^Br is much smaller than for SF5 the abundances were several percent 
(f=1.15 and 2.30$) rather than the few ppm used for the SF5 measurements. 
However, the results from these initial experiments (see Table 7.2) showed 

an unexpected pressure dependence.

Table 7.2 Pressure dependence of the apparent attachment

coefficients in CH^Br

p (kPa) katt kattCOrr O 0-*12 cm3 s 1)

1 2.57 6.30
2 5.59 6.60
4 6.25 6.80
5.06 6.27 6.90
7.30 6.29 7.04

At higher pressures the values tended to saturate at 6.30 but at lower 
pressures the change of kaj-t was quite dramatic. This could not be 

explained by any experimental error. It was therefore decided to examine
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the possibility that the explanation lay in the breakdown of the assumption 

that diffusion losses in the pure buffer gas and in the mixture containing 

1 or 2% of CH^Br are identical. As a first approximation it was assumed 

that the value of katt at the highest pressure (7.30 kPa) is not 

significantly in error as a result of assuming that the diffusion time 

constant for the mixture (xD?) is equal to the diffusion time constant for 

pure hydrogen. Using this value of katt the value of xD’ was calculated 

from the measured time constant at the lowest pressure where diffusion 

losses are a maximum. This value was found to be very different from xp 

for H2- Using the value of Nip' corresponding to this value of xp', the 

values of kapt were recalculated to give the data shown as ka |̂-corr in 

Table 7.2. This step removed much of the pressure dependence but some 

still remained.

The value of xp’ was calculated on the assumption that the influence of 

higher order diffusion modes was negligible. However at the highest 

pressures this assumption is definitely incorrect. At 7.30 kPa, where the 

results were used to calculate xp* , xp=54 us whereas the measured time

constant was 6.71 us.

The preceding discussion shows that it is necessary to determine xp’ 

for the mixture as well as ka^tth> which requires measurements at two or 

more pressures and their subsequent analysis. However, it is clearly 

necessary to choose mixture compositions and pressures that avoid the 

necessity of measuring electron populations at times significantly shorter 

than the time constant for the first diffusion mode. (Note that the 

extremely dilute mixtures used in the SF5 measurements made it unnecessary 
to measure xp’, and that the "difference" technique described in Section 

6.4.2 is not applicable to the CH^Br measurements because it is not
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p o s s i b l e  to  de termine  an e f f e c t i v e  ip (which i s  n e c e ss a ry  when the  

measurements a re  made w i th  the  s t a r t i n g  t ime much s h o r t e r  than  the  t ime 

c o n s t a n t  f o r  th e  fundamental  d i f f u s i o n  mode) because of the  i n f l u e n c e  of 

t h e  CH^Br on the  d i f f u s i o n  l o s s e s . ) .

The va lue  of  i p ’ c a l c u l a t e d  from th e  f i r s t - o r d e r  a n a l y s i s  of the  d a t a  

d e s c r ib e d  above was used to  e s t i m a t e  the  d i f f u s i o n  c o e f f i c i e n t  of the  

m ix tu r e  and to  choose the  exper im en ta l  c o n d i t i o n s  such t h a t  S >Tp’ . In 

o r d e r  to  meet t h i s  requ i rem en t  the  m ix tu re s  were d i l u t e d  and lower 

p r e s s u r e s  were used .  The f i n a l  measurements were made w i th  f  = 1.1 -49% and 

0 . 574$ with  p = 0 . 5 , 1 , 1.5 and 2 kPa in  th e  f i r s t  case and p = 1 , 2 and 3 

kPa in  th e  second .  R e s u l t s  a t  bo th  abundances and f o r  a l l  th e  combinat ions  

of  p r e s s u r e s  agreed  very w e l l .  The average  va lue  of  k^^^^CCH^Br) i s  6.78 

10“ 12 cm3s “ 1 wi th a s c a t t e r  of ±0.11 (<1 . 7$) .  This r e l a t i v e l y  l a r g e  

s c a t t e r  i s  due to  th e  r e s u l t s  d e r iv e d  from p a i r s  of  t ime c o n s t a n t s  measured 

a t  p r e s s u r e s  t h a t  were c l o s e  to  each o t h e r ,  f o r  example,  the  d a ta  o b ta in e d  

a t  0 .5  and 1 kPa gave a va lue  of 6.69  10 cm^s“  ̂ . On th e  o t h e r  hand th e  

r e s u l t s  d e r iv e d  from more widely  spaced  p r e s s u r e s  agree  very wel l  w i th  th e  

ave rage  v a l u e ,  f o r  example,  th e  p a i r  of  measurements a t  0.5  and 2.0  kPa 

gave th e  va lue  6.76  10~12 cm3s ~ 1 . The o v e r a l l  u n c e r t a i n t y  i s  e s t i m a t e d  to  

be ±0 . 27 . This in c lu d e s  a l l  t h e  p o s s i b l e  s ou rces  of e r r o r  as in  t h e  case 

of  SF5 but  here  th e  u n c e r t a i n t y  in  ip i s  removed, and th e  abundance could  

be de termined  much more a c c u r a t e l y  ( to  w i th i n  ±0.2$) in  th e  mixing volume 

w i th  th e  r a t i o  »1 : 17 . On th e  o th e r  hand,  the  s t a t i s t i c a l  s c a t t e r  of  th e  

r e s u l t s  as g iven  above i s  somewhat l a r g e r  due t o  the  need t o  combine two 

r e s u l t s  in  t h e  fo rmula  ( 4 . 19).  The f i n a l  r e s u l t  f o r  ka t t th  i s  compared to

o t h e r  a v a i l a b l e  r e s u l t s  in  Table  7 . 1 .
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7.3: Diffusion Coefficient for Thermal Electrons in CHgBr

The additional benefit of the procedure described in the previous 

section is the possibility to determine the diffusion coefficient for the 

mixture and eventually for pure CH^Br. The results are:for the f=1.149% 

mixture NDm j, xth=1 .95 lO^1 cm“ "'s“ "' and for the f=0.574$ mixture NDmj_xth=2.50 

lO2"' cm“ 1s“ 1. The overall uncertainty of these results is ±0.10 (±5%) -

This uncertainty is larger than it might be, due to the choice of 

conditions for the experiment which were selected to favour the

determination of kattt!l rather than ip (the delay time D was - t - xp/2). 

Consequently the scatter of the data was ±2.5$. Again agreement with the 

average value was much better than this figure for the results derived from 

the pairs of time constants measured at the more widely spaced pressures.

The large difference between xp’ obtained from these measurements and 

xp for H 2 proved that the explanation of the pressure dependence was 

correct and that one could not neglect the influence of CH^Br on the 

diffusion loss even at the 0.5$ level of that gas. The result for xp’ also 

showed that the values that were chosen for S in the final measurements 

satisfy the condition that S > xp and that the influence of the higher 

order modes could therefore be neglected.

Having determined the diffusion coefficients in the mixture Blanc's 

law (see Chapter 5) was used to calculate NDg^3Brth. The value of 

3.98 10^2 cnT^s“ "' was used for NDft2th (see Huxley and Crompton 197-4). This 

value was confirmed by measurements in pure H2 » and is in very good 

agreement with the value calculated from the hydrogen momentum transfer 

cross section given in Chapter 9. The results for NDcH3ßrth derived in 

this way from the 1.149$ and 0.57*15$ mixtures were 4.3(4) 10^9 and 3.8(2)
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10** 9 c m ^ s “ 1 r e s p e c t i v e l y .

The dependence of  th e  d i f f u s i o n  c o e f f i c i e n t  on th e  abundance sugges ted  

t h a t  B la n c ’ s . l a w  was not  a p p l i c a b l e  in  t h i s  case  w i thou t  m o d i f i c a t i o n  (see  

Chap te r  5 ) ,  and t h a t  th e  r e s u l t s  r e q u i r e d  c o r r e c t i o n .  In o rd e r  to  apply 

c o r r e c t i o n s  one must know something about  t h e  shape of  the  c ro s s  s e c t i o n ,  

bu t  t o  our knowledge d a t a  f o r  Cl^Br a r e  no t  a v a i l a b l e  in  th e  l i t e r a t u r e .  

However, i t  was noted t h a t  the  d i p o l e  moment f o r  CH^Br i s  1 . 81 Debyes ( fo r  

H2O i t  i s  1.85;  see  West 1982) which i s  m ode ra te ly  h ig h .  For molecule s  

w i th  such d i p o l e  moments e l e c t r o n  s c a t t e r i n g  a t  low e n e rg i e s  i s  dominated 

by th e  e l e c t r o n - d i p o l e  i n t e r a c t i o n  ( A l t s h u l e r  1957; I t i k a w a  1978; F a b r ik a n t  

1980; and 1983; and N orcross  and C o l l i n s  1982).  Hence i t  i s  p o s s i b l e  to  

approx im ate  th e  energy dependence of t h e  c r o s s  s e c t i o n  (see  5 . 2 .4 )  w ith :

am = A £ ~ ~ a  (7 .2 )

( A l t s h u l e r  1957; C h r i s topho rou  and P it tman  1970) or  :

°m = Ae' 1 \Jj( e ) (7 .3 )

where 14(e)  i s  a very s low ly  v a ry ing  f u n c t i o n  of the  e l e c t r o n  energy e 

( F a b r ik a n t  1977a and 1977b).  In t h e  p r e s e n t  a n a l y s i s  th e  same exponent  in  

(7 .2 )  was adopted  as was quoted in  Chapter  5 f o r  H2O, namely a=1.075.  I t  

i s  w ell  known t h a t  c ro s s  s e c t i o n s  f o r  p o l a r  molecule s  a re  app rox im ate ly  

p r o p o r t i o n a l  to  th e  d i p o l e  moment (Norcross and C o l l i n s  1982), and th e  f a c t  

t h a t  th e  va lues  of the  d ip o l e  moment f o r  H2O and CH^Br a re  very c l o s e  

seemed to  j u s t i f y  the  cho ice  of the  energy dependence.  This  i s  

n e v e r t h e l e s s  a somewhat a r b i t r a r y  cho ice  and some o t h e r  value of a  would 

l e a d  to  a s l i g h t l y  d i f f e r e n t  r e s u l t  f o r  A and f o r  ND.

The same type  of  c a l c u l a t i o n  as d e s c r i b e d  in  Chapter  5 was c a r r i e d  out



but t h i s  t ime A was v a r i e d ,  keep ing a f i x e d ,  u n t i l  agreement was reached

between the  va lues  of NDm^x f o r  the  two abundances .  A was found to  be 23 

( f o r  energy in  eV and th e  c ro s s  s e c t i o n  in  10“ ”'6 Cm2 ).  I t  i s  d i f f i c u l t  t o  

a s s ig n  e r r o r  bars  to  A as the  va lue  of  A would vary i f  one were t o  change 

a,  bu t  with  a f i x e d ,  A was de termined  to  w i th i n  l e s s  than  ±1055. With th e s e  

v a lu es  of  A and a th e  va lue  of  th e  d i f f u s i o n  c o e f f i c i e n t  f o r  pure CH^Br i s  

ND^h=6.3 '+0 .5  10^9 cm“ ”' s “ ”' . The c o r r e c t i o n s  to  the  r e s u l t s  from the

d i r e c t  a p p l i c a t i o n  B la n c ’ s law a re  13*9 and 15.655 a t  the  two abundances ,  

bu t  t h e  zero  abundance l i m i t  of the  c o r r e c t i o n  (see  Chapter  5) i s  q u i t e  

l a r g e ,  i . e  6055 .

I f  one forms the  r a t i o  of (ND^^)“  ̂ fo r  H2O and CH^Br one g e t s  1.05 

which i s  q u i t e  c lo s e  t o  t h e  r a t i o  of the  d ip o l e  moments which i s  1 .02 .  The 

r a t i o  i s  a l s o  c o n s i s t e n t  with  the  f a c t  t h a t  the  energy-ave raged  c ross  

s e c t i o n  i s  p r o p o r t i o n a l  to  the  d ip o l e  moment (ND i s  not  s t r i c t l y  speak ing  

p r o p o r t i o n a l  to  <o>“ "').

I t  should  be added t h a t  i f  one chooses a=1 the  r e s u l t  f o r  ND i s  

s l i g h t l y  d i f f e r e n t  but  s t i l l  w i th in  th e  quoted e r r o r  bounds.  In a d d i t i o n ,  

i t  i s  not  p o s s i b l e  t o  ach ieve  a s a t i s f a c t o r y  f i t  t o  the  da ta  f o r  th e  two 

abundances i f  a v a r i e s  by more than  1 0-1 555 .

7 . M: The Tempera ture Dependence of ka f.±^h

Measurements a t  two a d d i t i o n a l  t e m p era tu re s  were made us ing  a t e c h n iq u e  

s i m i l a r  to  t h a t  used f o r  SF5. Since  k ^ ^ h  was r e p o r t e d  to  be s t r o n g l y  

t e m p e ra tu re  dependent  (Wentworth e t  a l .  1969; Alge e t  a l .  1983) i t  was 

n e c e s s a ry  to  use much lower abundances thus  e n ab l in g  the  d i f f e r e n c e  

t e c h n iq u e  (see  S e c t io n  6.M.2) t o  be used f o r  t h e s e  measurements.



At the temperature of T=498.8K an abundance of CH3Br of 206 ppm and 

pressures of 3 and 5.37 kPa were chosen. The result at this temperature is 

kattth=i*• ̂ 0 10-T0 cm3s~1 . The scatter of results is less than ±2% and the 

overall uncertainty ±0.18 10“"10 cm^s“1 (±4%). The same relative

uncertainty applies to the result at 445.3 K which is kattth=1 .83 10“"10 

cm^s“*1• This result was obtained using f=0.1067% and pressures of 2 and 3 

kPa. Only at the highest temperature was a time dependence of the time 

constants observed. The final results were obtained as a linear

interpolation to zero time and were highly reproducible.

1000

Figure 7.1 Arrhenius plot for CH^Br. Present data are shown using (o) 
and the data of Alge et al. (1984) using (x).
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The p r e s e n t  da ta  a t  v a r io u s  te m p era tu re s  a re  shown in  F ig .  7 . 1 .  At 

room te m p e ra tu re  th e  p r e s e n t  r e s u l t  agrees  ex t remely  wel l  with  th e  r e s u l t s  

of  Bansal  and Fessenden (1972) and Alge e t  a l .  (1984).  The l a t t e r  r e s u l t  

has a r a t h e r  l a r g e  u n c e r t a i n t y  (±50$).  The p r e s e n t  r e s u l t s  a re  c o n s i s t e n t  

w i th  an e l e c t r o n  a t tachm en t  c ro s s  s e c t i o n  t h a t  has a peak and a t h r e s h o l d  

a t  some energy h ighe r  than  thermal and i s  t h e r e f o r e  i n c o n s i s t e n t  w i th  the  

c r o s s  s e c t i o n  t h a t  was used in  th e  a n a l y s i s  of th e  swarm da ta  by B la u n s t e in  

and C h r i s topho rou  (1968) and C h r i s t o d o u l i d e s  and Chr is topho rou  (1971).  I t  

a l s o  seems t h a t  the  r e s u l t s  used in  th e  a n a l y s i s  of t h e s e  a u th o r s  were 

s u b j e c t  to  some e r r o r ,  p o s s i b l y  caused by the  i n f l u e n c e  of  Cl^Br on 

e l e c t r o n  t r a n s p o r t  even a t  low abundances ( a l though  th e  l a r g e  am f o r  CH^Br 

would improve the  t h e r m a l i z a t i o n  and i t  i s  t h e r e f o r e  d i f f i c u l t  to  see  an 

e x p l a n a t i o n  f o r  the  f a i l u r e  of the  swarm tech n iq u e  as implemented by th e s e  

a u t h o r s  in  th e  case of C l^Br) .  Data f o r  s i m i l a r  molecule s  o b ta in e d  by 

a u t h o r s  from the  same group i n d i c a t e  t h a t  th e  the  t h r e s h o l d  f o r  CH^Br 

shou ld  be l a r g e r  than  the  therm al energy (Goans and C hr i s topho rou  1975). 

Another p o s s i b l e  cause f o r  th e  d isagreement i s  t h a t  Lee (1963) and 

C h r i s t o d o u l i d e s  and C h r i s topho rou  (1971) may have used an i n c o r r e c t l y  

l a b e l l e d  gas c y l i n d e r  (Hunter  1984 -  pe rsona l  communica tion) .

The p r e s e n t  r e s u l t s  a t  d i f f e r e n t  t e m p era tu re s  l i e  on a very wel l  

d e f in e d  s t r a i g h t  l i n e  in  an Arrhen ius  p l o t  of l n ( k a t t ) v s .  (1/T) (F ig .  

7 . 1 ) .  The a c t i v a t i o n  energy f o r  CH3Br d e r iv e d  from t h i s  p l o t  i s  260 ±15 

mV. This va lue  i s  in  e x c e l l e n t  agreement wi th th e  r e s u l t  of Wentworth et_ 

a l .  (1969) ,  which i s  247 mV, and the  r e s u l t  of Alge e t  a l .  of 300 mV. 

However the  i n t e r p r e t a t i o n  of A rrhenius  p l o t s  i s  q u e s t i o n a b le  s in c e  p l o t s  

of  d a t a  f o r  p ro c e s s e s  having c ro s s  s e c t i o n  of an a r b i t r a r y  shape ( r a t h e r



than a constant cross section) would not yield a straight line. These 

plots are however still widely used and the "activation energy", if 

positive, is usually a fair approximation of the threshold energy of the 

process (it is actually defined as the energy required to excite the 

molecule to a vibrational level in the vicinity of the crossing of the 

potential energy curves for the negative ion and the neutral molecule).
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CHAPTER 8: MEASUREMENTS OF DRIFT VELOCITIES AND PT/y VALUES FOR 

NON-THERMAL ELECTRONS

8.1: Introduction

Specific features of the Cavalieri diffusion experiment that was used 

for the experiments with thermal electrons have already been discussed (see 

Chapter 4). For measurements with non-thermal electrons standard 

apparatuses were used, without any major modifications. Consequently, the 

presentation of these experimental techniques will be brief. A more 

detailed description of them can be found in numerous references (Crompton 

and Jory 1962; Crompton et_ al. 1965; McIntosh 1967; Elford 1969; Robertson 

1970; Huxley and Crompton 197-4) -

8.2: Measurements of Drift Velocities

8.2.1: Principle of the operation and the description of the apparatus. 

The Bradbury-Nielsen method as described by Crompton £t al. (1970) was used 

to measure drift velocities. The apparatus is shown in Fig. 8.1.

Basically the apparatus consists of two shutters that are separated by 

a certain drift distance h. The shutters are a set of very thin parallel 

wires, and the odd and the even wires are inter-connected. A sinusoidal 

voltage is applied to one group of wires and a voltage of the same 

amplitude and frequency but with an additional phase shift of tt to the 

other group. Thus at any time the DC potential on the shutters resulting 

from the application of two sinusoidal volatages is zero. During the 

periods when the AC signal is non-zero electrons cannot pass through, since
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they are attracted to one or the other half of the shutter wires. 

Electrons can enter the drift region only during the interval when the 

sinusoidal signal passes through zero (the so called "open time”). In 

performing the experiment the frequency is adjusted until maximum current 

is transmitted by the second shutter. This occurs when electrons 

transmitted by the first shutter arrive at the second during its open time 

and can therefore pass through it to the collecting electrode. There is 

therefore a simple relation between this frequency and the transit time of 

the electrons which enables the drift velocity to be determined.

The geometrical length of the drift region is approximately 10 cm and 

is known to within ±0.04mm (i.e. 0.04%). The positions of the guard rings 

must also be known accurately in order to achieve a homogeneous electric 

field when appropriate potentials are applied to them. The geometrical 

distance between the shutters was taken as the effective drift length 

(Elford and Robertson 1973)-

The gas number density N was determined from accurate pressure and 

temperature measurements. A calibrated quartz spiral manometer (Texas 

Instruments) was used for pressures from 1.0 to 100 kPa and/or a 

capacitance manometer (MKS Baratron) for pressures below 1.34 kPa. The 

corresponding accuracy of the pressure measurements is better than ±0.1% 

(including the error in calibration) (see Gascoigne 1970). Corrections for 

the second virial coefficient were not made since very high pressures and 

low temperatures were not used in the present work (see Elford 1972). The 

temperature of the water bath, in which the experimental tube was immersed, 

was measured to better than ±0.1% at the moment when the tube was filled 

and sealed. The overall temperature was kept stable (to within 0.3 K) 

during the course of the experiment. The level of the water in the bath
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was well above the highest electrode thereby minimizing temperature 

gradients in the drift tube.

A S

Figure 8.1 The Bradbury- 

Nielsen type apparatus for 

measuring drift velocities 

that was used for the 

present measurements.

The voltage between the shutters was supplied from a stable DC source 

and set to the correct value by using a differential voltmeter. The

uncertainty of the potential difference between the shutters leads to an
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error in vdr of less than ±0.05% (Eiford 1972). The potential of all the 

electrodes was known to better than 0.155. The use of gilded shutters and 

guard rings resulted in a very homogeneous field (i.e. small scale 

variations due to inhomogeneous contact potential differences were 

negligible).

Adequate gas purity was achieved by the use of research grade gases, or 

in the case of H2 and D2 by purification through a heated palladium osmosis 

thimble that is known to produce gas of very high purity (Crompton and 

Elford 1962; Crompton £t al. 1968). In the case of the measurements in 

pure helium no extra purification was needed since the results for this gas 

are not affected significantly by the presence of small amounts of impurity 

(<<200ppm of N2 or H2 , see Crompton et al. 1970). In the case of the Ar-H2 

mixtures, the argon was not further purified as the quantity of hydrogen in 

the mixture was sufficient to screen the effect of any other impurities.

Before all the measurements the UHV system was evacuated to below 2 

10”5 Pa (10“7 Torr).

8.2.2: Determination of the frequency corresponding to the peak of the

transmitted current. The Bradbury-Nielsen type shutters were supplied 

with a high frequency sinusoidal signal from a frequency synthesiser and a 

pair of amplifiers each delivering output voltages of identical amplitude 

but shifted in phase by tt. The stability and the amplitude of the shutter 

voltages was monitored using an oscilloscope. It was relatively easy to 

ensure that there was negligible distortion of the field due to unequal 

amplitudes of the shutter voltages by adding them and checking that the

signal was zero.
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Under favourable conditions it was possible to vary the amplitude of 

the shutter voltage and prove that the results were not affected by the 

change. However in some situations when relatively high values of E/N were 

used (e.g. for the measurements in pure He and pure D2 ) it was necessary to 

use the maximum available voltage in order to stop the high energy 

electrons. Sometimes in such cases the results for the first peak in the 

electron arrival time spectrum were systematically different from those for 

other peaks by 0.1 — 0.3%. This was an indication that the shutter voltage 

was insufficient (i.e. open time too long). In those cases this additional 

uncertainty was added to the statistical scatter of the results. The 

results for the first peak were usually disregarded if it was possible to 

derive reliable results from the higher order peaks. This problem only 

occured for a limited number of values of E/N (usually the highest) and the 

majority of the results were not subject to this uncertainty.

In situations when high E/N values and consequently low pressures were 

used, the resolving power which determines the "sharpness” of the current 

maxima and hence the accuracy with which the peak frequency can be 

determined (see Elford 1972 and the references therein), was not 

satisfactory in all cases. This parameter is defined as the ratio of the 

frequency at the maximum of the peak to its half-width, and it can be shown 

that for a drift tube of length d the resolving power (R.P.) is given by 

(see Elford 1972):

R.P. „1/2 r E/N d 11/2
N [ 21^2 1 (8.1)

An increase of pressure therefore improves the resolving power, but when 

high E/N values were used there was a limit to the maximum pressure that

could be used because of the onset of electrical breakdown.
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It has been found (Elford 1972) that a value of 5 for the resolving 

power is sufficient to achieve 0.1% accuracy in the determination of the 

peak frequency. Sometimes it was not possible to satisfy this condition in 

the present experiments although this occured only for the two or three 

highest values of E/N for the measurements in He, CO and D2 . However, good 

agreement between the values obtained from the peaks of different order in 

the arrival time spectrum and the overall agreement of the results of 

numerous experiments ensured that the effect mentioned above did not exceed 

0 .2%.

Measurements of the frequency that corresponds to the maximum 

transmitted current were not performed at the maximum since the variation 

of transmitted current with frequency is small at the maximum (see Fig. 

8.2) and consequently it is difficult to determine the frequency 

accurately. Normally a current level was chosen (a certain percentage of 

the maximum current) and then two frequencies were determined, each 

corresponding to that level on either side of the peak. The frequency was 

then determined as the half of the sum of these two measured frequencies. 

The measurements were performed at 4 to 6 levels on each peak from 0.4 to 

0.95 of the peak height, but usually above 0.7. Results at different peak 

levels were extrapolated to the peak value to allow for any systematic 

trends due to skewness, but usually this was unnecessary. Also, 

measurements were performed using different order peaks (normally the first 

four). The agreement between the peak frequencies obtained from various 

levels was to within 0.1$ in all but exceptional circumstances, as was the 

agreement between the drift velocities calculated from the different

peaks.
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current

arb. units

frequency (kHz)

Figure 8.2 One example of the measured dependence of the transmitted 
current on frequency in the Bradbury - Nielsen experiment.

As can be seen from the previous paragraph it is necessary to make 

numerous measurements of transmitted current versus frequency for each E/N 

value, and the procedure is both tedious and time consuming when performed 

manually. The computer controlled system developed by Haddad (1983) was 

introduced to overcome this problem and was used for measurements of drift 

velocities in the present work It was possible to use the system in two 

modes: to measure the drift velocities by concentrating the sampling 

densely around the peak or to measure arrival time spectra by stepping the 

frequency through equal increments over a wide frequency range. In the 

first mode, between 10 and 60 samplings were normally taken at each



222

frequency in order to average out the short time oscillations of the 

electrometer due to signal noise. Arrival time spectra were usually taken 

with 2 samples per frequency point. Some examples are shown in Fig. 8.2.

8.2.3: Sources of systematic errors. The pressures used in all the 

measurements were sufficiently low that it was possible to attribute the 

entire observed pressure dependence of the drift velocities to diffusion 

effects and not to multiple collision effects.

The statistical scatter of the data, the influence of any ionic 

background,and the diffusion correction will be discussed with every set of 

measurements. A summary of the systematic errors for the present 

experiments is given in Table 8.1

Table 8.1 Systematic Errors in the Drift Velocity Experiment

a geometrical accuracy <0.1 %

b pressure measurement and calibration 0.1 %

c temperature 0.1 %

d voltage between the shutters 0.05 %

e gas purity 0.01 %

f determination of the peak frequency <0.1 - 0.3 %

total <0.6 - 0.8 %

g mixture composition <0.2 %
total (for measurements in mixtures) <0.8 - 1.0 %

8.2.4: Preparation of mixtures. Drift velocities were measured in

various gas mixtures. In order to achieve accurate composition of the

mixtures the following procedure was used:
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1) A stainless steel vessel containing an inner vessel that can be 

isolated (approximate ratio of the two volumes: 1/17) was used (see Haddad 

1983 and Fig. 8.3).

2) The volume ratio was accurately determined by taking advantage of 

the very wide dynamic range of the quartz spiral gauge. The small volume 

was filled to a high pressure just within the range of the gauge, then 

isolated from the larger volume which was then evacuated. The isolating 

valve was then opened and the resulting pressure measured. Proper account 

was taken of the volume of the gauge and the tubes connecting the gauge to 

the mixing vessel.

3) The mixture was made by first filling the small volume to a certain 

pressure and then isolating it. After evacuating the bigger volume it was 

filled with the buffer gas and the mixing vessel was then isolated from the 

vacuum system. The valve between the two volumes was then opened. 

Normally identical pressures were used for both gases or, if this was not 

possible, pressures corresponding to gauge calibration points were used in 

order to reduce errors due to interpolation between the calibrated points.

4) The mixing vessel was immersed in a water bath, thus keeping the 

temperature stable during the filling procedure. Sufficient time was 

allowed at each stage for the gas to reach thermal equilibrium with its 

surroundings.

5) A sufficient time was allowed for the gases to mix properly. The 

geometry of the mixing vessel (Fig. 8.3) is such that it favours fast 

mixing, but nevertheless the mixing cylinder was normally taken off the 

system and rolled so that the vanes that were built into the cylinder would 

hasten the mixing.

Using this procedure it was possible to determine the mixture
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composition to better than 0.2%.

Mixing vane

Modified 
UHV valve

Smal I 
Volume (v)

Large 
Volume (V)

Figure 8.3 The geometry of the mixing cylinder.

8.3: Measurements of the D^/y values

8.3.1: Geometrical and structural considerations. The Townsend-Huxley 

method was used for the measurements of D^/p* In an apparatus that is 

based on this method a point source of electrons is used. The solution of

the diffusion equation used to relate the measured current ratios to the
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v a l u e s  of D-p/y assumes a p o in t  s o u r c e ,  bu t  in  o rd e r  t o  have a r e a s o n a b l e  

c u r r e n t  of e l e c t r o n s  a ho le  of 1 mm in d iamete r  was used in  t h i s  

e xpe r im en t .  -A b ig g e r  h o le  would have i n c r e a s e d  the  c u r r e n t  and made the  

measurements l e s s  d i f f i c u l t  but  in  t h a t  case  th e  accuracy  of  the  s o l u t i o n  

would have been q u e s t i o n a b l e .  E l e c t r o n s  t h a t  pass  th rough th e  ho le  (see 

F i g .  8 .4 )  d r i f t  and d i f f u s e  th rough  th e  r e g io n  between ca thode  and anode in  

a c o n s t a n t  e l e c t r i c  f i e l d .  The r a t i o  D-p/v^ de termines  th e  r a t i o  R of the  

number of e l e c t r o n s  t h a t  a re  c o l l e c t e d  by the  c e n t r a l  d i s c  ( t h e  anode i s  

d iv i d e d  i n t o  a c e n t r a l  d i s c  and o u te r  annulus)  to  th e  t o t a l  number f a l l i n g  

on the  anode.  The s u cces s  of t h i s  t e c h n iq u e  in  measuring a c c u r a t e l y  D-p/y 

va lu e s  i s  a r e s u l t  of a number of c o n s i d e r a t i o n s  t h a t  w i l l  be b r i e f l y

F igu re  8 .4  A diagram 

i l l u s t r a t i n g  th e  p r i n c i p l e  

of  the  Townsend-Huxley 

e x p e r i m e n t .

p r e s e n t e d  in  t h i s  s e c t i o n .

i , +  i

The a p p a ra tu s  i s  c o n s t r u c t e d  in  such a way t h a t  any in a c c u ra c y  of  the  

s o l u t i o n  of th e  d i f f u s i o n  eq u a t io n  i s  min imized .  There fo re  th e  l e n g t h  of 

th e  d r i f t  r e g io n  (h) i s  c o n s id e r a b ly  l a r g e r  than  th e  r a d i u s  of  th e  c e n t r a l  

d i s c  (b) which in  t u r n  shou ld  be much l a r g e r  th an  the  r a d i u s  of  th e  sou rce  

h o le  (see  Crompton and J o ry  1962, see  a l s o  Crompton 1972).
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The electric field has to be highly homogeneous. There are two 

possible choices for guard electrodes. If thin electrodes are chosen, the 

field is in principle much more homogeneous than with thick electrodes but 

such a structure has much less mechanical rigidity and consequantly the 

initial advantage may be lost. The thick electrode system (Crompton et al. 

1965) is much more mechanically stable, and it can be shown that it is not 

difficult to ensure that field distortion in the central region of the 

drift space due to the thickness of the rings is negligible. In this work 

the apparatus with a variable drift length (Crompton and Jory 1962 - see 

Fig. 8.5) was generally used. The apparatus had thin guard rings but some 

tests and measurements in CO (and tests in H2 ) were also performed for 

comparative purposes using the apparatus with a fixed drift length and 

thick guard rings (see Crompton et_ al. 1965 and Milloy and Crompton 1977b).

High geometrical precision must be achieved both in the manufacture of 

various parts, especially the collecting electrode, and in the assembly of 

the apparatus. The alignment of the source hole and the parallelness of 

the source and the collecting electrodes are of prime importance.

8.3.2: Effect of nonuniform surface potentials. A high degree of 

uniformity of the potentials over all surfaces, especially that of the 

collecting electrode, must be achieved. Overall contact potential 

differences (eg between cathode and anode, or between these electrodes and 

the guard rings) can be easily compensated by an additional shift of the DC 

levels (Crompton et al. 1965; Crompton and Huxley 197*0. This is performed 

in such a way that the results become independent of the pressure. 

However, in the present work this measure was only applied to some test 

measurements in H2 and was completely unnecessary for the measurements
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described here. This is because relatively high fields (always exceeding 

3 Vcm“ -' and normally exceeding 6 Vcm“-') were used.

- rotor

gear box 
graduated drum

lead screw

10 cm

Figure 8.5 Experimental 

apparatus for measuring 

D-p/y ratios using the 

Townsend-Huxley method. 

The drift length can be 

varied.
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If the contact potential is not uniform over the surface of the 

collecting electrode, a much more serious problems can occur. This is 

especially so if there is a non-uniform contact potential in the vicinity 

of the gap between the central disc and the annulus (see Elford 1972). The 

reason is that electrons are easily swept from disc to annulus or vice 

versa, even by very small local fields. On the other hand the influnce of 

non-uniform potentials on the surface of the annulus away from the gap is 

small. In this case the distribution of electrons is affected in an area 

where it cannot alter the current ratio.

Using a modified version of the apparatus that was proposed by Crompton 

et al. (1965) measurements of the contact potentials over various surfaces 

were performed since there were suggestions that some techniques, different 

to those that are standardly used at IDU, could provide surfaces with more 

homogeneous potentials. The basic modification to the apparatus from the 

form used by Crompton et al. is the addition of a coil that induces small 

oscillations of the probe (3.5 mm in diameter) thereby modulating the 

capacitance between the probe and the surface being investigated (see Fig. 

8.6). Maximum sensitivity of the apparatus is achieved when the frequency 

of the coil is adjusted to the resonant frequancy of the probe. If the 

potential between the probe and the surface is non-zero an AC signal 

consisting of several harmonics of the basic frequency is produced. Only 

when the DC level of the surface is adjusted to compensate for the existing 

potential difference is the signal zero.

Using this apparatus, variations of the contact potential over three 

types of surfaces were measured: polished copper, polished copper with a 

vacuum evaporated gold layer, and stainless steel surfaces coated with 

layers of silica of different thicknesses. The third type of surface was
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s u g g e s te d  as a p o s s i b l e  s u r f a c e  f o r  a p p l i c a t i o n  in  low energy e l e c t r o n  beam 

exper im en ts  with  chem ica l ly  a c t i v e  gases  (Ehrhard t  1982).

SURFACE
Y / / / / / / / / / / / / / / / Z Ä

VACUUM CHAMBER

F igure  8.6  A b lock  

diagram of the  a p p a ra tu s  

used t o  measure the  

c o n ta c t  p o t e n t i a l  

d i f f e r e n c e s  on s u r f a c e s .

Measurements were per formed in  a vacuum of 1 0 “ 5 pa (10“ ? T o r r ) .  The 

copper s u r f a c e  showed a maximum c o n t a c t  p o t e n t i a l  v a r i a t i o n  of  19 mV and 

numerous i r r e g u l a r i t i e s .  The sample of copper when g i ld e d  showed an 

o v e r a l l  v a r i a t i o n  of the  c o n ta c t  p o t e n t i a l  of 15 mV but  t h i s  was 

m o n o to n ic a l ly  d i s t r i b u t e d  from one edge to  ano the r  of a d i s c  5 cm in  

d ia m e te r .  V a r i a t i o n s  over small  a r ea s  s i m i l a r  to  t h a t  of the  c e n t r a l  d i s c  

of  the  c o l l e c t i n g  e l e c t r o d e  in  th e  Townsend-Huxley a p p a ra tu s  were l e s s  tha n  

two m i l l i v o l t s .

S u r faces  coated  wi th  s i l i c a  were p repa red  in P ro fe s so r  E h r h a r d t * s 

l a b o r a t o r y  and came in  t h r e e  t h i c k n e s s e s  of th e  s i l i c a  l a y e r ,  namely 30, 60 

and 100 nm. Again,  as f o r  the  copper s u r f a c e ,  very sha rp  l o c a l  s t r u c t u r e



230

was observed and differences from 30 mV (for the 100 nm sample) to 110 mV 

(for the 30 nm sample) were seen over distances of 1 cm.

The conclusion from the work on this problem is that vacuum evaporation 

of gold is still superior to other techniques in producing surfaces with 

homogeneous contact potential, although it should be noted that none of the 

surfaces were rigorously outgassed by baking. This is in agreement with 

the conclusion of Crompton et al. (1965). These authors examined the 

collecting electrodes prepared for the Townsend-Huxley experiment. The 

surface preparation of these electrodes was superior to the preparation of 

the gilded surface used in the tests described above and therefore these 

authors observed variations that were smaller than those reported here 

(less than 7 mV over the entire surface). Most importantly, small-scale 

variations of the contact potential are effectively removed, by gilding, to 

an acceptable level of 2-3 mV/cm.

8.3.3: Measurement of current ratios. Apart from the above mentioned 

problems one of the major difficulties is an accurate determination of the 

current ratio. Fig. 8.5 shows the schematic diagram of the circuitry (see 

Huxley and Crompton 197-4) used to achieve this goal. Using this system it 

is possible to accurately integrate currents falling on the two parts of 

the anode during a period of one minute without changing the potential of 

the electrode (the anode is maintained at earth potential) (see Huxley and 

Crompton 1974 and the references therein).

It is important to prove that space charge effects (due to the presence 

of negative ions) are negligible. This was done by varying the total 

current and checking whether the measured current ratios were affected.
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Figure 8.7 Schematic 

diagram of the system used 

for measuring the current 

ratios in the Townsend- 

Huxley experiment.

8.3.4: Electron sources. Finally it is necessary to address the

question of an appropriate electron source. Although the radioactive

sources developed for these experiments were suitable for most gases,

carbon monoxide presented a particular problem. Carbon monoxide is a gas 

that has a pronounced dissociative attachment cross section. The energy 

required for this process is relatively large and therefore the number of 

negative ions produced by an electron swarm in the energy range of interest 

in the present work is very small. However, the secondary electrons 

produced by the radioactive source are sufficiently energetic to cause 

dissociative attachment. Therefore an alternative source of electrons had 

to be found that would not involve high energy electrons at any stage.
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INT

GOLD PLATED
CATHODE

TO ELECTROMETER

Fig. 8.8 Experimental apparatus used to test the application of the 
back-illuminated electron source in the Townsend-Huxley experiment. 
Radiation that can enter the drift region without reflection would have to 
come through the cone shown by dot-dashed lines.

A logical first choice would be a back illuminated photoelectric source 

(Moruzzi 1967) which has proved to be very succesful in various swarm 

experiments. A series of tests was made of the performance of such a 

source of electrons for the geometrical conditions that are normally found 

in Townsend-Huxley experiments (see Fig. 8.8). Unfortunately the amount of 

scattered light was large enough to produce a significant current 

originating from areas outside the source hole. This current was sometimes 

as big as 30$ of the current passing through the source hole. It was 

proved that a significant portion of that current originated from the 

region on the cathode that is distant from the source hole. This was done 

by placing a small metal cup on the axis of the drift region whose diameter
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was large enough to ensure that all the electrons passing through the 

source hole or generated at it were collected. In addition there was 

significant emission from the anode, but it is believed that unless such a 

current originates from the region of the gap between the central disc and 

the outer annulus, it would not affect the results.

In performing these tests numerous precautionary measures were taken, 

such as ensuring oblique incidence of the UV light (see Fig.8.8), in order 

to prevent photons from entering the drift region directly. The 

reflectivity of most of the surfaces between the lamp and the source plate 

was reduced as much as possible. It is possible that the choice of 

geometry was not appropriate and that one could still build a 

Townsend-Huxley experiment using a back-illuminated source of electrons 

without any unwanted currents being produced by scattered light. A 

recently published paper by Koizumi et al. (1984) contains a decription of 

such an attempt. However these authors too were not able to reduce the 

unwanted currents to a negligible level. The currents were measured by 

reversing the field between the source plate and the photocathode thus 

preventing electrons from entering the drift region through the source 

hole.

Following the failure of these experiments it was decided to return to 

a thermionic source (made of platinum wire 0.1 mm in diameter) as used 

previously in the variable length Townsend-Huxley apparatus. Heating of 

the gas was monitored by constantly measuring the pressure and the 

experiment was stopped when the observed change exceeded 0.1%. As the 

final check it was established that experiments performed using hydrogen 

were in excellent agreement (better than 0.4%) with those obtained using 

the radioactive source (Huxley and Crompton 1974 and the references
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therein). The additional uncertainty in the results caused by thermal 

effect from the thermionic source probably does not exceed 0.1$.

8.3.5: Summary of sources of error. Some other possible sources of 

systematic error have already been mentioned in relation to the drift 

velocity measurements. These include: gas number density, temperature,

voltage, gas purity.

A summary of all the significant sources of systematic errors in 

measurements of D-p/y is given in Table 8.2

Table 8.2 Systematic Errors in D-p/y measurements

a geometrical accuracy 0.1-0.3$
b pressure measurement and calibration 0.1$
c temperature 0.1$
d voltage between the electrodes 0.05$
e solution of the diffusion equation 0.1$
f uniformity of the electric field <0.1$
g current ratio measurement 0.1-0.4$
h inhomogeneous contact potential <0.05$
j additional heating by the filament 0.1$

total 0.8-1.3$

At this point it should be noted that the upper limit of all the 

possible sources of error were taken and summed. It is therefore considerd 

that the resulting error estimates are rather conservative upper limits.
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CHAPTER 9: ROTATIONAL AND VIBRATIONAL EXCITATION OF HYDROGEN

9.1: Introduction

The importance of hydrogen in gas discharges was one of the reasons for 

the present and numerous other studies of its low energy cross sections for 

electron scattering. The applications that require knowledge of cross 

sections include: modelling of hydrogen thyratrons (Kune and Gunderson 

1982; Gunderson and Guha 1982), analysis of the appropriate conditions for 

negative ion production for fusion research (Bacal 1982; Hiskes et al. 

1982; Prelec 1984), modelling of gas lasers (Hodgson 1970; Hodgson and 

Dreyfus 1972) and other gas discharges (Erwin and Kune 1983; Haas 1973).

An equally important reason for interest in H2 is its importance for 

testing the theory of electron-molecule collisions. If a theory is shown 

to give satisfactory results for hydrogen it is at least an indication that 

the theory can be used to calculate data for other gases for which data are 

difficult to obtain experimentally.

Hydrogen is usually chosen to test scattering theory because it is the 

simplest molecule and theoretical treatment at a given level of 

sophistication normally requires less calculation than for other gases. 

Another characteristic of H2 is its low mass which in turn means that the 

thresholds for rotational excitation are higher than for any other 

molecule. The number of channels that need to be included in theoretical 

calculations is therefore smaller, while at room temperature the 

populations of excited rotational levels are smaller than those for other 

molecules. The latter is an advantage for experimental physics. In swarm 

experiments the analysis benefits from low populations of the higher order
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rotational levels because the number of the cross sections that have to be 

taken into account is smaller, while beam experiments also benefit from the 

fact that the rotational excitation thresholds are relatively high since it 

is much easier to resolve various rotational transitions.

It is therefore important to achieve good agreement between the results 

for H2 obtained from theory and from the alternative experimental methods. 

This chapter describes a reanalysis of the data from swarm experiments in 

hydrogen and hydrogen mixtures, with particular reference to the impact of 

the new theoretical results on the analysis, and new measurements in He-H2 

mixtures to confirm its conclusions.

9.2: Low Energy Cross Sections for Hydrogen

9.2.1 : Results based on swarm experiments. Work on the determination 

of electron scattering cross sections for H2 from swarm data has been 

reviewed in numerous publications (Phelps 1968; Kieffer 1973; Huxley and 

Crompton 197-4) . The early attempts of Frost and Phelps (1 962) and 

Engelhardt and Phelps (1963) resulted in cross sections of limited accuracy 

because the swarm data that were used had relatively large uncertainty, 

the development of high precision methods for measurements of drift 

velocities and characteristic energies provided a basis for a much more 

accurate determination of cross sections. The work on this problem at IDU 

will be briefly reviewed next.

Crompton et al. (1969) took advantage of the fact that at 77 K 99.5% of 

molecules in pure parahydrogen (P-H2 ) are in the ground rotational state. 

Therefore, only two cross sections are significant for low E/N values, the 

momentum transfer cross section (om) and the rotational excitation cross
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section (arot) f'or the J = 0“2 transition. Using the accurately measured v ^  

and DT/y values these authors determined both cross sections very 

accurately (to within 5% up to 0.35 eV). The agreement of the results

based on the swarm data (arotsw) with the theoretical cross section of

Henry and Lane (1969) was very good in the region where GrotSW was

determined uniquely (below 0.35 eV). Therefore it was possible to

extrapolate the cross section to higher energies where vibrational 

excitation is also present and the two transport coefficients are not 

sufficient to determine three cross sections uniquely (see Section 2.3). 

Using the arot of Henry and Lane, Crompton et al. (1969; 1970b) determined 

the vibrational excitation cross section av t̂»SW to within 10% close to the 

threshold.

Subsequently Gibson (1970) analysed the data for normal hydrogen (n-H2 ) 

at 77 K. Using the previously derived cross sections for rotational and 

vibrational excitation and momentum transfer he determined the cross 

section for rotational excitation for J = 1 — 3. Since the analysis in this 

case is more complex than for p-H2 the cross section was determined only to 

within ±15%.

Further progress followed the introduction of multi-term theory (see 

Haddad e_t al. 1981). Haddad and Crompton (1980) used the data for p-H2 at 

77 K, n-H2 at 77 and 293 K and their data for drift velocities and ratios 

of transverse diffusion coefficient to mobility in two mixtures of argon 

and hydrogen (see Section 9.3 and Appendix 3). They concluded that the 

transport coefficients calculated on the basis of the available cross 

sections are in very good agreement with the whole range of experimental 

data. By introducing the data for the mixtures they improved the 

uniqueness of the cross sections derived from the swarm data.
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Two important points should be made here. The first is that the shape 

of the rotational excitation cross section derived on the basis of the 

swarm data is quite different from the shape for quadrupole transitions 

that can be determined using the Born approximation (Gerjoy and Stein 

1955). The second is that the cross section avib of Ehrhardt et al. (1968) 

(see 9.2.2) is incompatible with the swarm-derived cross section even 

though ovibsw could not be determined uniquely. This can be clearly seen 

from Fig. 9.1 where Crompton et_ al_. (1 969) have presented the adjusted arot 

which should be used with the vibrational excitation cross section of 

Ehrhardt et_ al_. in order to bring the calculated transport coefficients and 

the experimental data into agreement.

Hydrogen

------C G  & Mcl
------ Using qy measurements

of Ehrhardt et. al. (1968)

Cross
Section 0.1 

(10-16cm2)

J = 0 -2

Energy (eV)

Figure 9.1 The modified 
rotational cross section 
(dashed line) that when 
used with the vibrational 
excitation cross section 
of Ehrhardt et_ al. (dashed 
line) gives good agreement 
with the experimental 
transport data. The 
results of Crompton, 
Gibson and McIntosh (1969) 
are shown by solid lines.

Buckman and Phelps (1985) have recently measured the excitation 

coefficient for the v=0-1 transition in H2 using a tracer technique (see 

Section 2.3). The accuracy of their experimental data is not sufficient to 

make it possible to reach any general conclusions about the differences
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(see Section 9.4.5) between the beam and swarm vibrational excitation cross 

sections.

It is also worth noting that Wada and Freeman (1981), who measured 

thermal mobilities at high pressures, reported the existance of a 

Ramsauer-Townsend minimum in hydrogen. However, their findings were 

challenged by Crompton and Morrison (1982) from both the theoretical and 

experimental standpoints. Therefore, no attempts were made in the present 

work to check their results.

9.2.2: The beam data. The number of beam experiments performed in the 

energy range of interest to the present work is relatively small. A 

comprehensive review of the available data for H2 from both beam and swarm 
methods was published by Trajmar et_ al̂ . (1983). Therefore only selected 

results will be mentioned here.

The most extensive measurements of the total cross section in the 

region below 2 eV were reported by Ferch et al_. (1980). Linder and Schmidt 

(1971), Shyn and Sharp (1981), Fürst et al_. (1984) and some other authors 

have reported the differential cross sections for elastic scattering. 

Their work indicated that the elastic scattering of electrons is not 

markedly anisotropic, but that there is somewhat larger back-scattering 

than forward-scattering. The consequences of such anisotropy on electron 

transport were discussed by Haddad £t al. (1981).

The cross section for the J = 1 — 3 transition was measured by Linder and 

Schmidt (1971; see also Linder 1974). The cross section was found to be in 

satisfactory agreement with the swarm derived cross section.

Extensive measurements of the vibrational excitation cross sections 

(v=0-1,0-2 and 0-3) were performed by Ehrhardt et al. (1968). The primary
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purpose of the work desribed in this paper was to study resonances in 

electron molecule scattering; the absolute accuracy of the data, especially 

near threshold, is therefore uncertain (Linder 1984 - personal 

communication). More accurate results were obtained by Linder and Schmidt 

(1971) for the v=0-1 transition. However, the energy range of their data 

did not extend to sufficiently low energies to provide the possibility of a 

meaningful comparison with the swarm data.

The present analysis of swarm data extend only to energies where the 

influence of electronic excitation and ionization is negligible. Therefore 

papers presenting results obtained under conditions when excitation and 

ionization become appreciable will not be discussed here (see Buckman and 

Phelps 1985 for a detailed review).

There are various problems associated with the application of beam 

techniques at low energies. First, it is very difficult to produce low 

energy electron beams that have sufficient intensity and spatial and energy 

resolution. Second, it is hard to make absolute measurements. In 

absorption-type (e.g. Ramsauer or time-of-flight) experiments to measure 

total cross sections it is difficult to measure with sufficient accuracy 

the low pressures that must be used, while the crossed beam experiments 

that are used to measure inelastic cross sections have to be normalized to 

some accurately measured scattering cross section (see Trajmar et al. 

1983). There is also the problem related to the determination of 

integrated cross sections from the differential cross section data. 

Usually the range of experimentally accessible angles is limited and the 

results have therefore to be extrapolated to zero and high angles. The 

adequacy of such extrapolations is questionable in some cases. Finally, it 

is very difficult to make reliable beam measurements of inelastic processes
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with very small cross sections whereas such processes may be easily 

detected by the swarm technique (see Section 11-3-3)-

Nevertheless, low energy beam experiments have benefited greatly from 

technological advances in the last ten years (while the technology 

essential for high precision swarm experiments has been available from the 

1960s) and it has now become possible to perform meaningful comparisons 

between results from the two techniques in the low energy range. Also, as 

pointed out by Crompton (1983; 1984a; and 1984b), one should not view these 

two methods as competing but as complementary.

9.2.3: Theoretical results. As mentioned above, hydrogen is usually 

the most favourable choice for testing any new theoretical developments. 

Numerous detailed reviews of the theoretical work on H2 exist (e.g. Lane 

1980; Thompson 1983; Morrison 1983). Therefore, the discussion in this 

section will be brief and will concentrate on the latest theoretical 

results.

As mentioned in Section 9.2.1, the predictions of Gerjoy and Stein 

(1955) were found to be inadequate for hydrogen (Frost and Phelps 1962; 

Crompton et al. 1969). Henry and Lane (1969) achieved a considerable 

improvement of the theoretical results by including exchange and 

polarization effects. The results of their close-coupling calculations are 

in very good agreement with the cross sections derived from swarm data.

A different approach to the theory of electron-molecule scattering was 

adopted by Klonover and Kaldor (1979). These authors carried out the most 

detailed calculations within the so called adiabatic nuclei approximation. 

Since their theory was free from any adjustable parameters it was the first

ab initio calculation of vibrational excitation of molecules by electrons.
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An important feature of their paper is an indication of the importance of 

polarization effects.

More recent theoretical developments for electron-hydrogen scattering 

include: a semi-empirical analysis based on the resonant model (Bardsley 

and Wadehra 1979); an application of the R-matrix method (Nesbet et al. 

1984); ab initio calculations of polarization effects (Gibson et al. 1984); 

optical potential calculations (Schneider and Collins 1983); an analysis of 

the applicability of adiabatic nuclei theory (Varracchio and Lamanna 1984), 

and an extensive analysis of scattering at low energies (below the 

threshold for electronic excitation) performed by Morrison and coworkers at 

Oklahoma University (OU).

The first step in the analysis carried out at OU was to derive accurate 

parameter-free potentials for exchange and polarization for electron (and 

positron) scattering on H£ (Gibson and Morrison 1981; 1984; Morrison et al. 

1984a). Next, laboratory-frame close-coupling (LFCC) and adiabatic nuclei 

(AN) calculations were performed for their model potentials. It was shown 

(Morrison et al. 1984b; 1984c) that large errors may arise when AN theory 

is used. These errors are especially large when the electron energy is 

close to threshold or near the resonance; in the case of vibrational 

excitation the ratio of the LFCC to AN results may be as large as 1000%.

An important question arose from this study, that is, whether the 

breakdown of the AN approximation for other gases is as serious as for 

hydrogen. The answer to this question may be different for different 

inelastic processes. For instance there are indications that the large 

discrepancies between the AN and LFCC results for rotational excitation are 

unique to hydrogen, and a procedure was developed to overcome the 

inadequacy for other gases (Feldt and Morrison 1984).
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However, for vibrational excitation the application of the AN 

approximation is more difficult. First, the discrepancies observed by- 

Morrison et al. are much larger than for rotational excitation, and second, 

it is not possible to perform full LFCC calculations for any gas other than 

hydrogen (even when the most powerful available computers are used). 

Therefore, it is not possible to check the validity of the AN approximation 

for other gases in the same way as for hydrogen. A new method was 

developed at OU to improve upon the results from AN theory. It is the 

so-called body-frame vibrational close-coupling theory (BFVCC) and the 

basic idea is to treat rotational excitation as in AN theory (with 

appropriate corrections) but to perform full close-coupling calculations 

for vibrational excitation. Even though this approach is more difficult to 

implement than AN theory it is believed that it will be possible to apply 

it to gases other than hydrogen.

As the final result of their analysis, Morrison and coworkers made 

detailed LFCC calculations using realistic calculated potentials. The 

improvement in respect to the work of Henry and Lane (1969) comes from the 

more flexible polarization potentials that were used. The cross sections 

derived in this way have a much firmer theoretical foundation than the 

results of Henry and Lane and therefore provide a better basis for the 

swarm analysis. The results of the work of Morrison and coworkers will be 

compared to the swarm results in this Chapter.

As a general comment about theoretical methods it should be pointed out 

that the treatment of electron-molecule scattering in general necessarily 

involves numerous approximations. It is especially important to use very 

accurate potentials (Klonover and Kaldor 1979).

Ab initio calculations are the ultimate achievement of electron
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molecule scattering theory but are very difficult to carry out. In some 

cases one would benefit from theoretical results that involve adjustable 

parameters chosen to give agreement between certain quantities calculated 

on the basis of the cross section and the corresponding experimental data. 

As an example one may mention very useful analytical relations for the 

momentum transfer and total scattering cross sections. These relations 

were obtained for molecules by Chang (1981) and by Fabrikant (1981; 1984) 

using modified effective range theory (MERT) (see Chapter 12). 

Unfortunately when applied to electron-molecule scattering MERT has a very 

narrow range of validity (e < 0.2 eV) but nevertheless this range was 

sufficient to compare the total cross section of Ferch et al. (1980) with 

the momentum transfer cross section of Crompton et al. (1969) and to 

conclude that there is very good agreement between the two sets of data 

(i.e. the MERT parameters obtained from both sets agree very well).

9.3: The Swarm Data Used in the Present Analysis

9.3.1 : Experimental transport coefficients - reliability and accuracy. 

Since the swarm cross section analysis used in the present work relies on 

transport data (drift velocities v<jr and lateral diffusion coefficient to 

mobility ratios DT/y) of high accuracy a comment will be made on the 

reliability of the experimental technique. This section is a 

recapitulation and an extenison of the relevant discussion presented in 

Section 2.3. The following should be stressed:

1. Swarm experiments are performed at much higher pressures 

than beam experiments (1 Torr - 10 atm.). Therefore it is possible to 

achieve a much better determination of the gas number density through very
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accurately measured pressures. It is normal to expect an error limit of 

±0.1$ and better for pressure measurements in the pressure range used in 

swarm experiments.

2. Experiments are designed in such a way that the results 

rely only on quantities that can be measured with great accuracy. Examples 

are frequency (for v<jr ) and current ratios rather than individual currents 

(for D'j’/u). Additional quantities necessary for the evaluation of the 

experimental results are the geometrical dimensions of the apparatus and 

the applied voltages. It is possible to measure both to a very high degree 

of accuracy.

3. Relatively simple electron transport theory can be used 

to derive the transport coefficients from measurable quantities. The 

experiments are designed so as to take advantage of this simplified theory. 

Various corrections that are made (e.g. the correction to the current 

ratio formula in the D-p/p experiment, the diffusion correction in drift 

velocity experiments, etc. - see Section 2.4) are normally kept at a very 

low (< 1$) level by the appropriate choice of experimental conditions. The 

experimental data that were used in the present analysis were obtained at 

E/N values that are too low for any appreciable ionization (and/or 

attachment) and thus complications caused by longitudinal density gradients 

introduced by attachment or ionization were avoided. The influence of the 

presence of radial gradients on the definition of the transverse diffusion 

coefficient was negligible (see Section 2.5).

4. Results were obtained in different apparatuses with 

different geometries. The reproducibility was extremely good; results 

repeated many times over a very long period of time agreed to within 0.5$ 

for DT/p and 0.2$ for vdr.
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Results obtained at different pressures are usually presented in order 

to show the adequancy of applied corrections or the validity of neglecting 

others, and that the purity of gas was such that no negative ions were 

formed.

5. Nonequlibrium effects, which may influence swarm

experiments under certain conditions, can be detected easily through a 

dependence of the results on pressure and/or geometry of the apparatus. 

Normally measurements are performed under conditions where these effects 

are negligible.

9.3.2: Sources of data. The tables of the transport data for pure H2 

and Ar-H2 mixtures are given in Appendix 3. The data were compiled by 

Huxley and Crompton (1974) but it should be noted that there are some 

differences between the values presented in Appendix 3 and in Huxley and 

Crompton (1974) due to interpolation errors in the latter. The error 

estimates presented in this section were taken from Huxley and Crompton 

(1974).

For p-H2 at 77 K the drift velocities of Robertson (1971) that are 

accurate to within ±1$ were used together with the D-p/p values of Crompton 

and McIntosh (1967; 1968). The uncertainty of the D-p/p data is ±3% below 

0.4 Td and ±2% between 0.5 and 6 Td.

For normal hydrogen at 77 K the drift velocities measured by Robertson 

(1971) (again to within ±1 %) were used along with the D-p/p values of 

Crompton et al. (1968). These data were determined to within ±2% in the

entire E/N range.

Room temperature data for drift velocities were taken from Lowke (1963) 

up to 1 Td and from Robertson (1971) up to 30 Td. The uncertainty of these
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data is less than 1$. D-p/y values determined to within ±1 $ by Crompton et 

al. (1968) were used up to 6 Td and the unpublished data by the same 

authors (Crompton et: al. 1966) up to 30 Td. The estimated error bars for 

the latter data are ±2$ but the results were not published because 

relatively low current ratios were used and it was suspected that the 

results could be subject to some small systematic error. Some of the 

values obtained by Crompton et al. were checked in the present work. The 

newly measured values were always in very good agreement with the old data, 

though systematically lower by between 0.1 and 0.3$. These measurements 

were not sufficiently comprehensive for presentation (i.e. the measurements 

were made only for a limited number of E/N values, pressures and drift 

lengths) but it can be concluded that the recent measurements obtained 

under somewhat better conditions than the data of Crompton £t al. (1966) 

confirm that the results of these authors are reliable.

The data for Ar-H2 mixtures were taken from Haddad and Crompton (1980); 

their drift velocities are accurate to within ±1.5$ and the D-p/y data to 

within ±2.5$.

The stated uncertainties of ±1$ for vdr and ±2$ for D-p/y data for pure 

H2 (and the appropriate uncertainties for the mixture data) are thought to 

be conservative since the errors from all sources were summed and the 

maximum error was taken for each. The much smaller spread of the data 

(than the figures quoted above) of 0.2$ for v^p and 0.5$ (and better) for 

D-p/y indicates that the random errors are smaller than assumed in obtaining 

those figures. This is especially so for D-p/y values below 6 Td, and the 

drift velocities in the entire range (up to 30 Td). Therefore it seems 

that the measured transport coefficients should be the most accurate test

yet available of any cross section set for hydrogen provided adequate
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transport theory is applied in the analysis.

9.3.3: Scaling of D^/y data for parahydrogen. As can be seen from 

Table A.3.1 some of the required data for D^/p ratios in parahydrogen at 

77 K are lacking. Since parahydrogen is the easiest gas to interpret it 

has been used for the basic analysis. Table A.3.1 shows that reliable DT/y 

data for p-H2 between 6 and 30 Td are missing. Such data can be obtained 

from those for n-H2 by the procedure described below.

First, by comparing the data for E/N < 6 Td in Tables A.3.1 and A.3.2 

it can be seen that the difference between the p-H2 and the n-H2 data 

becomes progressively smaller as one approaches 6 Td. This means that the 

influence of different rotational populations, and consequently different 

energy losses in rotational excitation, becomes less and less important (a 

consequence of the decreasing fraction of the total power being dissipated 

in rotational excitation). At 6 Td the results differ by less than 1$, and 

bearing the experimental inaccuracy in mind one might choose to use the 

n-H2 data without modification above this point. However a correction to 

the n-H2 data has been applied to obtain the required p-H2 data, the 

correction being calculated on the basis of the best currently available 

cross section set for H2 (Haddad and Crompton 1981). These values are 

listed in Table 9.1. The justification for this procedure is the fact that 

the corrections are very small.

Data for D^/p in n-H2 at 77 K extend only to 12 Td. In a similar way, 

the n-H2 data at 293 K were adjusted to obtain p-H2 data at 77 K. The 

necessary correction factors are also small (below ]%) but it is better to 

use them rather than the n-H2 (293 K) data without modification, though
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both choices could be justified by the experimental error bars. The fact 

that one can use the n-H2 (293 K) data in this way simply means that the 

gas temperature does not influence electron transport very much in this 

range of E/N, that is, that it is dominated by vibrational excitation, with 

energy transfer through rotational excitation and de-excitation being 

almost negligible.

Table 9.1 Comparison of calculated D^/p values for p-H2 (at 77K) and 
n-H2 (at 77K and 293K). Calculations were based on the best available set 
of cross sections (Haddad and Crompton 1980).

E/N
(Td)

p-H2 
77K 
D'p/p 
(eV)

n-H2 
77K 
D^/p 
(eV)

n-H2 
293K 
D'p/p 
(eV)

[p-H2(77K)
n-H2(77K)]

A
(50

[p-H2(77K)
p-H2(293K)]

A
(50

[n-H2(77K)
n-H2(293K)]

A
(50

30 1 .051 1 .050 1 .055 0.009 0.27* 0.17
27.3 0.9710 0.970 0.9741 0.10 0.32* 0.22
25 0.9088 0.9079 0.9117 0.10 0.32* 0.22
20 0.7807 0.7802 0.7837 0.06 0.38* 0.32
17 0.7032 0.7030 0.7065 0.03 0.47* 0.44
1 4 0.6220 0.6222 0.6258 0.03 0.61* 0.58
12 0.5646 0.5651 0.5689 0.11* 0.76 0.65
10 0.5032 0.5042 0.5082 0.20* 0.99 0.79
8 0.4006 0.4025 0.4069 0.37* 1 .57 1.10
7 0.4006 0.4025 0.4069 0.47* 1 .57 1.10
6 0.3622* 0.3645 0.3691 0.64 1 .91 1 .27
5 0.3204* 0.3232 0.3283 0.87 2.47 1 .60
4 0.2737* 0.2772 0.2829 1 .28 3.36 2.08
3.5 0.2476* 0.2517 0.2578 1 .66 4.12 2.46

A denotes the difference between the calculated values of D-p/p for the 
gases and temperatures as nominated (in brackets). These differences were 
used to derive the p-H2 data from the available experimental data in
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normal hydrogen at 77 and 293K.
The values marked * represent the differences that were actually used to 
derive the final set for p-H2, or the calculated values of D^/p at E/N 
values where the experimental data for p-H2 exist (see text).

The data marked with an asterisk in Table 9.1 indicate either 

calculated values of D-p/p where experimental data are available (p-*H2 77 K) 
(to enable the validity of the correction procedure to be verified - see 

next paragraph) or the magnitude of the correction applied to n-H2 data at 

77 and 293 K to produce the data used in the analysis.

As an example of the validity of this procedure let us take the data at 

E/N = 3.5 Td where the experimental p-H2 77 K result for D-p/p exists and is 
0.250 V (see Table A.3-1)- The calculated correction factor of 4.12$ (for 

293 K) (see Table 9.1) brings the corresponding experimental result for 

n-H2 at 293 K (which is 0.259 V - see Table A.3.3) to 0.249 V. Therefore 

even when the corrections are as high as 4$ the corrected results are 

sufficiently accurate. In the E/N region where those corrections were 

actually used, their magnitude was well within the experimental 

uncertainty.

9.4: Analysis

9.4.1 : Introduction. As already stated, the basic set of data for the 

analysis was that for p-H2 at 77 K because it is the least complicated 

system. However, since at high values of E/N the D-p/p values for p-H2 were 

scaled from n-H2 77 and 293 K data, the D-p/p data for p-H2 (77 K), n-H2 
(77 K), and n-H2 (293 K) at high E/N should not be regarded as three 

independent sets of data. The scaling was performed mainly because it was
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more convenient to carry out the basic analysis using p-H2

The experimental data for p-H2 were divided into two groups: low E/N

values (below 2 Td) and high E/N values (above 2 Td). The theoretical and 

the swarm derived rotational excitation cross sections for the J=0-2 

transition and the momentum transfer cross section were first used in 

calculations for the low energy range. The next step was to test the 

vibrational cross sections in the high E/N range using an extrapolation of 

rotational cross sections to energies higher than 0.35 eV (see Section 

9.2.1). The maximum value of E/N used in the analysis was chosen so that 

the transport coefficients at this value were not affected by inelastic 

processes with high thresholds (electronic excitation and ionization). At 

30 Td the difference between the transport coefficients calculated with and 

without realistic cross sections for these processes is less than 0.2%.

If the vibrational excitation processes v=0-2 and v=0~3 are not 

included the effects on v<jr and D^/p at 30 Td are \% and 3.5* respectively. 

These effects decrease rapidly as E/N decreases and are negligible below 

12 Td. Nevertheless v=0-2 and v=0~3 processes have to be included (Haddad 

and Crompton 1980) even though high accuracy for the cross sections for 

these processes was not required.

The next step following the p-H2 analysis was a comparison with the 

n-H2 data at 77 K and then with the n-H2 data at 293 K. The calculations 

of the transport coefficients for these gases require cross sections for 

higher rotational transitions. Initially the rotational excitation cross 

sections for the J=2-4 and J=3“5 transitions were scaled from örot(J=0-2) 

using results from the AN theory (see Appendix 5) and were checked by 

scaling from orot(J = 1 — 3)• However, as pointed out previously the AN theory 

used to carry out the scaling breaks down close to the threshold.
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Therefore Morrison's (1984) theoretical results for these cross sections 

were used for the final calculations.

Finally, the transport coefficients for the two mixtures of hydrogen 

with argon were calculated and compared with experimental data.

9.4.2; Multiterm transport theory for hydrogen. In the range of E/N 

values relevant to this work the two-term approximation in general provides 

sufficiently accurate results for the calculated transport coefficients. 

However, as pointed out by Haddad and Crompton (1980), a small difference 

between the results of the two-term and the multiterm theories still 

exists. It is less than 1.4% for D-p/y and is negligible for v<jr. In Table 

9.2 the results of multiterm corrections (i.e. corrections to the two-term 

results) are listed for n-H2 (77 K) with both isotropic and anisotropic 

scattering, p-H2 (77 K) with isotropic scattering, and n-H2 (77 K) with the 

theoretical cross section for vibrational excitation Ovib^ (v=0-1) 

replacing that of Haddad and Crompton (1980) (again assuming isotropic 

scattering).

First, it should be noted that the difference between the corrections 

for normal and parahydrogen is negligible. Also the inclusion of 

anisotropy makes very little difference (< 0.35°). However, the corrections 

are not negligible even at very low E/N values. Corrections were applied 

in the present analysis over the entire range of E/N.

When the theoretical vibrational cross section is used the correction 

factors differ from those obtained using the swarm cross section, but again 

not greatly (<0.2%). This gives a measure of the sensitivity of the 

corrections to the vibrational cross sections (the average energy at 28 Td 

is in the region where the theoretical and swarm cross sections differ the
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m o s t ) .

Tab le 9 .2  M ul t i te rm  c o r r e c t i o n s  f o r  hydrogen

E/N C o r r e c t i o n  f o r  D^/p

n-Hp (77 K) I s o t r o p i c  S c a t t e r i n g  Assumed

33.70
28.91
26.13
23.14 
19.96 
16.54 
13.01 
9.491 
3.360 
1.332 
0.7140 
0.4166 
0.3431 
0.1995 
0.0734

n-Hp (77 K) A n is o t ro p ic

28 .50
16.39

9.46
3.42
0.564

1 .18 
1.18 
1.18 
1 . 16  
1.14 
1 .08 
0.98 
0.88  
0.64 
0.63 
0 . 6 0  
0.48 
0.45 
0.34 
0.14

( R e a l i s t i c )  S c a t t e r i n g

1.37 
1 .26 
1 .05 
0.81 
0.64

p-Hp (77 K) I s o t r o p i c  S c a t t e r i n g

26.48 1.17
13.24 1 .03
6.317 0.80
1.4226 0.63
0.0260 0.07
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n-H2 (293 K) Isotopic Scattering

25.81
16.31
9.281
1.180

1.15 
1 .05 
0.84 
0.54

n-H2 (77 K) Isotropic Scattering öVj_t>th (v = 0-1)

28.51 1.37

The values of E/N were chosen to optimize the ■ convergence of the LRM code 
for a given temperature T^. The corrections to D^/y at the values of E/N 
required for the calculations were found by interpolation.

9.4.3: Momentum transfer and total cross sections. In the next three 

sections the conclusions that were reached on the basis of the analysis 

will be described. Comparison of the swarm-derived and theoretical cross 

sections will be given first starting with the momentum transfer (and 

total) cross section.

The theoretical momentum transfer cross section of Morrison and 

co-workers was available only for a limited number of energies. The 

agreement with the swarm result (the momentum transfer cross section of 

Crompton et. al. was used in this work) is very good (see Table 9.3 and Fig. 

9.2) up to 2.5 eV, i.e. the differences between the two cross sections do 

not exceed 5% which is the uncertainty of omsw (except for one point where 

the difference is 5 .3%)• However, the relatively limited number of data 

would lead to large interpolation errors if omth were used in the 

calculations of the transport coefficients. Also the application of 

would lead to somewhat larger discrepancies of the calculated drift 

velocities and this would make the comparison of the inelastic cross 

sections more difficult. Therefore it was decided to use the best

available set of am values (that is omsw) for all the subsequent
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calculations (i.e. even for those with the theoretical inelastic cross

sections) but if necessary to adjust om to achieve the best agreement with 

the experimental transport coefficients.

An analysis using MERT (see section 9.2) indicated that the

experimental beam results for the total cross section OTexP (Ferch et_ al.

1978) is consistent with Gm sw below 0.2 eV. The theoretical analysis of

Morrison and coworkers provided a means of extending the consistency check 

of oTexP and omsw beyound 0.2 eV. Using theoretical ratios of 07 to am 

(Morrison 1984) a total cross section based on amsw was calculated and 

compared with the corresponding experimental data (Fig. 9.2 and Table 9.3). 

Agreement with the experimental results for is very good up to 4 eV. 

Beyond that energy omsw becomes less accurate and any comparison is 

difficult to justify.

Figure 9.2 The momentum 
transfer cross section 
used in the present work 
(thick line) and the total 
cross section that is 
derived from it (thin 
line). Theoretical 
results for are shown
as (o). The experimental 
data for the total cross 
section of Ferch et_ al. 
(1978) are shown as (A) 
while the data of Jones 
and Bonham (see Trajmar et_ 
al. 1983) are shown as
(V).

electron energy (eV)
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Table 9.3 Comparison of the momentum transfer and total cross sections

e n ‘SW°m
(10~16

a th °m
cm2)

Aa

(%)

ö'pth/„ th ' °m aTsw
(10“

aTexP
cm2)

Ab

(%)
0.0 6.40 1 6.40
0.01 7.30 7.17
0.02 8.0 7.71 7.41 4
0.03 8.5 8.05 7.77 3.6
0.04 8.96 8.33 8.05 3.5
0.047 9.10 8.81 3.:3 0.92 8.37
0.05 9.28 8.50
0.06 9.56 8.68 8.52 1.9
0.07 9.85 8.87
0.08 10.1 9.67 4. 4 0.892 9.01 8.79 2.5
0.09 10.3 9.14
0.10 10.5 10.09 4. 0.882 9.26 9.19 0.8
0.13 11 .0 9.40
0.15 11.40 9.59
0.20 12.0 11 .65 3. D 0.845 10.14 10.05 0.9
0.30 13.0 12.76 2. 5 0.821 10.77 10.71 -0.3
0.40 13.9 11.2 11 .21 0
0.50 14.7 14.37 2. 3 0.700 11 .61 11 .62 0
0.60 15.6 14.96 4. 3 12.20 (11.90) 2.5
0.70 16.3 15.48 5. 3 0.773 12.6
0.90 17.1 13.2
1 .0 17.4 16.62 4.7 0.766 13.3 (12.8) 4.1
1 .1 17.7
1 .4 18.2
1 .5 18.25 17.38 5.0 0.785 14.3 (13.7) 4.6
1 .6 18.3
1.8 18.2
2.0 18.0 17.15 5.0 0.826 14.9 15.4 -3.3
2.5 17.8 16.34 8.9
3.0 17.0 15.24 11 .5 0.9411 16.0 16.2 -1 .2
4.0 14.8 12.92 14.5 1 .069 15.8 15.7 0.6
5.0 13.0
6.0 12.0 9.11 32 1 .33 15.9 13.9 14
10.0 7.65 4.93 55 1 .81 13.8 10.3 34

a difference between omth and omsw

b difference between 0'psw and ö-pexP (Ferch et_ al. 1978 up to 1.5 eV 

and Jones and Bonham above 1.5 eV-see Trajmar et al. 1983)
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9.4.4: Rotational cross sections. The agreement between the 

theoretical cross sections (from this point on the term theoretical will 

imply the data of Morrison and coworkers) and the swarm cross sections for 

the rotational excitation (J=0-2) is satisfactory. The maximum 

disagreement is 9.5$ at 250 meV. Although the theoretical result lies 

outside the error bounds of the swarm result at some energies the combined 

error bounds are always larger than the disagreement. The cross sections 

for rotational excitation are shown in Fig. 10.3 (see also Table 10.4).

J = 0 - 2

J = 1 - 3

J = 3 - 5

electron energy (eV)

Figure 9.3 Rotational excitation cross sections. Results based on the

swarm data are shown as the curve and the theoretical results as (o).
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Table  9.4 R o ta t i o n a l  e x c i t a t i o n  c ro s s  s e c t i o n s  f o r  th e  t r a n s i t i o n

J = 0 - 2 .

( a l l  c ro s s  s e c t i o n s  a re  in  I C T ^ c m ^

£
(eV)

^ o t ^
*

°rot
Aarot

arotSWath

( * )

0 . 0 4 7 0 . 0 1 8 2 0 . 0 1 8 5 1 . 6 0 . 0 1 8 5
0 . 0 5 0 0 . 0 2 5 5 0 . 0 2 7 0 5 . 9 0 . 0 2 7 0
0 . 0 5 5 0 . 0 3 4 2 0 . 0 3 5 2 . 3 0 . 0 3 5
0 . 0 6 0 0 . 0411 0 . 0 4 2 2 . 2 0 . 0 4 2
0 . 0 6 5 0 . 0 4 6 8 0 . 0 4 8 2 . 6 0 . 0 4 8
0 . 0 7 0 . 0 5 1 8 0 . 0 5 3 2 . 3 0 . 0 5 3
0 . 0 8 0 . 0 6 0 3 0 . 0 6 0 - 0 . 5 0 . 0 6 0
0 . 0 9 0 . 0 6 7 6 0 . 0 6 8 + 0 . 6 0 . 0 6 8
0 . 1 0 0 . 0 7 4 0 0 . 0 7 4 0 . 0 0 . 0 7 4
0 . 1  1 0 . 0 8 0 1 0 . 0 7 9 - 1  . 4 0 . 0 7 9
0 . 1 3 0 . 0 9 1 0 0 . 0 8 9 - 2 . 2 0 . 0 8 9
0 . 1 5 0 . 1 0 1 2 0 . 0 9 9 9 - 2 . 2 0 . 0 9 9 9
0 . 2 0 0 . 1 2 5 8 0 . 1  20 - 4 . 8 0 . 1  20
0 . 2 5 0 . 1  50 0 . 1 3 7 - 9 . 5 0 . 1 3 7
0 . 3 0 0 . 1 7 5 0 . 1 6 0 - 9 . 4 0 . 1 6 0
0 . 3 5 0 . 2 0 1 3 0 . 1 8 5 - 8 . 8 0 . 1 8 5
0 . 4 0 0 . 2 2 8 8 0 . 2 1 0 - 8 . 9 0 . 2 1 5 * *
0 . 4 5 0 . 2 5 5 0 . 2 3 6 - 8 . 1 0 . 2 4 5 * *
0 . 5 0 0 . 2 8 2 0 . 2 6 3 - 7 . 1 0 . 2 7 8 * *
0 . 6 0 0 . 3 4 9 0 . 3 2 1 0 . 3 4 9
0 . 7 0 0 . 4 2 3 5 0 . 3 8 5 0 . 4 2 3 5
6 . 8 0 0 . 4 9 8 6 0 . 4 5 2 0 . 4 9 8 6
0 . 9 0 0 . 5 7 7 7 0 . 5 2 0 0 . 5 7 7 7
1 . 0 0 0 . 6 5 9 9 0 . 5 9 2 0 . 6 5 9 9
1 . 2 0 0 . 8 3 0 1 0 . 7 8 1 0 . 8 3 0 1
1 . 5 0 1 . 0 8 2 0 . 9 6 5 1 . 0 8 2
2 . 0 1 . 4 3 2 1 . 3 0 2 1 . 4 3 2
2 . 5 1 . 6 5 7 1 . 5 6 6 1 . 6 5 7
3 . 0 1 . 781 1 . 7 8 0 1 . 781
3 . 5 1 . 8 3 3 1 . 8 1 9 1 . 8 3 3
4 . 0 1 . 8 3 5 1 . 7 7 0 1 . 8 3 5
5 . 0 1 . 7 5 8 1 . 5 4 7 1 . 7 5 8
6 . 0 1 . 6 3 9 1 . 3 7 0 1 . 6 3 9
7 . 0 1 . 5 1 3 1 . 2 3 7 1 . 5 1 3
8 . 0 1 . 3 9 4 1 . 1 1 8 1 . 3 9 4

1 0 . 0 1 . 1 9 0 0 . 9 0 2 1 . 1 9 0

*Haddad and Crompton (1980)
**merged va lues
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The disagreement between the two cross sections is nevertheless 

significant for the calculation of the transport coefficients. As can be 

seen from Fig. 9.4 the results of the calculations for both sets of cross 

sections agree very well with the experimental results up to 1.2 Td. Above 

that value the predictions based on orotth are outside the experimental 

error bounds. The electron energies corresponding to the range between 1 

and 2 Td are such (see dot-dash line in Fig. 9.4) that the differences 

between the vibrational excitation cross sections (see next Section) cannot 

significantly affect the transport coefficients at these E/N values. 

Therefore the fact that the deviations of the calculated data from the 

experimental data in the range 1.2 to 2 Td are larger when the theoretical 

rather than the swarm-derived cross sections are used can only be 

attributed to the difference between the rotational cross sections.

Identical momentum transfer cross sections were used in both sets (see 

Section 9.4.3) but an attempt was made to optimize the fit by adjusting am . 

An overall increase to omsw of between 3 and 5% (note that the theoretical 

cross section is already smaller than omsw) led to the situation where 

the calculated v<~[r values were within the experimental error bounds but the 

calculated D-p/p values were even further from the exprimental data. It was 

not possible to achieve simultaneous agreement between calculated and 

experimental values of both vdr and D^/p by adjusting am . Therefore it 

must be concluded that the difference between the theoretical and swarm 

rotational excitation cross sections for the J=0-2 transition is 

significant and that the theoretical result is incompatible with the 

transport data. In fact if the arotsw of Haddad and Crompton (1980) is 

used up to 0.5 eV even better agreement is achieved. However, it was 

considered that any scaling of arott5l(J=0“2) at energies higher than 0.5
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eV, where it was used to extrapolate arotsw(J=0-2) (see Section 9.4.1), was 

not justified because the results obtained by using it were still in 

satisfactory agreement with the transport data.

<e>

E/N (Td)

Figure 9.4 The differences between the calculated transport 
coefficients and the experimental values for low values of E/N. In all the 
figures in this chapter the differences between D^/p values will be shown 
using a thick line (solid and dashed for those calculated using the 
swarm-derived and theoretical cross sections respectively) and the 
differences between drift velocities will be shown using a thin line. The 
dot-dash line shows the values of average energies for the corresponding 
E/N values. The experimental error bounds are also shown.
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A comparison between the cross sections for the J = 1 — 3 transition (see 

Table 9.5 and Fig. 9.3) reveals that the agreement between these two cross 

sections is somewhat worse than in the case of J = 0-2 transition. 

Nevertheless, all but the values at the two lowest energies at which 

arotth(J=1“3) is tabulated are within the rather wide error bounds of the 

swarm cross section. Therefore the agreement between the experimental 

transport data and the data calculated using the theoretical cross section 

for n-H2 at 77 K (Fig. 9.5) and n-H2 at 293 K (Fig. 9.6) is still good for 

the low values of E/N. Again, as for p-H2 , the results based on the 

theoretical cross section are outside the experimental error bounds around 

2 Td. This indicates that arottn( J = 1 -“3) is also too high at energies 

between 0.2 and 0.5 eV. However, when the swarm cross section is used up 

to 0.35 eV and then merged to the theoretical cross section the calculated 

values of the transport coefficients are in good agreement with the 

experimental data.

Theoretical cross sections for the J=2-4 and J=3“5 processes were used 

in the calculations (see Table 9.6 and Fig. 9.3). Since the populations of 

the J=2 and J=3 levels are relatively low (see Appendix 6) the accuracy of 

the representation of the corresponding cross sections is not critical. 

Thus, when the cross sections scaled from the J=0-2 cross section (see 

Section 9.4.1) were replaced by the theoretical results, which differed by 

up to 30$ below 0.5 eV, only small changes of the calculated transport 

coefficients were observed.

It may be concluded that the theoretical rotational excitation cross 

sections are essentially in agreement with those obtained from the swarm 

data, although better agreement between experimental and calculated 

transport data can be obtained by reducing the theoretical cross sections
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by up to 10% above 0.2 eV. Finally it should be noted that the error 

bounds on the present rotational excitation cross sections at low energies 

are the same as those previously claimed, namely 5% for J=0-2 transition 

(Crompton et al. 1969) and 15? for J=1—3 transition (Gibson 1970). 

However, the error bounds of the swarm-derived cross sections increase 

rapidly above 0.35 eV; for the J = 0-2 transition the uncertainty of the 

cross section at 0.5 eV is 10?, while above that energy the cross section 

cannot be determined uniquely.

E/N (Td)

Figure 9.5 Comparison of the results for the transport coefficients 
calculated using the two sets of cross sections with experimental data for 
n-H2 at 77 K.
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293K

E/N (Td)

Figure 9.6 Comparison of the results for the transport coefficients 
calculated using the two sets of cross sections with experimental data for 
n-H2 at 293 K.
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Table 9 .5  R o ta t i o n a l e x c i t a t i o n  c ro s s s e c t i o n s  f o r  th e  J='l~3 t r a n s i t i o n

£

(eV) aar o t
*

° r o t

A°rot

0th

(?)

ar o t SW

0.08 0.0131 0.0170 23 0.0170
0.085 0.0180 0.0215 16 0.0215
0.090 0.0207 0.0250 17 0.0250
0.095 0.0235 0.0275 14 0.0275
0.100 0.0264 0.0295 10 0.0295
0.11 0.0310 0.0335 7.5 0.0335
0.12 0.0357 0.0380 6.0 0.0380
0.13 0.0395 0.0410 3.6 0.0410
0.15 0.0469 0.0470 0.2 0.0470
0.20 0.0630 0.060 5.0 0.060
0.25 0.0779 0.0740 5.3 0.074
0.30 0.0935 0.088 6.3 0.088
0.35 0.1092 0.1025 6.5 0.1035**
o.4o 0.1257 0.1175 7.0 0.120**
0.45 0.1422 0.1330 6.9 0.0139**
0.50 0.1607 0.149 7.9 0.1600**
0.55 0.1772 0.165 0.1772
0.60 0.1977 0.181 0.1977
0.65 0.2197 0.200 0.2197
0.70 0.2409 0.220 0.2409
0.80 0.2854 0.270 0.2854
0.90 0.3324 0.316 0.3324
1 .0 0.3811 0.364 0.3811
1 .5 0.6338 0.590 0.6338
2.0 0.8455 0.81 0 0.8455
2.5 0.9832 0.980 0.9832
3.0 1 .060 1 .066 1 .060
3.5 1 .093 1 .092 1 .093
4.0 1 .096 1 .078 1 .096
4.5 1 .079 1 .048 1 .079
5.0 1 .052 6.992 1 .052
6.0 0.9815 0.883 0.9815
7.0 0.9065 0.779 0.9065
8.0 0.8354 0.693 0.8354

10.0 0.7134 0.558 0.7134

*Haddad amd Crompton (1980) 

**merged va lues
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Table 9.6 Cross sections for the rotational excitation (J=2-4 and

J=3~5) used in the present work.

e
(eV)

örot J - 2-4 °rot J ~ 3~5

0.15 0.0278 0.0153
0.20 0.0433 0.0329
0.25 0.0579 0.0458
0.30 0.0704 0.0587
0.35 0.0855 0.0717
0.40 0.0984 0.0821
0.45 0.1124 0.0983
0.50 0.1277 0.1116
0.60 0.1602 0.1408
0.70 0.1969 0.1745
0.80 0.2340 0.2090
0.90 0.2730 0.2460
1 .00 0.3110 0.2860
1 .50 0.5290 0.4816
2.00 0.6840 0.6540
2.50 0.8320 0.7685
3.0 0.9190 0.8350
3.5 0.9290 0.8620
4.0 0.9350 0.8640
4.5 0.9200 0.8530
5.0 0.870 0.8300
5.5 0.844 0.8040
6.0 0.819 0.7750
7.0 0.763 0.7160
8.0 0.704 0.6610
10.0 0.605 0.5650
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9.^.5: Vibrational excitation; splitting of the cross section into

rotationally elastic and inelastic parts. Since the rotational 

excitation cross sections (arotsw) used in the earlier swarm data analysis 

(Crompton et al. 1969; Henry and Lane 1969; Haddad and Crompton 1980) were 

not much different from the new cross sections (the modifications arising 

from the new theoretical results at higher energies) one cannot expect 

major changes in the swarm-derived vibrational cross section ov^  as 

compared to the data of Haddad and Crompton (1980) when örotth is used to 

extrapolate the J=0-2 rotational excitation cross section instead of the 

previously used cross section of Henry and Lane. A potentially important 

difference from previous analyses is the inclusion of rotationally 

inelastic vibrational excitation "splitting" in the present work.

The theoretical calculations were used to divide the v=0-1 vibrational 

excitation cross section into its rotationally elastic and inelastic 

components. The theoretical results for the ratio between the two 

components agree very well with the experimental results of Linder and 

Schmidt (1971). The energy losses (see Appendix 4) for the AJ=0 and AJ=2 

processes differ by about 10$. Figure 9.7 shows the importance of the 

inclusion of this effect for P-H2 ; the differences are always less than 1$. 

The differences are small but nevertheless significant for H2 , but would be 

of less importance for other molecular gases because of the very much 

smaller energy losses in rotational excitation.

No attempt was made to split the v = 0-2 and v = 0-3 cross sections 

into rotationally elastic and inelastic components. The overall 

contribution of these two processes is small while their energy losses are 

higher so that the importance of the additional energy loss due to AJ = 2

transition is smaller.
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diff.

-0.5

12.5 17.5 22.5
E/N (Td)

Figure 9.7 Influence of splitting of the vibrational excitation cross 
section. The differences between the transport data calculated with and 
without splitting are shown for p-H2 at 77 K.

For n-*H2 it is necessary to use four cross sections for vibrational 

excitation (v=CM ) because of the significant J=1 rotational state 

population. This is because the energy losses for J=1-3 and J=0-2

transitions differ significantly (Appendix 4) and there is even a small 

difference (0.7 meV) between the losses for the rotationally elastic 

transitions. However, for hydrogen the difference in the ratio of the y

cross sections for rotationally elastic and inelastic transitions is such 

that it compensates very well for the different energy losses (i.e. for 

J=0-2 or J=1^3) except close to threshold. Therefore it proved possible to
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analyse the data for n-H2 (at 77 and 293 K) by using only the cross

sections for J=0-0 and J = 0-2 transitions. When the full set of v=0-1 

vibrational cross sections is used for n-H2 at 77 K (a set that also 

includes appropriately scaled and weighted cross sections = 1 — 1) and

Gv i b ( J = 1 - 3 ) ) the calculated transport coefficents are not more than 0.13% 

different from those calculated using the cross sections for 0-0 and 0-2 

transitions only. For the room temperature calculations the vibrational 

cross section should be split into at least eight different cross sections.

The data were not available to enable such a set to be constructed, but 

calculations were made using the set of vibrational excitation cross

sections for n-Ü2 and p-H2- The agreement was similar to the one reported 

above even for Ar-H2 mixtures where one would expect the largest 

sensitivity to the energy losses (see Section 9.4.7).

It may therefore be concluded that in the analysis of the transport 

data for H2 the cross section for v=0-1 vibrational transition should be 

split into its rctationally elastic and inelastic components and that the 

splitting appropriate for P-H2 at 77 K is adequate for n-H2 at both

temperatures.

9.4.6; Vibrational excitation: comparison of cross sections. As

expected, when the cross sections of Haddad and Crompton (1980) are used 

the calculated transport data are in very good agreement with the

experimental transport data. However, when the vibrational excitation 

cross section (v=0-1) is split into its rotationally elastic and inelastic c. 

parts the disagreement with the experimental data exceeds 2% both for drift 

velocities and characteristic energies. Improvement (leading to agremeent 

to within \% for DT/p and v^p) was achieved when avib (v=0-1) was scaled by
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0.85 and reduced slightly more (by up to 3%) close to the threshold. The 

theoretical results of Morrison et al. for the cross sections for the v=0-1 

transition and the corresponding splitting factors (SF) are shown in Table 

9.7 along with some other experimental or theoretical data. The results of 

the present analysis are also shown.

On the other hand if the theoretical vibrational cross sections are 

used the calculated transport coefficients are in serious disagreement with 

the experimental results (Figure 9.8; see also Fig. 9.5 and Fig. 9.6). The 

disagreement is well beyond the experimental uncertainty.

The momentum transfer cross section was modified in an attempt to 

achieve better agreement with the transport coefficients. As expected the 

modifications that led to a better fit for one of the transport 

coefficients meant worse agreement for the other. It is especially 

difficult to fit D-p/y values by modifying only om . For example, if the 

values of D-p/y are brought into agreement with the transport data to within 

2% the differences between the experimental and calculated drift velocities 

exceed M%. If the drift velocities are brought into agreement, there is 

an additional Y% difference between calculated and experimental values of 

D-p/y bringing the disagreement to 9.5% at some values of E/N.

Since (v=0-1) is considerably larger than övpt>sw(v=0-1) (Table 

9.7) the use of results in calculated energy losses that are too 

large, and clearly, the addition of a hypothetical inelastic process could 

not reconcile Ovib^ with the experimental electron transport data. 

However, one might argue that a reduction of ovpb(v=0“2) and other 

higher-order inelastic cross sections could compensate for this. Present 

calculations show that this is not possible. If one uses the final set for 

p-H2 > and reduces to zero the cross sections for all inelastic processes
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apart from arot(J=0-2) and crv i t> (v=0— 1) the maximum deviation of the 

transport coefficients from those calculated with the full set is 1 .056 for 

vcjr and 3.556 for D^/y. This is insufficient to compensate the 5.8$ and 

8.8$ differences that result from using aVibth for p-H2 (see Fig. 9.8).

< e >

6 8 10
E/N (Td)

Figure 9.8 Comparison of the results for the transport coefficients in 
p-H2 at high values of E/N based on the two sets of cross sections.

To conclude, it should be noted that the disagreement between 

and avibSW li-es outside the combined uncertainties claimed for each. The 

maximum difference is 81$ (of avibsw) or ^5$ (of aVj_bth) (Table 9.7 and 

Fig. 9.9). However one should note also that the theoretical data agree 

well with the data of Ehrhardt £t al. (1968) in the low energy range, while 

for energies higher than 5 eV the disagreement is quite significant (65$ at
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10 eV) ( see  F ig .  9 . 1 0 ) .  Note t h a t  in  F ig .  9.10 the  t o t a l  v i b r a t i o n a l  

e x c i t a t i o n  c ro s s  s e c t i o n  of Haddad and Crompton (1980) i s  p l o t t e d  in  o rd e r  

t o  make the  comparison with  E h rha rd t  _et a d . ’ s c ro s s  s e c t i o n  in  which the  

r o t a t i o n a l l y  e l a s t i c  and i n e l a s t i c  components a re  u n re s o lv e d .  Haddad and 

Crompton’ s c ro s s  s e c t i o n  i s  th e  one t h a t  l e a d s  to  the  b e s t  f i t  w ith  the  

t r a n s p o r t  da ta  when the  s p l i t t i n g  i s  not  accounted  f o r .

/
/ / »

electron energy (eV)

F igure  9.9 V ib r a t i o n a l  

e x c i t a t i o n  c ro s s  s e c t i o n s  

f o r  hydrogen.  The

t h e o r e t i c a l  r e s u l t s  a re  

shown us ing  t h i n  l i n e s  and 

the  swarm r e s u l t  us ing 

th i c k  l i n e s .  R o t a t i o n a l l y  

i n e l a s t i c  c ro s s  s e c t i o n s  

are  shown wi th  dashed 

% l i n e s  and r o t a t i o n a l l y  

e l a s t i c  c ro s s  s e c t i o n s  a re  

shown wi th  s o l i d  l i n e s .

c.
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Table  9 .7  V i b r a t i o n a l  c ro s s  s e c t i o n s  (10 16 cm2) f or  hydrogen.

e
(eV)

° v ib th
J -0 -0

SF

oVi b th
J - 0 - 2

° v ib th
J-1-1

SF

av ib th
J - 1 - 3

° v i b th

TOTAL

0.525 0.0012

0.575 0.0046 0.0006 0.0052

0.60 0.0069 0.81 0.00157 0.0084 0.96 0.00034 0.00847

0.65 0.0110 0.72 0.004 0.0137 0.90 0.0015 0.0150

0.7 0.0156 0.68 0.0071 0.0197 0.85 0.0032 0.0227

0.8 0.0257 0.62 0.0151 0.0337 0.82 0.0076 0.0408

0 .9 0.0377 0.59 0.0253 0.0500 0.79 0.0134 0.0630

1 .0 0.0507 0.57 0.0376 0.068 0.77 0.0205 0.0883

1 .1 0.0651 0.55 0.0522 0.0887 0.75 0.0289 0.1173

1 .2 0.0800 0.54 0.0684 0.1103 0.74 0.0384 0.1484

1 .4 0.1109 0.51 0.1049 0.1562 0.72 0.0600 0.2158

1 .5 0.1262 0.50 0.1245 0.180 0.71 0.0715 0.2507

1 .6 0.1410 0.49 0.1442 0.2852

2.0 0.1874 0.47 0.2138 0.276 0.69 0.125 0.4012

2.5 0.2095 0.45 0.2589 0.315 0.67 0.153 0.4684

3.0 0.2069 0.44 0.2681 0.316 0.66 0.1 60 0.4750

3.5 0.1944 0.43 0.2608 0.300 0.66 0.156 0.4552

4.0 0.1785 0.42 0.2447 0.277 0.66 0.1 46 0.4232

4.5 0.1449 0.42 0.2034 0.227 0.65 0.122 0.4083

6.0 0.1169 0.41 0.1647 0.183 0.65 0.099 0.2816

7 .0 0.0954 0.41 0.1332 0.149 0.65 0.082 0.229

8 .0 0.0793 0.42 0.1088 0.123 0.65 0.065 0.1881

10.0 0.0577 0.43 0.0753 0.0880 0.66 0.045 0.1330
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e
( e V )

E h r h a r d t  
e t  a l . 

TOTAL

L i n d e r  a n d  S c h m i d t  

J = 1 - 1  SF J  = 1 — 3 TOTAL

K l o n o v e r  a n d  K a l d o r  

AJ = 0 AJ = 2 TOTAL

0 . 6 0 0 . 0 1 7 2

0 . 8 0 0 . 0 4 7 1

0 . 8 5 0 . 0 5 8 6

1 . 0 0 . 0 9 4 5 ( 0 . 0 7 )  ( 0 . 0 3 5 ) ( 0 . 1 0 5 )

1 .1 0 . 1 2 3

1 . 4 0 . 2 1 3

1 . 5 ( 0 . 1 9 7 5 ) 0 . 6 9 ( 0 . 0 8 4 8 ) ( 0 . 2 8 7 3 ) 0 . 1 4  0 . 0 8 0 . 2 2

1 . 6 0 . 2 7 4

1 . 7 0 . 3 0 8

2 . 0 0 . 4 0 3

2 . 5 0 . 2 7 2 0 . 0 9 0 . 1 2 0 0 . 3 9 2 0 . 2 4  0 . 1 3 0 . 3 7

2 . 6 0 . 4 9 5

3 . 0 0 . 5 1  2

3 . 5 0 . 2 8 5 0 . 6 8 0 . 1 3 6 0 . 4 2 2 0 . 2 5  0 . 1 4 0 . 3 9

4 . 0 0 . 4 4 1

4 . 5 0 . 3 9 1 0 . 2 3 7 0 . 6 6 0 . 1  22 0 . 3 5 9 0 . 2 2  0 . 1 2 0 . 3 4

5 . 0 0 . 3 4 2 7

6 . 0 0 . 2 7 8 0 . 1 8 7 0 . 6 5 0 . 1 0 1 0 . 2 8 8 0 . 1 5  0 . 0 9 0 . 2 4

7 . 0 0 . 2 1 3

8 . 0 0 . 1 5 1 6 0 . 1 1 5 5 0 . 6 2 0 . 0 6 9 9 0 . 1 8 5 4 0 . 1 1  0 . 0 7 0 . 1 8

1 0 . 0 0 . 0 8 7 4 0 . 7 6 1 0 . 6 6 0 . 0 3 8 8 0 . 1 1 5
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£
( eV )

Haddad  & 
Crompton

TOTAL

PRESENT

J = 0 ~ 0  J = 0 - 2

A°vib AOyib

0th

( ? )

0SW

( %)

0 . 5 6 0 . 0 0 4 5 0 . 0 0 3 6

0 . 6 0 0 . 0 0 9 0 . 0 0 5 9 0 . 0 0 1 4

0 . 6 5 0 . 0 1 4 5 0 . 0 0 8 6 0 . 0 0 3 3

0 . 7 5 0 . 0 2 7 0 . 0 7 4 7 0 . 0 0 8 0

0 . 8 5 0 . 0 4 0 0 . 0 2 0 6 0 . 0 1 3 4

0 . 9 5 0 . 0 5 5 0 . 0 2 7 0 0 . 0 1 9 7

1 . 0 0 0 . 0 6 3 5 0 . 0 3 0 5 0 . 0 2 3 5 40 66

1 . 0 5 0 . 0 7 2 0 0 . 0 3 4 2 0 . 0 2 7 0

1 . 1 0 0 . 0 8 0 0 . 0 3 7 4 0 . 0 3 0 6 43 74

1 . 1 5 0 . 0 9 4 0 . 0 4 3 3 0 . 0 3 6 6

1 . 2 0 0 . 1 0 0 0 . 0 4 5 3 0 . 0 3 9 7 44 76

1 . 3 0 0 . 1 2 2 0 . 5 4 1 0 . 0 5 0 0

1 . 4 0 0 . 1 4 0 0 . 0 6 1 1 0 . 0 5 8 9 45 81

1 . 6 0 0 . 2 0 3 0 . 0 8 6 3 0 . 0 8 9 1 39 63

1 . 8 0 0 . 2 5 8 0 . 1 0 7 2 0 . 1 1 7 6

2 . 2 0 0 . 3 4 3 0 . 1 4 0 0 . 1 6 4

oC
M 0 . 4 0 0 0 . 1 6 2 0 . 1 9 5

2 . 6 0 0 . 4 4 0 . 1 7 7 0 . 2 1 9

3 . 0 0 . 4 8 0 . 1 9 1 0 . 2 4 8

3 . 5 0 . 4 8 0 . 1 9 2 0 . 2 5 5

4 . 0 0 . 4 4 0 . 1 7 7 0 . 2 4 1

4 . 5 0 . 3 9 0 . 1 5 8 0 . 2 1 9

5 . 0 0 . 3 5 0 . 1 4 4 0 . 2 0 1

6 . 0 0 . 2 8 0 . 1 1 8 0 . 1 6 7

7 . 0 0 . 2 1 0 . 0 8 9 4 0 . 1 2 5

8 . 0 0 . 1 5 2 0 . 0 6 5 0 0 . 0 8 9 7

9 . 0 0 . 1 1 9 0 . 0 5 1 6 0 . 0 6 9 8

1 0 . 0 0 . 0 8 7 4 0 . 0 3 8 4 0 . 0 5 0 8
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EHRHARDT ET AL. / •x*

SWARM EXPERIMENT

06 08 1.0 12 14 1.6 18 ZO
Electron Energy (eV)

Figure 9.10 Vibrational excitation cross sections for hydrogen v=0-1 
(total). The data of Ehrhardt et_ al. (1968) are presented as points, the 
theoretical results as a dashed line and the cross section of Haddad and 
Crompton (1980) as a solid line.

The theoretical results of Klonover and Kaldor (1979) lead to somewhat 

better agreement with the swarm data than those of Morrison and coworkers 

(1984) but the agreement is still far from satisfactory. The results of 

Linder and Schmidt (1971) are generally slightly lower than those of 

Ehrhardt £t al. (1968) but are not sufficiently numerous in the energy 

range 1-2 eV, the most important energy range for this discussion, to draw

a definitive conclusion.



276

9.^.7: Sensitivity of the transport data to local perturbations of

ovih (y = 0-1): analysis of the accuracy of the swarm cross section. 

The fact that swarms are not monoenergetic tends to obscure the 

relationship between the cross sections and the transport coefficients at 

specific values of E/N. An illustration of this fact in the case of 

°vib^v = 0-1) will be given here. As a result of the following analysis 

the error bounds of the vibrational excitation cross sections will be 

determined. The procedure to be described is a more detailed study of the 

accuracy of a swarm-derived cross section than the the usual procedure of 

multiplying the cross section by a constant over the entire energy range. 

It could be argued that the cross section has a sharp feature that might be 

undetectable in the swarm analysis, or that by increasing the cross section 

at some energy one could compensate for values that are too low at some 

other energy, and therefore that the swarm-derived cross section could have 

a completely unrealistic energy dependence. The application of a 

multiplying constant to check the accuracy of the swarm-derived cross 

section does not reveal such inaccuracies whereas the present procedure 

does.

First, a "local” perturbation to the cross section will be defined. To 

produce a perturbation the cross section is reduced by a certain percentage 

("depth") starting from a certain energy ("threshold") and extending for a 

certain range ("width"). Widths are normalized in such a way that the 

ratio of the width of the perturbation to the halfwidth of the energy 

distribution function at the value of E/N where the local perturbation has 

the largest influence is kept approximately the same. When investigating 

the effect of such a perturbation on the transport coefficients only the 

threshold energy of the perturbation is initially varied. First, a
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perturbation of width W-| and threshold T-| is applied. The value of E/N is 

found at which the influence of this perturbation is the largest, and the 

corresponding value of eD-p/p (se^i) is used as a measure of the width of 

the distribution function. The next step is to change the threshold to T2 , 

keeping the same width (W-|). The E/N value that now corresponds to the 

maximum deviation is different and so is the corresponding characteristic 

energy For the final calculation at this threshold (T2) the width W2 

is chosen such that W2=Wl(Gk2/ek1)* This means that the ratio of the width 

of the perturbation to the width of the electron energy distribution 

function is approximately constant, differing only as a result of changes 

in the shape of the electron energy distribution function. In this way the 

influence of the perturbation is kept at an approximately constant level 

while the value of E/N where the effect is a maximum is changed.

The results are shown on Fig. 9.11 (a-d). The width of the local 

perturbation is chosen to have a significant effect on the transport 

coefficients, that is, an effect which could not pass unnoticed in the 

swarm analysis. As can be seen, the chosen widths, starting from 0.25 eV 

at the lowest energy, have an influence over a wide range of E/N.

From the results presented one can conclude that the transport data are 

sensitive to local perturbations of 25$ for values of T up to 2 eV. Of 

course they are very responsive to perturbations around the threshold 

energy for this process (0.516 eV) and up to perhaps 1.6 eV.

Above 2 eV perturbations extending from the threshold upwards had to be 

used in order to have a significant effect on the transport coefficients. 

Results are presented for two different depths, 25 and 50$, in Fig. 9.12 (a 

and b). They indicate that the overall accuracy of the cross section aVib 

(v=0-1) from 2 to 4 eV should be better than 25$ while above 4 eV it
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should be better than 50%. This narrows the energy range of the cross 

section based on the available electron transport data in parahydrogen to 

the energy range between threshold and 2 eV.

If the vibrational cross section is increased by 10% over the entire 

energy range the differences between the experimental and calculated 

transport coefficients become significantly larger than the error bound. 

Therefore it may be concluded that the vibrational excitation cross section 

is known to within 10% in the energy region up to 2 eV. The tests 

described above show that the cross section could vary locally by 25% in a 

narrow energy range of between 0.25 eV close to the threshold and 0.6 eV 

around 2 eV. It is, however, hard to accept that such a local inaccuracy 

would pass unnoticed since the shape of the cross section would not be 

smooth. Above 2 eV the overall accuracy of the swarm cross section

obtained from the presently used data is ±25% and above 4 eV it is ±50%.

9.4.8: Electron transport coefficients in argon-hydrogen mixtures. 

Measurements and analysis of transport coefficients in mixtures were used 

by Engelhardt and Phelps (1964) and Haddad and Crompton (1980) to determine 

the cross sections in hydrogen. As will be seen the advantage of this 

technique is that it is possible to have a sensitivity to a particular 

process that is greater than in the pure gas. Another advantage is that it 

provides a wide range of independent data and therefore the uniqueness of 

the derived cross sections may be improved.

The experimental data obtained by Haddad and Crompton were compared 

with the predictions based on the cross sections presently derived and the - 

theoretical cross sections. There was no need to make corrections to the 

two-term results for either transport coefficient at any of the values of
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Figure 9.12' a) Influence of wide perturbations on calculated drift 
velocities for p~H2 at 77 K; b) Influence of wide perturbations on 
calculated values of Dy/y for p-H2 at 77 K.
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E/N used. This was shown by carrying out multiterm calculations with 

appropriate differential cross sections. The results of these calculations 

confirmed the conclusion of Haddad and Crompton (1980) that the multiterm 

corrections do not exceed 0.3$ for DT/p and 0.1$ for v<jr .

Ar-H

293K

<£>

E/N (Td)

Figure 9.13 Comparison of the transport coefficients for the 0.5$ 
Ar-H2 mixture calculated using the theoretical (thin line) and the 
swarm-derived (thick line) cross sections. The values of D-p/p and v^r are 
shown as dashed and solid curves respectively.

The results are presented in Fig. 9.13 and Fig. 9.14. Haddad and 

Crompton found differences between the predicted and experimental values of
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up to 3«5% for DT/y and 2.5$ for v<jr . Using the present cross sections the 

calculated values differ from the experimental data by less than 2.5$ for 

D-p/y and 1$ for v^p and therefore do not exceed the experimental error 

bounds. However, if the theoretical vibrational cross section is used in 

the calculations the differences are as large as 5$ for D-p/y and 8$ for 

v^r . The average energies in the E/N region used (see Fig 9.13) are such 

that the difference may be attributed to to the differences in the 

vibrational cross sections. In all the calculations the momentum transfer 

cross section for argon derived by Haddad and O ’Malley (1982) was used.

Ar-H

293K

E/N (Td)

Figure 9.14 Comparison of the transport coefficients for the 4$ Ar-H£ 
mixture calculated using the theoretical (thin line) and the swarm-derived 
(thick line) cross sections.
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One could perhaps ask the following question: if in pure hydrogen the 

discrepancies for the D-p/y values exceed 8% why in the mixtures are they 

never more than 5$? A qualitative explanation can be given based on an 

approximate form of the energy balance equation neglecting elastic energy 

losses (see Chapter 3):

e E vdr = ep <vp> = N <apc> . (9.1)

In the ranges of E/N used in the analyses, the energy balance, both in pure 

H2 and in the mixtures, is determined mainly by the vibrational excitation 

cross section. In the case of the mixtures, the argon momentum transfer 

cross section increases sharply with energy in the range corresponding to 

the range of the most probable swarm energies. Further, it is important to 

note that the momentum transfer cross section in the mixture is dominated 

by the argon momentum transfer cross section (because of the low hydrogen 

concentration) but that the inelastic losses are solely due to the hydrogen 

and entirely dominate the elastic losses. If we now assume that the swarm 

vibrational cross section gives the correct energy and momentum balance 

both in pure H2 and in the mixtures, then its replacement by the higher 

theoretical cross section would increase the vibrational energy loss and 

tend to suppress the mean energy and <c>. Since the drift velocity is 

given approximately by vdr = eE/mN<omc> a reduction in <c> leads to an 

increase in vdr. Because of the very rapidly increasing am in the mixture 

compared with the very weak energy dependence in pure H2, only a small .,5- 

change in the swarm energy and hence D-p/y is required to restore the . 

balance between the power input from the field and the energy loss rate in 

the case of the mixture (i.e. restore equality between the two sides of
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equation 9.1), whereas a larger change is required for pure H2 . 

Nevertheless the smaller change in the swarm energy in the mixture leads to 

a larger change in v^r than in the pure gas, again because of the rapidly 

increasing am with energy in the mixture. (Note that if vm = const, a 

condition that is approached in H2 but is strongly violated in the mixture, 

the energy balance would be restored entirely by a change in the swarm 

energy since the power input from the field would then be constant.)

The enhanced sensitivity of V(jr in the mixture to the vibrational 

excitation cross section is one of the major advantages of the mixture 

technique using Ar. Use of the technique also enables one to base the

analysis on drift velocity data alone, enabling one to use the two-term 

theory with negligible error and experimental data having the highest 

intrinsic accuracy. There are fewer problems in interpreting the raw 

experimental data from drift tubes in terms of the drift velocity than in 

deriving D-p/y data from the Townsend-Huxley experiment, and thus the 

accuracy of the experimental data for v^r is normally higher than for D-p/y 

data. Nevertheless, the D-p/y data available for the Ai— H2 mixtures fully 

confirm the conclusions that follow from an analysis of the vdr data alone.

9.5: Electron Transport Coefficients in a Helium-Hydrogen Mixture

9.5.1: Introduction. One of the necessary conditions for the 

application of the mixture technique is that the cross sections for the 

buffer gas must be known very accurately. It could be argued that, since t 

there are still some discrepancies between recent determinations of the 

momentum transfer cross sections for argon, the results obtained from Ar-H2 

transport data are not a conclusive proof that the swarm-derived cross
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sections for H2 are superior to the theoretical cross sections. Because 

this objection could be made to the results obtained in the previous 

section and by Haddad and Crompton (1980) it was decided to perform 

measurements in helium-hydrogen mixtures. The momentum transfer cross

section for helium is known very accurately (to within ±2$ see Crompton et 

al. 1967; O'Malley et al. 1979; Nesbet 1979) and therefore helium is a good 

candidate for the application of the mixture technique. A major 

disadvantage is that the momentum transfer cross section is only weakly 

dependent on the electron energy in the range of interest and therefore the 

sensitivity to the inelastic processes is reduced when helium rather than 

argon is used. The fact that the sensitivity is reduced could make it 

difficult to differentiate between the two cross section sets if the 

differences in drift velocities predicted on the basis of these two sets 

were comparable to the experimental uncertainty.

In order to compensate for the reduced sensitivity a different approach 

to the mixture technique was adopted. First, drift velocities in pure 

helium and in a mixture of helium with hydrogen were measured. The 

differences between the drift velocities measured under identical 

conditions with and without hydrogen were then determined. Calculations 

were then performed for pure helium and for the helium-hydrogen mixture and 

the differences calculated. In this way predictions based on different H2 

cross section sets could be compared with experimental data that were free 

from subject to most systematic errors. The residual systematic errors are 

those arising from the determination of the mixture composition, and due to * 

a possible change of the temperature between the two measurements.
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Table 9.8 Drift velocities (10^ cm s 1') in pure helium.

Previous Experiments p(kPa)
E/N

(Td)

Milloy & 
Crompton 
(1977)

Huxley & 
Crompton 
(1974)

13.423 8.0581 6.61 Final

0.25 2.41 2.414 2.414

0.3 2.65 2.652 2.652

0.35 2.87 2.872 2.872

0.4 3.08 3.074 3.072 3.073

0.5 3.44 3.436 3.436 3.436

0.6 3.77 3.764 3.768 3.766

0.7 4.07 4.062 4.067 4.065

0.8 4.35 4.336 4.338 4.337

1.0 4.85 4.843 4.839 4.841

1.2 5.30 5.297 5.305 5.301

1.4 5.73 5.721 5.723 5.722

1.7 6.33 6.310 6.310

2.0 6.86 6.858 6.852 6.856

2.5 7.68 7.69 7.711 7.705 7.708

3.0 8.49 8.52 8.516 8.516

3.5 9.26 9.27

4.0 10.01

5.0 11.52

6.0 13.13

7.0 15.03
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T a b l e 9 . 9  D r i f t v e l o c i t i e s ( 1 0 5  cm s 1 ) i n  10. ,6955 H2“ He m i x t u r e .

E/N

(Td) 1 3 . 4 2 3 8 . 0 5 8 1

P ( k P a )

6 . 6 1 1 5 . 3 7 1 9 2 . 6 8 6
FINAL

RESULT

0 . 2 5 2 . 9 1 0 2 . 9 1 0

0 . 3 3 . 2 1 2 3 . 2 1 2

0 . 3 5 3 . 4 8 2 3 . 4 8 2

0 . 4 0 3 . 7 2 5 3 . 7 2 5

0 . 5 4 . 1 5 6 4 . 1 5 6

0 . 6 4 . 5 4 3 4 . 5 4 3

0 . 7 4 . 9 0 4 4 . 8 9 9 4 . 9 0 4 4 . 9 0 3

0 . 8 5 . 2 4 5 5 . 2 4 2 5 . 2 4 8 5 . 2 4 5

1 . 0 5 . 8 9 4 5 . 8 9 3 5 . 8 9 7 5 . 8 9 5

1 . 2 6 . 5 0 9 6 . 5 0 9 6 . 5 0 8 6 . 5 0 9

1 . 4 7 . 0 9 7 7 . 0 9 6 7 . 0 9 8 7 . 0 9 6 7 . 0 9 7

1 . 7 7 . 9 3 1 7 . 9 3 9 7 . 9 3 1 7 . 9 3 4

2 . 0 8 . 7 1 8 8 . 7 2 4 8 . 7 1 8 ( 8 . 7 2 7 ) 8 . 7 2 2

2 . 5 9 . 9 5 5 9 . 9 6 3 9 . 9 4 9 ( 9 . 9 6 8 ) 9 . 9 5 6

3 . 0 1 1 . 1 1 5 1 1 . 1 0 11.11 11.11

3 . 5 1 2 . 1 9 1 2 . 1 8 1 2 . 1 9

4 . 0 1 3 . 2 1 1 3 . 2 1

5 . 0 1 5 . 1 6 15.  16

6 . 0 1 6 . 9 5 1 6 . 9 5

7 . 0 1 8 . 6 1 1 8 . 6 1
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15

Vdr
(105cm/s) 10 

5

0.2 04 Q6 0.8 1 2 4 6
E/N (Td)

F igu re  9 .15  D r i f t  v e l o c i t i e s  in  pure He and He-H2 m ix tu re .

9 . 5 . 2 :  R e s u l t s  and a n a l y s i s . Measurements were made in pure hel ium up 

to  3 Td. The r e s u l t s  a re  in  very good agreement (see  Table 9 .8 )  w i th  the

d a t a  of Crompton £ t  a l . (1967) and Mil loy  and Crompton (1977a) .  A

background of  h igh energy e l e c t r o n s  p reven ted  measurements a t  h ighe r  E/N 

v a l u e s .

A m ix tu re  of 10.69% of hydrogen in  hel ium was made in  a mixing v e s s e l .  

The cho ice  of  the  abundance of 10.69% was de termined  by the  a v a i l a b l e

c a l i b r a t e d  p r e s s u r e s  f o r  the  gauge t h a t  was used and th e  volume r a t i o  of 

the  mixing v e s s e l .  The r e s u l t s  f o r  d r i f t  v e l o c i t i e s  a re  p r e s e n te d  in  Table  

9.9 and in  F ig .  9 .15 ,  p roper  account  having been taken  of the  d i f f u s i o n

c o r r e c t i o n s .

Table  9 .9  and F ig .  9.15 a l s o  c o n ta in  th e  d r i f t  v e l o c i t i e s  c a l c u l a t e d
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using either the swarm-determined H2 cross sections described in Sections 

9.4.3 to 9.4.5 or the theoretical cross sections. It is important to note 

that multiterm calculations for the mixture indicate that, between 0.25 and 

7 Td, the two-term theory gives drift velocities that are accurate to 

within 0.1 %. It can be seen that the values of v<jr measured for the 

mixture agree to within \% with values predicted on the basis of the swarm 

cross sections while using the theoretical cross sections for H2 the 

results for the mixture are well outside the error bars.

As discussed in the previous section, the disagreement between the 

experimental results and the predictions based on the theoretical cross 

sections becomes more significant if one makes a comparison between the 

calculated and experimental values of the relative change of v<jr when H2 is 

added to He. The relative change A is defined as

IvdrHe "Vdrmix|
A = --------------- . (9.2)

vdrHe

Fig. 9.16a shows three sets of values for A: the experimental values (AexP) 

and those based on calculations using theoretical (Ath) and using 

swarm-derived (Asw) cross sections. (am for He for both sets of 

calculations was that of Crompton et al. 1967; negligible difference was 

observed when om of Nesbet 1979 was used). The values for v^rHe above 3 Td 

were taken from Milloy and Crompton (1977a).

A more effective comparison can be made by forming the relative "double 

difference" defined as

|A - AexP|
diff. = ----------  (9.3)

Aexp

because, as already stated, only the mixture composition (and possibly the
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He-H

293K

0 .8  1 6 8 10
E/N (Td)

F igure  9.16 a) 

D i f f e r e n c e s  between 

d r i f t  v e l o c i t i e s  in  

pure He and in  th e  

He-H2 mix ture :  

exper im en ta l  d a t a  

( c i r c l e s )

p r e d i c t i o n s  based on 

swarm-der ived ( s o l i d  

l i n e )  and

t h e o r e t i c a l  (dashed 

l i n e )  c ro s s  

s e c t i o n s ,  b) Double 

d i f f e r e n c e s  as 

d e s c r ib e d  in  the  

t e x t .  C a l c u l a t e d  

D^/u va lues  a r e  a l s o  

shown.

2 0  —

0 .8  1 6 8 10
E/N (Td)
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variation of the temperature) contribute to the systematic error in AexP 

when the difference measurements are made consecutively, that is below 

E/N=3Td. Combining statistical scatter with the error in the mixture 

composition one obtains ±0.5% for the absolute error which translates into 

less than ±2.5% in AexP. Above 3 Td, where the earlier data of Milloy and 

Crompton in pure He were combined with the new mixture data, the error 

bounds are increased to somewhat less than ±4%.

A comparison of differences between the calculated values of A and the 

experimental value is shown in Fig. 9.16b. Predictions based on the

swarm-derived cross sections are up to 3.7% different from the experimental 

results, a difference which is somewhat larger than the estimated error 

bounds. Small adjustments of the momentum transfer cross sections (within 

the error bars for the cross section sets for H2 and He) bring the 

calculated values of Asw to within 2.5% of the experimental data (i.e. 

diff.<2.5% - see Fig. 9.l6.b). However, the predictions based on the 

theoretical cross sections result in Ath that are up to 19% larger than 

AexP . Such a difference exceeds the experimental error bounds by as much 

as eight times the relative uncertainty. The adjustments to om (for He and 

H2 ) required to obtain good agreement with the experimental data would 

therefore be considerably larger than the uncertainties in the cross 

sections.

It can therefore be concluded that the present results for He-H2 

mixture are inconsistent with the theoretical results for the vibrational 

cross section. On the other hand the results are in very good agreement y 

with the cross section obtained using the swarm data.
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9.6: Conclusion

The significance of the results presented in Section 9.5 is that a 

buffer gas was used whose cross section is known better than any other 

cross section, that the use of a difference technique reduced the 

uncertainty due to systematic errors, that the raw data from drift velocity 

measurements are the most straightforward to interpret, and that the 

multiterm corrections are negligible. When combined with conclusions based 

on a wide range of data in pure H 2 and Ar-H2 mixtures, the results from 

these experiments give a high degree of confidence in the swarm-derived 

cross section and certainly suggest that, in order to test the validity of 

the theoretical predictions, accurate low energy beam experiments should be 

performed. If results from these experiments support the swarm cross 

section the conclusion would be that the theory that has been applied (even 

though the most sophisticated so far) included some approximations that 

were not adequate. If, on the other hand, the beam experiments support the 

theoretical results and produce results that are incompatible with the 

swarm results, the situation would be difficult to understand. The swarm 

method as applied to H2 , and therefore to any molecular gas, would be under 

serious doubt even though its application to atomic gases has been 

outstandingly succesful. It is not possible at the present time to single 

out any step in the procedure which might be suspect as all the steps have 

been thoroughly checked. The interpretation of the current ratios observed t 

in the Townsend-Huxley experiment in terms of the ratio Dy/p calls for 

further investigation and a Monte Carlo analysis for the conditions 

appropriate to H2 is presently being carried out by Braglia and coworkers.
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However, even i f  th e  s t a n d a r d  procedure  normal ly  used to  a n a ly se  the  

Townsend-Huxley experiment i s  shown t o  be i n c o r r e c t  (which i s  very u n l i k e l y  

because of the  success  of t h a t  t e chn ique  in  cases  such as hel ium and 

hydrogen a t  lower e n e r g i e s )  a l l  the  d r i f t  v e l o c i t y  r e s u l t s  would have t o  be 

e x p l a i n e d ,  e s p e c i a l l y  th o se  fo r  th e  Ar-H2 and He-H2 m i x tu r e s ,  s i n c e  i t  i s
I

most u n l i k e l y  t h a t  t h e r e  i s  any problem in  th e  i n t e r p r e t a t i o n  of the  

exper im en ts  used to  o b t a i n  th e s e  d a t a .

t
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CHAPTER 10; VIBRATIONAL EXCITATION OF DEUTERIUM BY LOW ENERGY ELECTRONS

10.1: Introduction

Deuterium shares with hydrogen advantages (see Section 9.1) for both 

experiment and theory. Also, the practical applications of the two gases 

are similar. Buckman and Phelps (1985) recently performed a detailed 

analysis of the transport and cross section data for D2 . These authors 

pointed out the need for more accurate transport data in the intermediate 

E/N range which are required in order to derive a more accurate vibrational 

excitation cross section close to the threshold. Following their

suggestions the measurements and subsequent analysis reported in this 

chapter were performed.

First, a short review of the available cross section data for D2 will 

be given. Some low energy processes are expected to have identical cross 

sections for both hydrogen and deuterium. Among these are the total 

scattering (Golden et al 1966) and electronic excitation cross sections (de 

Heer 1981; Buckman and Phelps 1985). However, modified effective range 

theory (Chang 1974) predicted that the scattering length for H2 and D2 

should be slightly different. On the other hand Gibson (1970) found am for 

zero energy in H2 and D2 to be identical although he found it necessary to 

use a cross section that increases slightly less rapidly with increasing 

energy than the hydrogen cross section in order to obtain the best

agreement between the calculated and measured transport coefficient for D2 . 

Chang’s prediction was also found to be incorrect by Rhymes (1976) who -> 

measured diffusion coefficients for thermal electrons in D2 and H2 and - 

found them to be the same to within the experimental error. The momentum
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transfer cross section for the two gases are therefore expected to be 

similar, the only difference occuring in the region where inelastic 

processes differ significantly. Some difference may also occur due to the 

slightly different polarizabilities.

Although the rotational excitation cross sections near threshold differ 

because of their different threshold energies, they are expected to merge 

at higher energies (Chang and Wong 1977; see also Buckman and Phelps 1985).

Vibrational excitation is expected to show strong isotope effects 

(Chang and Wong 1977; Bardsley and Wadehra 1979). Moreover these effects 

are different for rotationally elastic and inelastic transitions. 

Significant isotope effects are also observed for dissociative processes 

(Carnahan and Zipf 1977; Bardsley and Wadehra 1979; de Heer 1981).

The differences between the relevant cross section for H2 and D2 are 

sufficient to produce observable differences of the transport coefficients 

in a range of E/N values (see Crompton £t al. 1968). Previous 

investigations using swarm techniques include measurements of drift 

velocities (Pack et al. 1962; McIntosh 1966; Crompton et al. 1968;

Robertson 1971; Crompton and Robertson 1971), D^/p values (Hall 1955; 

Warren and Parker 1962; McIntosh 1966; Crompton et_ al. 1968), magnetic 

deflection coefficients (Creaser 1967), and the most recent detailed study 

of excitation coefficients in mixtures of D2 with various tracer gases 

(Buckman and Phelps 1985).

On the basis of the available data for the transport coefficients 

several sets of cross sections for deuterium have been derived (Engelhardt 

and Phelps 1963; Gibson 1970; Buckman and Phelps 1985). The present work ^ 

was motivated by the need for highly accurate data for drift velocities and 

D-p/p values in the region of energies where vibrational excitation is the
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most important inelastic process. The room temperature results presented 

by McIntosh (1966) overlap with this region since his drift velocity data 

extend up to 15 Td and D-p/u data up to 6 Td. However, at 6 Td the power 

input into rotational excitation is approximately one half of the input 

into vibrational excitation, and even at 15 Td there is a considerable 

contribution. The present work is an attempt to increase as much as 

possible the range of the available transport data and to check their 

consistency with the cross sections of Buckman and Phelps (1985).

10.2: Experimental Details and Results

10.2.1: Drift velocities. Drift velocities for electrons in D2 were 

measured using the Bradbury-Nielsen technique as described in section 8.2. 

Samples of gas were prepared from the highest available purity gas using 

the silver palladium osmosis tube (see Chapter 9). Deuterium passes 

through the palladium foil much more slowly than hydrogen. In order to 

avoid enhacement of the hydrogen present in the deuterium as a trace 

impurity (<0.5/5) a high flow of the gas at close to atmospheric pressure 

was used rather than a low flow rate at higher pressure.

Some measurements of v<jr were made with a somewhat lower pressure 

(0.413 kPa) than the lowest pressure (0.667 kPa) used by McIntosh (1966). 

Therefore it was possible to make measurements up to 30 Td. Above this 

value of E/N at this pressure electrical breakdown occured. If the 

pressure was lowered still further in an attempt to reach higher values of 

E/N the efficiency of the electrical shutters was reduced and this S  

prevented any reliable measurements even at 25 and 30 Td.

The results for drift velocities in D2 are presented in Table 10.1 and
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Figure 10.1. Diffusion corrections with C=2 were found to be adequate for 

all the data obtained at more than one pressure. Diffusion corrections 

based on this value of C were therefore applied to the values of v<jr 

measured at 25 and 30 Td where only one pressure could be used. The 

maxmjvj diffusion correction was 0.8%, and the maximum scatter of the data 

was ± 0.2/S. Therefore it is possible to estimate the total uncertainty as 

± U  up to 14Td and ± 1.5% between 17 and 30Td.

E/N (Td)
Figure 10.1 Drift velocities in deuterium. The present data: (o);

McIntosh (1966): (A); Pack et_ al. (1962): ( + ). The continious curve
passing through the data represents the results of the calculations based 
on the cross section derived in this chapter.
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Table 10.1 Measured drift velocities in deuterium.

Vdr (10^ cm/s) 1

E/N McIntosh
P(kPa) Best

Estimate*
(Td) (interpolated)

1.343 0.723 0.413
r- -------

3 0.888 0.888 0.888

3.5 0.961 0.961 0.961

: 4 1.028 1.029 1.029

5 1.154 1.155 1.155

6 1.270 1.271 1.270 1.270

7 1.378 1.379 1.377 1. 378

8 1.480 1.480 1.479 1.480

10 1.669 1.671 1.668 1.669

: 12 1.847 1.846 1.846 1.846 1.846
I

14 2.02 2.01 2.01 2.01 2.01
>'c* 2.2517 (2.25) 2.25 2.25

i  20 2.49 2.48 2.49

25 2.89 2.89 2.89

30 3.37 3.37

dt/u
Diffusion correction 1 + 2  — —

Extrapolated.
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10.2.2: Dp/y values Prior to the measurements the experimental

apparatus with a variable drift length had to be rebuilt. It was then 

noticed that the resistivity between the outer collecting annulus of the 

anode and ground was unacceptably low. This problem would not result in 

errors in the experimental results but it made the process of measurement 

rather difficult. Therfore it was decided to continue the measurements

without the outer annulus, that is, with an effective radius of the 

collecting electrode of 2 cm. However, in some cases the current falling 

outside the effective collective electrode was not zero as is necessary for 

the application of the Huxley formula. In these cases the current of 

electrons to the outer annulus was estimated using the Huxley formula, 

making it possible to adjust the experimentally determined current ratio to 

obtain the current ratio for the infinite collecting electrode.

The procedure for determining Dp/y was as follows. First, the Huxley 

formula was applied to the measured current ratio and the first estimate of 

Dp/y was obtained. Second, this value of Dp/y was used to determine the 

current falling outside the effective collecting electrode enabling a 

modified current ratio (corresponding to an infinite-diameter outer 

annulus) to be calculated. Third, the Huxley formula was applied to the 

modified current ratio and the new value of Dp/y was obtained. Normally, 

after only one (or in the worst case three) iteration the values of Dp/y 

became stable in consequent iterations. For high current ratios (above

0.3) there was no need to make the corrections because the current falling 

outside the effective collecting electrode was negligible.

Initially it was intended that any data obtained when the current to ^  

the outer annulus exceeded of the total current should be discarded 

(only results with the current ratios below 0.2 would fall in this
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category). However, it was found that, using the iterative technique, the 

results obtained with as much as 11 % of the current going to the outer 

annulus were in excellent agreement with the data obtained under more 

favourable conditions, and these data were therefore included in the final 

set.

E/N (Td)

Figure 10.2 Dj/q values for electrons in deuterium. Present results: - 
(o); McIntosh (1966): (A); Hall (1955): (+).
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The r e s u l t s  were o b ta in e d  f o r  a number of p r e s s u r e s  and f o r  two d r i f t  

l e n g t h s  (5 and 10cm), and they  a re  p r e s e n t e d  in  F ig .  10.2 and in  Table 

10 .3 .  Because some of the  measurements were performed under d i f f i c u l t  

c o n d i t i o n s  (low c u r r e n t  r a t i o  or h igh c o r r e c t i o n  f o r  the  c u r r e n t  f a l l i n g  

o u t s i d e  the  c o l l e c t i n g  e l e c t r o d e )  the  range  of c u r r e n t  r a t i o s  i s  a l s o  

shown. C ond i t ions  were r ega rded  as d i f f i c u l t  when FK0.3; when FK0.2 the  

d a t a  were expec ted  to  be u n r e l i a b l e  w i th  r e s p e c t  to  the  l e v e l  of accuracy  

of  1 t o  2% normal ly  expec ted  from th e s e  exper im en t s .  The good agreement 

between "good",  " d i f f i c u l t "  and " u n r e l i a b l e "  r e s u l t s  observed in  the  case 

of  Ö2 s u g g es t s  t h a t  t h i s  c r i t e r i o n  i s  somewhat c o n s e r v a t iv e  and the  

measurements w ith  RC0.2 ( see  va lues  in  b r a c k e t s  in  Table 10.2)  were made to  

prove  t h i s  p o i n t .

1 0 . 2 . 3 : C o r r e c t io n s  f o r  l o n g i t u d i n a l  d i f f u s i o n  and f o r  i o n i z a t i o n . As

can be seen from eq u a t io n  ( 2 .6 5 ) ,  i f  the  r a t i o  of the  l o n g i t u d i n a l  to

t r a n s v e r s e  d i f f u s i o n  c o e f f i c i e n t s  i s  not  0 .5  t h e  exper im en ta l  c o n d i t i o n s

may be such t h a t  th e  Huxley formula  (2.63)  i s  not  e x a c t ly  a p p l i c a b l e .  In

t h i s  case  the  c o r r e c t i o n  c a l c u l a t e d  us ing  th e  formula  (2 .65)  i s  p r e s s u r e  

dependen t ,  even though i t  i s  not  apparen t  from ( 2 .6 5 ) ,  because  the  c u r r e n t  

r a t i o s  a re  d i f f e r e n t  a t  d i f f e r e n t  p r e s s u r e s .  T here fo re  formula  (2 .65)  has 

to  be used in  each case  to  c a l c u l a t e  D-p/p from th e  measured c u r r e n t  r a t i o  

i n s t e a d  of us ing  (2 .63)  and app ly ing  a c o r r e c t i o n .

The r a t i o s  of Dp/D-p r e q u i r e d  to  apply the  Lowke formula  (2 .65)  were 

de termined  us ing  th e  LRM code and the  c ro s s  s e c t i o n s  f o r  deu te rium t h a t  

were su b se q u e n t ly  d e r iv e d  ( see  s e c t i o n  1 0 .3 ) .  Also a comparison was made 

w i th  p r e d i c t i o n s  based on th e  g e n e r a l i z e d  E i n s t e i n  r e l a t i o n s  (see  Robson " 

1972; 19766; 1984) which i s  g iven by
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1 + ( 1 V 31nu
31n(E/N) + ( 1 + A ) y (1 0.1)

where

AL 2kTv , dr
(1 0.2)

y is the mobility of electrons and Q is the heat flux per particle. It was 

assumed that is zero which should be adequate for high fields when 

inelastic collisions are not dominant in the energy balance (Robson 1984). 

The two techniques employed to determine Dp/Dp ratios gave results that are 

in good agreement and indicated that above 40 Td the ratio becomes greater 

or equal to 1 while below 40 Td it suddenly decreases to around 0.5.

Even though Dp/Dp * 0.5 and the conditions for some of the experiments 

were such that the use of the Huxley formula would be expected to lead to 

some errors in the values of Dp/y determined using it, Table 10.2 shows 

that the results obtained using the formula are independent of pressure and 

that there is very good agreement between the measurements with two 

different drift lengths (5 cm and 10 cm). When equation (2.65) is used the 

values of Dp/y between 40 and 100 Td increase by up to 2%, but a small 

pressure dependence (<1$) is introduced which suggests that the data 

calculated in this way may be less accurate than those calculated using the 

Huxley formula. The pressure dependence is not induced by the corrections 

for the current falling on the outer annulus since these corrections were 

small and did not significantly change when equation (2.65) was used for 

the analysis. Therefore it was decided to use the results calculated using 

the Huxley formula but to increase the upper error bound by 2%.
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A possible explanation of the superiority of (2.63) over (2.65) for 

analysing the data is that the boundary conditions that were used to derive 

equation (2.65) are not satisfied in the present case. Certain boundary 

conditions lead to the applicability of the Huxley formula (2.63) 

regardless of the Dp/D-p ratio. This is so when the Townsend-Huxley 

experiment can be modelled by a point source above the anode, in which case 

the boundary condition n(0)=0 at the cathode is not satisfied (Crompton 

1972; Huxley and Crompton 1974).

Table 10.3 Corrections to D-p/p values due to ionization and the final 
values.

E/N “t
\ (%) The final value of DT/p
kl

50 0.09 2.1 4*

60 0.20 2.33*

70 0.60 2.48

80 0.80 2.61

100 1.40 2.86
* to three figures these values are not affected.

At the higher values of E/N it is necessary to apply a correction for

ionization as given by equation (2.66). The correction is pressure 

independent as can be seen from

ci°n = ( 1 - aT̂ L( 1 - 2  ) 
Vdr

aT ^T 1( 1 - 2 —  —  ---- - )N p E/N Dt (10.3)

and should be applied to the value ö’-p/p which is calculated using (2.63). 

The corrected value of D-p/̂  is then (D’T/p) xC^on. In equation (10.3) ccp is
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the Townsend ionization coefficient. Values of a-p were taken from Buckman 

and Phelps (1985) The calculated corrections are presented in Table 10.3 

together with the final values of the results for D-p/y that were affected 

by this correction.

The reproducibility of the data was to within ±0.2$ and therefore the 

error bars can be estimated (see section 8.3) as ±1$ from 3*5 to 25 Td; 

±1.5$ from 25 to 35 Td; and +3.5 to -1.5$ from 40 to 100 Td.

10.2.4: Discussion. In the range of overlap the present results for 

drift velocities are in excellent agreement with the results of McIntosh 

(1966). The data of Crompton et al. (1968) that were taken at 77 K are 

also in agreeement with the present results at the highest E/N values used 

by Crompton et al. The somewhat older results of Pack et al. (1 962) are 

larger than present values. Similar descrepancies between the data of Pack 

et al. and the IDU data exist for hydrogen. It appears that there are no 

other high precision measurements of v^r for D2 in the E/N range that was 

used in the present work (see Beaty £t al. 1979).

The present data for D-p/y values agree very well in the range of 

overlap with the data of Hall (1955), McIntosh (1966) and Crompton et al. 

(1968). The results of Warren and Parker (1962) are different by 5 to 7$ 

in the region of the overlap of E/N values (for an assessment of the data 

of Warren and Parker see Crompton et_ al. 1968).

10.3: Derivation of the Vibrational Excitation Cross Section

10.3.1 : The basic set of cross sections. In this work only the 

presently measured values of the transport coefficients were used initially
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to derive the cross sections. As a first step the "reference” cross 

section set of Buckman and Phelps (1985) (i.e. a set that fitted the

previously available transport data) was chosen. The following cross 

sections comprise this set:

a) The rotational excitation cross sections of Gibson (1970) up to 0.5 

eV, and above 0.5 eV the values of Henry and Lane (1969) that were 

derived for H2 (see also Henry and Lane 1971);

b) The vibrational excitation cross sections of Gibson (1970) up to 0.5

eV merged to the cross sections for hydrogen (Ehrhardt et al. 1968) 

scaled by the factor of 0.76 derived by Chang and Wong (1977), (For 

v=0-2 and 0-3 transitions the corresponding cross sections for 

hydrogen were scaled using the results of Bardsley and Wadehra

1979);

c) Electronic excitation cross sections as compiled by Buckman and

Phelps from numerous experimental and theoretical cross sections, in 

some cases using semi-empirical correlations between the different 

cross sections. (It should be pointed that these authors found that 

the total cross section for excitation of the triplet states 

determined by Corrigan (1965) is inconsistent with the measured 

ionization coefficients);

d) The ionization cross section measured by Rapp and Englander-Golden 

(1965);

e) The momentum transfer cross section for H2 derived by Crompton et

al. (1969) at low energies (<2 eV), at intermediate energies the

momentum transfer cross section that led to the best agreement 

with the then available experimental transport data, and at high

energies (> 9 eV), the sum of the elastic momentum transfer cross
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section recommended by Hayashi (1981) and the inelastic cross 

sections.

Buckman and Phelps (1985) found that the cross section set mentioned 

above was inconsistent with their measured vibrational excitation 

coefficients. Therefore they recommended an additional, "adjusted", set 

that gives improved agreement. In this set the vibrational cross sections 

were increased by a factor of approximately 1.6. As a consequence the 

agreement between the predicted and the experimental transport data was not 

good (see Fig. 10.3).

10.3•2: Low energy analysis. The range of E/N values can be separated 

into two regions, 30 Td being the boundary. At 5 Td the power input into 

vibrational excitation begins to exceed the power input to all other 

inelastic processes, and this continues to be so up to 50 Td. Since 

vibrational excitation of v=2 and v=3 levels influences the energy balance 

very little ( they contribute only 10% of that due to v=0-1 excitation at 

50 Td), the cross section for the v=0-1 transition can be accurately and 

uniquely determined from the transport data below 50 Td. However, the 

drift velocities above 30 Td are not available while above 40 Td there is 

an additional uncertainty in the measured D-p/p values due to the Dp/D-p 

correction. Therefore the results based on the data below 30 Td are 

believed to be determined more accurately than the high energy cross 

sections that were determined mainly on the basis of the high E/N data.

Fig. 10.3 shows unacceptable differences between calculated and 

measured transport coefficients when the reference set is used, and still 

poorer agreement when the adjusted set is used. It should be noted that 

for the calculations presented in Fig. 10.3 the rotational cross sections
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of Buckman and Phelps (1985) were supplemented by r o t a t i o n a l  c ro s s  s e c t i o n s  

f o r  J= 2 -4 ,  J=3“ 5 and J = 4-6 p r o c e s s e s  us ing  th e  s c a l i n g  f a c t o r s  as e x p la in e d  

in  Appendix 4. The s c a l i n g  procedure  l e a d s  to  some e r r o r s ,  e s p e c i a l l y  

c l o s e  to  the  t h r e s h o l d ,  which can be of the  o rd e r  of 20% (see  Chapter  9 ) .  

However, s i n c e  t h e r e  i s  a l a c k  of r e l i a b l e  c ro s s  s e c t i o n  da ta  in  t h a t  

energy  range f o r  deu te r ium ,  th e  s c a l i n g  procedure  was adopted as the  b e s t  

a v a i l a b l e  c h o ic e .

di f ference

E /N  (Td)

Figure  10.3 The 

agreement between the  

measured t r a n s p o r t  

c o e f f i c i e n t s  and the  

c o e f f i c i e n t s  

c a l c u l a t e d  us ing:  

p r e s e n t l y  d e r ive d  c ro s s  

s e c t i o n s  (cu rves  w i th  the  

p o in t s  marked by open 

(DT/p )  or f u l l  (vd r ) 

c i r c l e s ) ,  the  r e f e r e n c e  

s e t  ( f u l l  l i n e s )  and the  

a d j u s t e d  s e t  (dashed 

l i n e s ) .  The r e s u l t s  f o r  

D-p/y va lues  a re  shown 

us ing  t h i c k  l i n e s  w hile  

the  r e s u l t s  f o r  th e  d r i f t  

v e l o c i t i e s  a re  shown 

us ing  t h i n  l i n e s  in  a l l  

c a s e s .



309

As mentioned above Buckman and Phelps (1985) used the theoretical 

results of Henry and Lane (1969; 1971) for H2 to extrapolate the rotational 

cross sections to high energies. The present analysis was performed both 

with their cross sections and with the theoretical cross sections of 

Morrison and coworkers as presented in the Chapter 9. There are small

differences between the results obtained using the two sets but these are 

not larger than 0.7%.

The reference vibrational excitation cross section was multiplied by 

different scaling factors at different energies to obtain the final cross 

section. The choice of these factors was arbitrary but made to achieve the 

best agreement with the transport data. Similarly the momentum transfer 

cross section was slightly modified.

The final vibrational excitation cross section that was derived is 

shown in Fig. 10.4. As can be seen from the figure, below 1 eV the

reference cross section was increased by up to 20%, while between 1.5 and 3 

eV it was reduced by 30%. This reduction could be an independent 

confirmation that the cross section avib(v=0-1) of Ehrhardt et al_. (1968) 

is too high in this energy range (see Chapter 9). The amount of reduction 

of the vibrational cross section for D2 is similar to the reduction needed 

to bring the electron beam and the electron swarm results for H2 into 

agreement.

Also, it can be seen from the Fig. 10.4 that the peak of the present 

cross section occurs at a somewhat higher energy than the peak of the cross 

section of Buckman and Phelps (1985). The present cross section is 

therefore in better agreement with the shape of the theoretical cross S  

section of Bardsley and Wadehra (1979).

The momentum transfer cross section (see Fig.10.4) is somewhat reduced
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f o r  e n e rg i e s  below 1.5 eV, w h i le  f o r  e n e rg i e s  above t h a t  va lue  i t  i s  

l a r g e r ,  a l though  the  d i f f e r e n c e  i s  l e s s  than 10%.

cross
section 10

cross
0.2 section

electron energy (eV)

F igu re  10.4 The p r e s e n t l y  d e r iv e d  c ro s s  s e c t i o n s  ( f u l l  l i n e s )  compared 

to  the  " r e f e r e n c e "  s e t  of Buckman and Phelps (1985) .  In th e  r e g i o n  of 

e n e rg i e s  where the  p r e s e n t  c ro s s  s e c t i o n s  a re  determined  with  a reduced
;

uniqueness  the  t h i c k  dashed l i n e s  a re  used .  The momentum t r a n s f e r  c ro s s  

s e c t i o n  of the  r e f e r e n c e  s e t  i s  shown as the  t h i n  dashed l i n e  w h i le  th e  -■ 

v i b r a t i o n a l  e x c i t a t i o n  c ro s s  s e c t i o n  of  the  same s e t  i s  shown by th e  curve  

of a l t e r n a t e  dashes  and d o t s .
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In o rd e r  to  ach ieve  agreement between t h e  c a l c u l a t e d  and exper im en ta l  

t r a n s p o r t  c o e f f i c i e n t s  f o r  h igh  v a lu es  of  E/N, i t  was n e c e ss a ry  to  i n c r e a s e  

th e  e x c i t a t i o n  c ro s s  s e c t i o n s  by 1.7 f o r  and by 1.5 f o r  a l l  o th e r  c ro s s  

s e c t i o n s .

The agreement of the  t r a n s p o r t  d a t a  c a l c u l a t e d  on the  b a s i s  of the

p r e s e n t  c ro s s  s e c t i o n s  i s  shown in  F ig .  10 .3 .  I f  the  c ro s s  s e c t i o n s  of 

Morr ison  and coworkers a re  used to  e x t r a p o l a t e  the  r o t a t i o n a l  e x c i t a t i o n  

c ro s s  s e c t i o n s  to  h igh e n e r g i e s  the  maximum d isagreement between the  

c a l c u l a t e d  and the  measured D-p/p va lu e s  i s  1 .3% i n  th e  low E/N range  ( the  

maximum disagreement  f o r  v^r va lues  i s  not  more than  1 %), and 2% in  th e  

h igh  E/N ran g e .  I f  the  c ro s s  s e c t i o n s  of  Henry and Lane a re  used (as

t a b u l a t e d  by Buckman and Phelps)  th e  maximum disagrement in  the  low E/N 

range  i s  V% (no t  shown in  F ig .  1 0 .3 ) .

F ig .  10.3 shows t h a t  the  agreement between c a l c u l a t e d  and measured

t r a n s p o r t  c o e f f i c i e n t s  us ing  the  c ro s s  s e c t i o n s  of Buckman and Phelps

(1985) i s  c o n s id e r a b ly  worse than  t h a t  o b ta in e d  w i th  the  r e v i s e d  s e t .

The t r a n s p o r t  c o e f f i c i e n t s  f o r  D2  a t  77 K were a l s o  c a l c u l a t e d  and 

compared to  th e  a v a i l a b l e  d a t a  (Crompton et_ a l .  1968). There i s  e x c e l l e n t  

agreement in  the  e n t i r e  E/N range i n d i c a t i n g  th e  adequacy of J=0-2  and 

J = 1 —3 r o t a t i o n a l  c ro s s  s e c t i o n s  and t h a t  th e  m o d i f i c a t i o n  to  oVj_ 5  (v=0-1) 

c l o s e  to  the  t h r e s h o l d  d id  not  a f f e c t  th e  q u a l i t y  of  the  f i t .

1 0 . 3 . 3 : M ul t i te rm  c o r r e c t i o n s  f o r  d e u t e r iu m . In a l l  the  c a l c u l a t i o n s  

p r e s e n t e d  above th e  m u l t i t e rm  c o r r e c t i o n s  to  the  t r a n s p o r t  c o e f f i c i e n t s  y  

c a l c u l a t e d  with  t h e  two-term (Gibson) code were i n c o r p o r a t e d .  I n i t i a l l y  

th e  " r e f e r e n c e "  s e t  of  Buckman and Phelps (1985) was used to  c a l c u l a t e  the



corrections, but finally the presently derived set was used. All the cross

sections were assumed to be isotropic. Inclusion of anisotropy is expected 

to result in corrections of not more than 0.3% to the presently calculated 

values (see Chapter 9). The multiterm corrections for the range of E/N 

values used in the present work are presented in the Table 10.9

Table 10.4 The multi-term corrections for D-p/p calculated using the 

presently derived cross sections and assuming isotropic scattering. The 

corrections to v<jr are negligible (<0.02%).

E/N (Td) correction {%) E/N (Td) correction (%)

2.525 ôro 41.560 0.70

6.909 0.55 60.42 1.10

16.408 0.63 83.68 1 .70

20.472 0.65 109.0 2.60

29.352 0.65

10.3.9: Analysis at higher energies. In the analysis decribed so far 

only the presently measured values of D-p/p and v ^  were used. However, it 

is important to make a comparison of calculated vibrational excitation 

coefficients and ionization coefficients based on the present set of cross 

sections with the experimental data of Buckman and Phelps (1985).
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Xv=0-1)

X100

E/N (Td)
Figure 10.5 The agreement between the calculated ionization and

vibrational excitation coefficients and the experimental data of Buckman 
and Phelps. The excitation coefficients were measured by these authors in 
mixtures of 2% of CO in D2 (o) and 0.2$ of CO in D2 (A). The values 
calculated on the basis of the cross section derived from the transport 
data are denoted by (a) while the results of the calculations based on the 
modified vibrational excitation cross sections are denoted by (b) and (c) 
(see text). The results for the ionization coefficients are also shown.

Buckman and Phelps' result for excitation coefficients for D2~C0 5-

mixtures should be compared with the results of calculations based on the 

cross sections for both gases scaled according to the composition of the 

mixtures. However, for the experimental conditions used by these authors



it is possible to compare the results with the results of calculations for 

pure D2 because the contribution of the direct excitation of CO was small 

except for the lowest E/N values (see Buckman and Phelps 1985), while the 

electron distribution functions in the mixtures were not greatly affected 

by the presence of the CO tracer gas because its abundance was relatively 

small.

The experimental results for D2~C0 mixtures are presented in Fig. 10.5. 

At low values of E/N the calculated values of avib^v=0“1 (f'or Pure D2̂  

are lower than the experimental data (the difference still being smaller 

than the combined error bounds), presumably due to the contribution of 

direct excitation of CO by electron impact. The contribution of this 

process was estimated by Buckman and Phelps to be 30? at 20 Td. There is a 

good agreement around 40 Td, and at higher E/N values the calculated 

results decrease faster than the experimental (though still being within 

the experimental error bars). A similar E/N dependence of the calculated 

excitation coefficients was obtained by Buckman and Phelps (1985) with 

their cross section set.

Since the excitation cross sections were increased significantly, in 

order to achieve good agreement between calculated and experimental 

transport coefficients at higher values of E/N, the calculated ionization 

coefficients are 50? lower than the experimental values of Buckman and 

Phelps (1985). The experimental uncertainty of the ionization coefficients 

determined by Buckman and Phelps is significantly smaller than this.

In order to improve the agreement with the ionization coefficients it 

was necessary to reduce the scaling factors applied to the electronic 

excitation coefficients. When this was done, however, the agreement of the 

calculated transport data with the experimental values was not
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satisfactory, but it could be improved by appropriate modifications of the 

vibrational cross section above 4 eV. As a first step all the electronic 

excitation cross sections were scaled by 1.3. The vibrational cross

section that •then gives the best agreement with the high E/N transport data

is shown in Fig. 10.6(b). The vibrational, excitation, and ionization

coefficients calculated using these modifications are shown in Fig.

10.5(b). The agreement of the ionization coefficient is still not

satisfactory (there are still differences of up to 30%) but it is 

interesting to note that the E/N dependence of the vibrational excitation 

coefficient is more similar to the experimentally observed dependence than 

with the cross section set obtained in the previous section.

A further modification of the vibrational cross section would be 

necessary if the electronic excitation cross sections were not to be 

scaled. In that case the vibrational excitation cross section would have 

to be greatly modified (b in Fig. 10.6), and its shape would then be 

unacceptably different from the shape of the theoretical cross section (d 

in Fig. 10.6) that was derived by Bardsley and Wadehra (1979). If this 

were done the best fit to the measured transport coefficients would still 

leave discrepancies of ±6%, but good agreement with the measured excitation 

and ionization coefficients would be achieved (Fig. 10.5 - curves c). 

Other shapes of the vibrational cross section above 4 eV would give similar 

agreement with the swarm data used in this analysis because the vibrational 

excitation is not the dominant inelastic process in that energy range and

t-

therefore cannot be determined uniquely.
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a  . (v = 0 — 1)

( 1  o-16 c m 2)

e l e c t r o n  e n e r g y  ( eV)

F igu re  10.6 The m o d i f i c a t i o n s  of  the  v i b r a t i o n a l  e x c i t a t i o n  c ro s s  

s e c t i o n :  (a)  th e  f i n a l  s e t  d e r iv e d  from the  t r a n s p o r t  da ta ;  (b) the

m o d i f i c a t i o n  of aVj_b(v=0-1) when th e  s c a l i n g  of 1.3 i s  a p p l i e d  to  a l l  the  

e l e c t r o n i c  e x c i t a t i o n  c ro s s  s e c t i o n s  ( a e x c ); (c)  m o d i f i c a t i o n  of ov ib  when 

°exc a re  not  mod i f ied ;  (d) oVj_b c a l c u l a t e d  by Bards ley  and Wadehra (1979) .

10 .4 :  Conclusion

E xpe r im en ta l ly  de termined  va lues  of v ^  and D-p/p, over a wider E/N 

range  th an  p r e v io u s l y  a v a i l a b l e ,  were used to  d e r iv e  the  low energy
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electron cross sections for deuterium.

For energies below 2.5 eV (full lines in Figure 10.4) the vibrational 

excitation cross section was determined to within ±15?, and between 2.5 and 

3 eV to within ±25?. These error limits are conservative. The agreement 

of the calculated transport coefficients with the measured values is very- 

good, but there is a significant disagreement between the calculated 

ionization coefficients and the values measured by Buckman and Phelps 

(1985). The agreement of the calculated vibrational excitation

coefficients with the values measured by Buckman and Phelps is

satisfactory, since the differences are smaller than the experimental

uncertainty, but there is a somewhat different E/N dependence at higher 

values of E/N.

An attempt was made to achieve overall agreement with all the available 

swarm data, but the shape of the vibrational excitation cross section so 

obtained is very diffrent from the shape that was predicted theoreticaly by 

Bardsley and Wadehra (1979) or from the shape that can be expected on the 

basis of the corresponding cross section for hydrogen (see Cheng and Wong 

1977).

In order to resolve the problems that exist in the determination of the 

vibrational excitation cross section for deuterium for electron energies 

above 4 eV the following should be done:

a) The present Dy/y values for the high E/N range (Section 10.2) should 

be confirmed;

b) The ionization coefficients measured by Buckman and Phelps (1985) 

should also be confirmed (though the data of Morgan £t al. 1967; and 

Haydon 1985 are consistent with the values of Buckman and Phelps);

c) A complete set of electronic excitation cross sections (for H2 or
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Ü2 ) from a s i n g l e  sou rce  ( e i t h e r  t h e o r e t i c a l  or  exp e r im en ta l )  i s  

r e q u i r e d ;

d) The magnitude of the  i o n i z a t i o n  c ro s s  s e c t i o n  should  be v e r i f i e d ;

e)  F i n a l l y ,  t h e o r e t i c a l  or exper im en ta l  r e s u l t s  f o r  the  v i b r a t i o n a l  

c ro s s  s e c t i o n  (and the  r o t a t i o n a l  c ro s s  s e c t i o n s  a t  e n e rg i e s  above 

0 .5  eV), s i m i l a r  to  the  e x t e n s i v e  s e t  of c ro s s  s e c t i o n s  f o r  hydrogen 

o b ta in e d  by Morrison and coworkers a re  a l s o  r e q u i r e d .

At the  moment i t  i s  not  p o s s i b l e  t o  recomend a s i n g l e  s e t  of e l e c t r o n  

s c a t t e r i n g  c ro s s  s e c t i o n s  f o r  deu te r ium .  N e v e r th e l e s s ,  th e  v=0-1 

v i b r a t i o n a l  e x c i t a t i o n  c ro s s  s e c t i o n  up to  2.5 eV has been determined  very 

a c c u r a t e l y  in  the  p r e s e n t  work and any f u r t h e r  i n v e s t i g a t i o n  of  e l e c t r o n  

s c a t t e r i n g  in  deuter ium a t  low e n e r g i e s  shou ld  ta k e  i t  as a s t a r t i n g  p o i n t .  

I t  i s  u n l i k e l y  t h a t  any a l t e r n a t i v e  shape of the  c ro s s  s e c t i o n  in th e  

energy range  up t o  2.5 eV would be c o n s i s t e n t  w ith  the  t r a n s p o r t  d a t a  fo r  

E/N up to  30 Td because t h e r e  i s  a wide range  of E/N va lues  where the  

va lues  of DT/ y  a r e  mainly  de termined  by av it>(v=0-1) .

t -
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CHAPTER 11: VIBRATIONAL EXCITATION OF CARBON MONOXIDE

11.1: Introduction

Even though important for various applications such as CO and CO2 

lasers (Nighan 1970; Yardley 1971; Nighan 1977; Morgan and Fisher 1977; 

Garscadden 1981; Braglia et al_. 1983), open cycle MHD convertors (Norcross 

1982), and gas discharges in general (Long et al. 1976; Kaufman and Kagan 

1981; Gorse et al. 1984), transport coefficients for CO of satisfactory 

accuracy are still not available in the moderate and low E/N range. As a 

consequence there is still considerable work to be done in assembling a 

satisfactory set of low energy cross sections for this gas. Another reason 

for this situation is that the data for CO are some of the most difficult 

to analyse because the two-term theory becomes seriously inadequate, 

especially in the range of the 2n shape resonance (1-5 eV) where 

vibrational excitation is the major inelastic process.

Some attempts were made by Land (1978) to include the effects of the 

breakdown of the TTT but Haddad and Milloy (1983) were the first to make a 

rigorous analysis. The latter authors applied the multiterm theory of Lin 

et al. (1979) to the analysis of drift velocities in pure CO and in Ar-CO 

and He-CO mixtures. At the time of their analysis high precision D^/p data 

were not available, and Haddad and Milloy concluded their work with a 

statement that it would be desirable to have such data as these would put 

an additional constraint on the swarm-derived cross sections. In the work 

described in this chapter experimental data for Dy/p in the region between .5 

1 and 100 Td were obtained and, in addition, the E/N range of the drift -• 

velocities for pure CO was extended from 10 Td down to 0.03 Td. The
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consistency of the cross sections derived by Land and by Haddad and Milloy 

with the new data was then checked.

11.2; Measurement of the transport coefficients

11.2.1; Available transport data. Only a limited number of data for 

D-p/y and v<jr exist in the literature. Values of D-p/y were measured by

Warren and Parker (1962) in the low E/N range and at 77 K. The

room-temperature results of Skinker and White (1923) and Roznerski and 

Mechlinska-Drewko (1979) extend over the entire E/N range used in the 

present analysis, while the lower end of the E/N range investigated by 

Lakshminarasimha et al. (1979) overlaps with the range of present interest. 

Nelson and Davis (1969) measured the diffusion coefficient for thermal 

electrons, while Wagner £t al. (1967) measured values of the longitudinal 

diffusion coefficient.

Drift velocities were measured by Pack et_ al. (1962) (at three diffrent 

temperatures including room temperature), by Saelee et al. (1977; see also 

Saelee and Lucas 1977) at high values of E/N, and by Roznerski and Leja 

(1989) over a very wide range of E/N values. Haddad and Milloy measured 

drift velocities in pure CO between 10 and 100 Td and also in Ar-CO and 

He-CO mixtures. Their data, supplemented by the new measurements, were 

used in the present analysis. An interesting feature of their mixture 

results is the occurance of negative differential conductivity (see Chapter 

3), although the effect was not as pronounced as predicted by Long et al.

(1976).



321

11 . 2 . 2 ; Measurements of D^/p . The measurements of D'p/y were made us ing  

th e  two Townsend-Huxley a p p a ra tu s e s  d e s c r ib e d  in  Chapter  8. The b a s i c  

m o d i f i c a t i o n  to  the  a p p a ra tu s e s  used in  r e c e n t l y  p u b l i sh e d  measurements of 

DT/ y  from th e s e  l a b o r a t o r i e s  was the  rep lacem en t  of the  r a d i o a c t i v e  sources  

by the rm al  sources  of e l e c t r o n s .  This  was n e c e ss a ry  in  o rd e r  t o  e l i m i n a t e  

n e g a t i v e  ions  produced by d i s s o c i a t i v e  a t tachm en t  in th e  r e g io n  of  t h e se  

s o u rc e s  (see  Chapter  8 ) .  The measures taken  t o  ensu re  t h a t  th e  r e s u l t s  

were not  a f f e c t e d  by h e a t in g  from a therm al source  were d i s c u s s e d  in 

C hap te r  8.

Gas samples of the  h ig h e s t  a v a i l a b l e  p u r i t y  t u rn e d  out  t o  be s l i g h t l y  

c o n tam in a ted .  The m a n i f e s t a t i o n  of  t h i s  was the  t ime dependence of the  

r e s u l t s  a f t e r  a new sample of  gas was a d m i t t ed  t o  the  a p p a r a t u s .  I t  was 

found t h a t  p u r i f i c a t i o n  could be ach ieved  e i t h e r  by th e  g e t t e r i n g  a c t i o n  of 

th e  hot  f i l a m e n t  over a long p e r io d  (24 hours  t y p i c a l l y )  or  by p u r i f y i n g  

th e  gas in  a l i q u i d  n i t r o g e n  t r a p .  U l t im a te  va lues  o b t a in e d  by both 

t e c h n iq u e s  tu rned  out  to  be i d e n t i c a l  and th e  l a t t e r  t e c h n iq u e  of 

p u r i f i c a t i o n  was adopted  f o r  the  f i n a l  measurements.

The r e s u l t s  shown in  F ig .  11.1 and Table  11.1 and Tab le 11.2 were shown 

t o  be independen t  of th e  a p p a ra tu s  geometry,  th e  c u r r e n t ,  and t h e  p r e s s u r e  

used in  t h e  measurements.  In  o rd e r  to  make a t e s t  of t h e  dependence of the  

r e s u l t s  on the  geometry of  the  a p p a ra tu s  measurements were per formed in  the  

"expandab le"  a p p a ra tu s  w i th  a v a r i a b l e  l e n g t h ,  where l e n g t h s  of  5 and 10 cm 

were used ,  and in  an a p p a ra tu s  w i th  a f i x e d  l e n g th  of  10 cm having a very 

s t a b l e  s t r u c t u r e  (due to  the  use of  t h i c k  guard r i n g s )  and ex t rem ely  well  

d e f in e d  geometry ( see  s e c t i o n  8 . 3 ) .  The dependence of  the  r e s u l t s  on the  

v a lu e  of  the  c u r r e n t  was t e s t e d  by v a ry ing  the  c u r r e n t  (which was of  the  - 

o r d e r  of 10“ ^  A) over a range 1:10 .  That t h e  r e s u l t s  were not  dependent
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on the pressure can be seen from Table 11.1 and Table 11.2. Each 

experimental value is an average of between 5 and 10 experimental results 

obtained with at least three different samples of gas.

Table 11.1 DT/y (in volts) in pure CO for E/N > 10 Td measured in the 
"expandable” apparatus

E/N
(Td) 0.1333

P
0.2667

(kPa)
0.6667 1.333 Average

1 20* 1 .631 1 .630 1 .631

100 1.377 1 .380 1 .379

90 1 .269 1 .267 1 .268

80 1.170 1.170 1.170

70 1 .094 1 .091 1 .093

60 1 .030 1 .030 1.030 1 .030

55 1 .003 1 .004 1 .003

50 0.978 0.976 0.977 0.977

45 0.947 0.947 0.947

40 0.913 0.913 0.913

35 0.873 0.873 0.873 0.373

30 0.823 0.822 0.823 0.823

25 0.7587 0.7589 0.7597 0.7591

20 0.6802 0.6785 0.6785 0.6790

15 0.5738 0.5720 0.5716 0.5725

12 0.4860 0.4882 0.4871

10 0.4281 0.4274 0.4278

* correction due to longitudinal diffusion was not made and is uncertain
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Table 11.2 D-^/p ( i n  v o l t s )  in  pure  CO f o r  E/N > 10 Td measured in  the
a p p a ra tu s  w i th  t h i c k  guard  r i n g s .

E/N
(Td)

p (kPa)
0.1333 0.2667 0.6667 1.333

Average F in a l  Average
f o r  both tubes

120 * 1 .628 1 .631

100 * 1 .387 1 .380

90 * 1 .273 1 .270

80 * 1 .174 1 .171

70 * 1 .096 1 .094

60 * 1.032 1.032 1 .030

55 * 1 .003 1 .003

50 * 0.977 0.977

45 * 0.949 0.9475

40 * 0.91 6 0.9135

35 * 0.874 0.8733

30 * 0.820 0.8225

25 0.7591 0.7591 0.7591

20 0.6800 0.6800 0.6800 0.6795

17 0.6204 0.6204 0.6204 0.6204

15 0.5728 0.5727 0.5728 0.5727

14 0.5479 0.5476 0.5478 0.5478

12 0.4910 0.4911 0.4910 0.4905

10 0.4276 0.4281 0.4279 0.4279

*Resu l t s ob ta ined  in  un fav o u rab le  c o n d i t i o n s  -  i . e .  w i th  low c u r r e n t
r a t i o s .
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Table 11.3 D^/p ( i n  v o l t s )  in  pure CO f o r  E/N < 10 Td.

E/N p(kPa)
(Td) h(cm)

expandable  tube

1.333 1.333 0.667
10 5 5

tube with  t h i c k  
guard r i n g s

1.333 0.667
10 10

F in a l

10 0.427 0.427 0.428 0.428 0.428 0.428

9 0.392 0.392 0.394 0.393

8 0.350 0.358 0.358 0.358 0.358 0.358

7 0.319 0.319

6 0.282 0.285 0.284

5 0.244 0.245 0.246 0.245 0.245 0.245

0.208 0.209 0.209

3.5 0.1902 0.1902

3.0 0.1730 0.1721 0.1728 0.1728 0.1728

2.5 0.1559 0.1559

2.0 0.1385 0.1380 0.1385 0.1384

1 .7 0.1278 0.1278

1 .4 0.1167 0.1167

1 .2 0.1077 0.1077

1 .0 0.0985 0.0983 0.0984

In t a b l e  11.3 t h e  r e s u l t s  o b ta in e d  below 10 Td a re  p r e s e n t e d .  I t  was 

not  p o s s i b l e  to  p u r i f y  the  gas samples a d e q u a te ly  above 1.333 kPa and 

t h e r e f o r e  t h e s e  r e s u l t s  were o b ta in e d  only  a t  th e  p r e s s u r e s  shown.

The Huxley fo rmula  was used to  d e r iv e  D-p/y va lues  from the  c u r r e n t  

r a t i o s  over the  e n t i r e  range of E/N. For E/N = 100 Td, which i s  the
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highest value of E/N where the data for DL derived by Lowke and Parker 

(1969) are available, the correction for longitudinal diffusion (calculated 

from equation 2.66) was found to be only 0.3$. In the subsequent analysis 

only the data up to 100 Td were used; the data above E/N =100 Td shown in 

Fig. 11.1 do not incorporate corrections for either longitudinal diffusion 

or ionization (see Section 2.M).

The estimated uncertainty of the data is less than ±2$. This value

possibly overestimates the uncertainty due to the presence of impurities 

and thermal effects (for which 0.5$ was assigned) and the statistical 

scatter of the data which was better than 0.5$. (To a certain degree the 

first uncertainty is also incorporated in the second.)

The present results are in good agreement with other experimental data 

below 20 Td (Skinker and White 1923; Warren and Parker 1962) but at 

moderate values of E/N there is a difference of up to 5$ with the data of 

Roznerski and Mechlinska-Drewko; the older data of Skinker and White agree 

with the present data somewhat better. It is difficult to assess the 

quality of the results of Roznerski and Mechlinska-Drewko and to accept the

claimed accuracy of ±2$ (Roznerski 1983 ~ personal communication) for the

following reasons:

• the experimental results at different pressures were not

shown;

• it is uncertain whether the pressure and other 

experimental parameters were varied over a wide range;

• the accuracy of the method of pressure measurement and

calibration is not stated; <

• the geometrical accuracy of the apparatus is difficult to w.

assess;
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and finally • it seems that the authors sometimes used very low fields 

without taking into account the possibility of the presence 

of non-uniform contact potentials on the collecting 

electrode.

On the other hand the present results were verified by numerous diagnostic 

checks, and field strengths lower than 3 Vcm-"1 were not used (normally the 

fields were larger than 10 Vcm“"1).

11.2.3: Measurement of drift velocities. Haddad and Milloy (1983) 

could not extend their measurements below 10 Td because of a large 

background of negative ions. The present work was undertaken in a further 

attempt to extend the E/N range.

Mass spectrometri c analysis of the gas from the cylinder of pure CO 

used by Haddad and Milloy (1983) revealed that a small quantity of 

impurities was present. Therefore it seems that the large negative ion

backgrounds reported by these authors were not ions created by dissociation 

of CO as they suggested. Two new cylinders were purchased which proved to 

have a much lower level of impurity. Gas from these cylinders was 

therefore used for all the drift velocity and D-p/y measureemnts. The ionic 

background made the measurements difficult only when high pressures were 

used (213 kPa). Using pressures up to this values it was possible to

extend the measurements to 0.3 Td.

The results are shown in Fig. 11.2 and in Table 11.4. The estimated 

error bounds are ±1.5$. These error limits are somewhat higher than in 

other drift velocity measurements due to the diffusion corrections being -c 

sometimes as large as 0.7$ at the lowest pressures and due to the presence -• 

of the background at higher pressures. These effects somewhat degrade the



328

measurements at the highest and lowest values of E/N. However, most of the 

data were obtained under more favourable conditions and therefore the 

suggested error bounds are thought to be conservative.

The present results are in good agreement with the results of Pack _et 

al. (1962) except at the two highest values of E/N where their data are up 

to 10$ lower. On the other hand the results of Roznerski and Leja (1984) 

are, lower than the present data and the data of Pack et_ al. by up to 12$ 

below 6 Td. The agreement of the present results with the data of Haddad 

and Milloy in the range of overlap is better than 0.3$ except at 10 Td 

where the difference is 1$ (still inside the error bars).

11.3: Swarm-Derived Cross sections

11.3.1: Available cross section data. Carbon monoxide is a polar 

molecule but its dipole moment is sufficiently small (Nelson et al. 1967) 

that, except at very low energies, its cross section resembles more the 

cross sections for some non-polar molecules (N2 especially).
Several review articles on the theory of electron scattering by polar 

molecules have been published recently and some information about 

electron-CO scattering may be found in them (Itikawa 1978; Norcross and 

Collins 1982; for a review of recent theoretical results see also the paper 

by Salvini et al. 1984). A short review of the experimental data hes been 

given by Trajmar et al. (1983).
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As vibrational excitation is of special interest for the present work 

the cross sections obtained by beam methods will be briefly mentioned here. 

Ehrhardt et al. (1968) measured cross sections for excitation of the first 

seven vibrational levels, and their work was supplemented by the results of 

Boness and Schulz (1973) for the excitation of levels from the seventh to 

the tenth. Chutjian and Tanaka (1980) measured absolute differential cross 

sections for v=0-1 vibrational excitation at energies above 3 eV. They 

also determined the integral vibrational excitation cross section for the 

same process which, at their lowest energy of 3 eV, they found to be 50% 

smaller than the cross section of Ehrhardt et al..

Derivations of the cross sections on the basis of swarm data were 

performed by Hake and Phelps (1967), Land (1978), and Haddad and Milloy 

(1983)* The most interesting feature of the cross section derived by Hake 

and Phelps is the contribution from non-resonant vibrational excitation 

which they found to be non-negligible below the onset of the resonance.

The existence, and the order of magnitude, of the cross section for this 

process were confirmed in the subsequent work of Land (1978) and Haddad and 

Milloy (1983) and in the beam experiment of Ehrhardt et_ al. (1968) (see 

Section 11.3.3).

Haddad and Milloy initially used the cross section of Hake and Phelps 

for non-resonant vibrational excitation and supplemented it by the cross 

sections of Ehrhardt _et al. (1968) and Boness and Schulz (1973) in the 

resonance region. In their analysis the electronic excitation cross 

sections tabulated by Land (1978) were used with the addition of a 

resonance structure near the threshold for excitation of the state (see - 

Swanson et al. 1975). The momentum transfer cross section was adjusted to 

give the best fit with the transport data for pure CO. Due to lack of
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uniqeness when a large number of cross sections is being derived from the 

transport data for the pure gas (see Section 2.3) these authors performed 

measurements of drift velocities in Ar-CO and He-CO mixtures and used these 

results (mainly for Ar-CO mixtures) to scale appropriately the initial 

vibrational excitation cross sections while preserving their shape. They 

found that a scaling factor of 1.3, rather than 1.9 as suggested by Land 

(1978), gave the best agreement between the experimental and the calculated 

data. The disagreement between the scaling factors for the same initial 

set of vibrational excitation cross sections was attributed to the 

breakdown of the TTT that was used by Land. Land made some attempts to 

compensate for the brakdown by applying corrections that were based on the 

work of Kontoleon et_ al. (1973)- These corrections were shown by Haddad 

and Milloy to be too small.

It is interesting to point out that Braglia et al_ (1 983), in an 

analysis of their experimental data for drift velocities in CO2 gas laser 

mixtures, found that when CO was added to the mixture the agreement of 

calculated and measured drift velocities was considerably worse than in the 

case when measurements and calculations were performed for the mixture 

without CO. These authors used the cross sections of Land (1978) in their 

analysis and it is possible that their findings are another indication that 

the cross sections derived by Land are in error.

11.3.2: Analysis. The standard two-term code was used to carry out the 

calculations in the present analysis. However, corrections for the 

breakdown of the TTT were always applied. The corrections were calculated - 

using the cross sections obtained by Haddad and Milloy (1983) for the 

values of E/N below 10 Td, and were supplemented by the corrections already
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c a l c u l a t e d  by Haddad and M il loy  above 10 Td. The maximum c o r r e c t i o n  to  

DT/ y  was l e s s  than 10$; in  th e  r e g io n  below 10 Td th e  c o r r e c t i o n s  to  the  

r e s u l t s  from the  TTT were found to  vary from 1 $ a t  1 Td to  2 . 5 $  a t  10 Td.

The m u l t i t e rm  c o r r e c t i o n s  to  d r i f t  v e l o c i t i e s  were n e g l i g i b l e .

I n i t i a l l y  the  c ro s s  s e c t i o n s  of Haddad and Milloy were used in  the  

a n a l y s i s .  The c a l c u l a t e d  v a lues  of D-p/y were found to  d i f f e r  from the  

ex p e r im en ta l  d a t a  by up to  6$. The maximum d i f f e r e n c e  occured a t  and about  

20 Td (no te  t h a t  f o r  t h i s  va lue  of  E/N t h e r e  i s  good agreement between the  

p r e s e n t  ex per im en ta l  r e s u l t s  f o r  D-p/y and o th e r  sources  of d a ta  -  see  

S e c t io n  1 1 . 2 . 2 ) .  When th e  c ro s s  s e c t i o n s  of Land (1978) were used ,  the  

c a l c u l a t e d  t r a n s p o r t  d a ta  a re  in  good agreement wi th the  exper im en ta l  

r e s u l t s  between 5 and 50 Td. Above and below th e se  l i m i t s  a maximum 

d i f f e r e n c e  of  6$ i s  found f o r  D-p/y and 4$ f o r  v^p . One could t h e r e f o r e  

argue t h a t  the  c ro s s  s e c t i o n s  of  Land a re  not  i n f e r i o r  to  those  of Haddad 

and M i l loy ,  but  such an argument i s  not  suppor ted  by a comparison of 

c a l c u l a t e d  and measured d r i f t  v e l o c i t i e s  f o r  th e  m ix tu res  where l a r g e  

d i f f e r e n c e s  e x i s t  when Land’ s c ro s s  s e c t i o n s  a re  used.

In o rd e r  to  improve th e  agreement of the  c a l c u l a t e d  D-p/y v a lues  w i th  

t h e  new exper im en ta l  d a t a ,  bu t  not  s p o i l  the  agreement ach ieved  by Haddad 

and M il loy  f o r  d r i f t  v e l o c i t i e s  in  pure CO and the  m i x tu r e s ,  some 

m o d i f i c a t i o n s  to  the  c ro s s  s e c t i o n s  were a p p l i e d .  The s c a l i n g  f a c t o r  f o r  

v i b r a t i o n a l  e x c i t a t i o n  was i n c r e a s e d  from 1.3 to  1.35,  and the  n o n - r e s o n a n t  

p a r t  of the  c ro s s  s e c t i o n  was in c r e a s e d  by up to  35$. ( see  F ig .  1 1 .3 ) .  The 

momentum t r a n s f e r  c ro s s  s e c t i o n  was a l s o  a d j u s t e d .  Up to  1.5 eV i t  was 

in c r e a s e d  by up to  9$ and above 1 .5 eV dec reased  by up to  8$ ( see  F ig .  -

11 . 4 ) .  Also the  e l e c t r o n i c  e x c i t a t i o n  c ro s s  s e c t i o n  f o r  th e  a3-rr s t a t e  was 

i n c r e a s e d  by 5$ in  t h e  r e g io n  of th e  r e s o n an ce .  (Note t h a t  Haddad and
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Milloy scaled the cross sections tabulated by Land by 0.7.) These 

modifications were all within the error bounds that might reasonably be 

assigned to the cross sections derived by Haddad and Milloy (1983).

electron energy CeV)

Figure 11.3 The cross section for non-resonant vibrational excitation 
of CO. The present result is shown as a solid line, the result of Haddad 
and Milloy as a dashed line, and the results of Land as a dot-dash line. :
The dotted line represents the cross section used in calculations aimed to 
show the sensitivity of the transport data to the cross section for " 
non-resonant excitation (see Section 11.3*3).
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electron energy (eV)

Figure 11.4 Momentum transfer cross section used in the present 
analysis (solid line) and the corresponding results derived by Haddad and 
Milloy (1983) (dashed line) and Land (1978) (dot-dashed line).

When the cross section set described above is used, the calculated 

values of the transport coefficients in the range between 4 and 100 Td are 

within the experimental error bounds of the data for pure CO. For the 

mixtures of 10 and 20% of CO in Ar the calculated drift velocities are 

within the claimed error bounds of ±3%. However for the mixtures of 1, 2 

and 5% of CO in Ar the calculated drift velocities are up to 4% different 

from the experimental data. This difference at some values of E/N is
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somewhat larger than the claimed experimental uncertainty but it could not 

be reduced without significantly degrading the agreement in pure CO. 

Haddad and Milloy found similar differences between the calculated and 

experimental data for the mixtures, but when Land’s cross sections are used 

the differences exceed 10%. It is possible that the error bounds on the 

data of Haddad and Milloy should be somewhat larger for the mixtures with 

low abundances because these authors did not use a specially built mixing 

vessel to make the mixtures. They made mixtures directly in the apparatus 

and it is possible that for low abundances insufficient time was allowed to 

achieve a homogeneous mixture. Another possible explanation for the 

differences between the calculated and experimental data is that, for the 

low abundances of CO, the measurements were made at values of E/N such that 

the average energy is considerably larger than in the pure gas or in the 

mixtures with larger abundances of CO. These results could therefore be 

affected by a possible inaccuracy of the momentum cross section for argon 

at higher energies (see Haddad 1984).

Haddad and Milloy (1983) showed that at 10 Td the influence of 

rotational excitation is negligible. However, the present analysis was 

extended below that point and therefore rotational excitation had to be 

taken into account (both in the two- and multi-term calculations). The 

analytical formula derived by Takayanagi (1966) for rotational excitation 

of polar molecules

8rrp2a o 2Ry J+1

2J+1 / e  -  / ( e - £ j )

/ e + / ( e- e j)
(1 1 .1 )

was used, where p is the dipole moment in atomic units, a0 is the Bohr -• 

radius and Ry is one Rydberg, and ej is the threshold energy for excitation
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from th e  r o t a t i o n a l  l e v e l  J .  P o p u la t io n s  of th e  r o t a t i o n a l  l e v e l s  a t  293 K 

were c a l c u l a t e d  (see  Appendix 6 ) ,  and up to  24 l e v e l s  were used in  

c a l c u l a t i o n s  of  t r a n s p o r t  c o e f f i c i e n t s .  I t  was shown t h a t  the  quadrupole  

e x c i t a t i o n  c ro s s  s e c t i o n s  ( c a l c u l a t e d  us ing  th e  formulae of Gerjoy and 

S t e i n  1955) become comparable t o  th e  d i p o l e  e x c i t a t i o n  c ro s s  s e c t i o n s  only  

above 0 .5  eV where v i b r a t i o n a l  e x c i t a t i o n  i s  th e  dominant i n e l a s t i c  p r o c e s . 

I n c l u s i o n  of  quadrupole  e x c i t a t i o n  l e a d s  to  a change of  the  c a l c u l a t e d  

t r a n s p o r t  c o e f f i c i e n t s  of l e s s  than  0.2% ( a t  10 Td),  and t h e r e f o r e  i t  was 

no t  taken  i n t o  account  in  the  p r e s e n t  a n a l y s i s .  Resonant r o t a t i o n a l  

e x c i t a t i o n  was a l s o  n e g l e c t e d .  In o rd e r  to  t e s t  the  v a l i d i t y  of  o m i t t i n g  

t h i s  p rocess  a c ro s s  s e c t i o n  was in c lu d ed  t h a t  had the  shape of aVj_t)(v=0-1) 

above 1.2 eV but  an energy l o s s  of 3.8 meV, which i s  the  energy l o s s  

a s s o c i a t e d  with  r o t a t i o n a l  e x c i t a t i o n  of the  most popu la ted  r o t a t i o n a l  

l e v e l  (J=7) a t  293 K. Changes of l e s s  than  0.05% were observed  in  th e  

c a l c u l a t e d  t r a n s p o r t  c o e f f i c i e n t s .  Even when th e  energy l o s s  f o r  t h i s  

p ro ces s  was i n c r e a s e d  to  20 meV (Phelps  -  pe rsona l  communication) th e  

e f f e c t s  were s t i l l  s m a l l .

The p r e s e n t  a n a l y s i s  was ex tended  down to  4 Td where r o t a t i o n a l  

e x c i t a t i o n  becomes almost  as im por tan t  an energy l o s s  p rocess  as 

v i b r a t i o n a l  e x c i t a t i o n .  However, the  r e s u l t s  f o r  av ib  and am below 0 .4  eV 

o b ta in e d  on the  b a s i s  of  the  t r a n s p o r t  d a ta  below 10 Td a re  s u b j e c t  to  

somewhat l a r g e r  e r r o r s  than  th e  r e s u l t s  o b ta in e d  from the  t r a n s p o r t  d a t a  

f o r  pure CO above 10 Td and from the  d a t a  f o r  th e  m i x tu r e s .  The r ea s o n  f o r  

t h i s  i n c r e a s e d  u n c e r t a i n t y  i s  t h a t  r o t a t i o n a l  e x c i t a t i o n  c ro s s  s e c t i o n s  a re  

r e p r e s e n t e d  only app rox im ate ly  by eq u a t io n  (11.1)  even though r o t a t i o n a l  -- 

e x c i t a t i o n  i s  a s i g n i f i c a n t  energy l o s s  p rocess  in  t h a t  range  of E/N.
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11 . 3 . 3 : Non-resonan t  v i b r a t i o n a l  e x c i t a t i o n . Enge lhard t  e t  a l .  (1964) 

and Hake and Phelps (1967) showed t h a t  d i r e c t  ( n o n - re s o n an t )  v i b r a t i o n a l  

e x c i t a t i o n  p lays  a s i g n i f i c a n t  p a r t  in  de te rm in ing  e l e c t r o n  t r a n s p o r t  in  N2 

and CO in  c e r t a i n  ranges  of E/N. The t h e o r e t i c a l  r e s u l t s  of Takayanagi  

(1966) s u p p o r t  the  c ro s s  s e c t i o n s  f o r  t h i s  p rocess  unfo lded  from swarm 

exper im en ts  but  i t  i s  very  d i f f i c u l t  to  apply  beam methods to  o b t a i n  d i r e c t  

ex p e r im en ta l  da ta  f o r  the  c ro s s  s e c t i o n s  because of  t h e i r  smal l  m agni tudes .

For CO, where the  c ro s s  s e c t i o n  i s  of th e  o rd e r  of 0.1 10” ^  cm^, some beam 

r e s u l t s  a re  a v a i l a b l e  but  even th e n ,  not  s u r p r i s i n g l y ,  th e  accuracy  of  the  

r e s u l t s  i s  low.

However, when swarm methods a re  used i t  i s  not  d i f f i c u l t  t o  d e r iv e  

a c c u r a t e  c ro s s  s e c t i o n s  f o r  t h i s  p r o c e s s .  In o rd e r  to  show how s e n s i t i v e  

the  swarm d a t a  a re  to  no n - re so n an t  e x c i t a t i o n ,  c a l c u l a t i o n s  were made in  

which oVj_b(v = 0-1) was s e t  to  ze ro  below 0.9 eV and then l i n e a r l y  connec ted  

to  i t s  va lue  a t  1.1 eV ( F ig .  11.3 -  d o t t e d  l i n e ) .  In t h e  Ar-CO m i x tu r e s ,  

changes in  t h e  c a l c u l a t e d  d r i f t  v e l o c i t i e s  of up t o  3215 were seen f o r  th e  

10 and 2055 m ix tu re s  (see  F ig .  1 1 .5 ) .  For th e  m ix tu res  w ith  a s m a l l e r  

abundance the  e f f e c t s  were s m a l l e r  as th e  average energy in  those  m ix tu re s  

i s  h ighe r  and th e  r e s u l t s  a r e  more s e n s i t i v e  t o  th e  r e s o n a n t  p o r t i o n  of  th e  

v i b r a t i o n a l  e x c i t a t i o n  c ro s s  s e c t i o n .  For the  pure CO d a ta  a t  10 Td th e  

e f f e c t s  of  th e  m o d i f i c a t i o n  a re  a 3355 d e c re ase  f o r  vdr and a 58$ i n c r e a s e  

f o r  D-p/p ( see  F ig .  1 1 .6 ) ,  w h i le  below 10 Td th e s e  e f f e c t s  i n c r e a s e  up t o  50 

and 150$ r e s p e c t i v e l y  ( a t  4 Td).

The l a r g e  e f f e c t s  of the  m o d i f i c a t i o n  of aVib ( 0 - 1 )  on the  c a l c u l a t e d  

t r a n s p o r t  c o e f f i c i e n t s  i n d i c a t e  t h a t  t h i s  c ro s s  s e c t i o n  can be d e r iv e d  very t  

a c c u r a t e l y  us ing  th e  swarm method.
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a-10%CO in Ar

b— 20%CO in Ar

6 8 10
E/N (Td)

1

< E >
(eV)

0.5

0

Figure 11.5 Differences 
between calculated and 
experimental drift 
velocities in (a) 10% and 
(b) 20% mixtures of CO in 
Ar. Dashed lines 
represent results 
calculated without the 
contribution from 
non-resonant vibrational 
excitation. The average 
electron energies are 
also shown (dotted line).

11.4: Conclusion

This Chapter reports an extension of the work of Haddad and Milloy 

(1983) which they initiated to derive accurate cross sections for 

vibrational excitation of CO using multiterm transport theory. It is a 

good example of at least three points that were discussed in Chapter 2. 

First, the TTT is not sufficiently accurate for an analysis of transport 

data for this gas and its application leads to errors that are as large as 

10% for the calculated values of D^/p; it may therefore lead to even larger 

errors in the derived cross sections. Second, since many inelastic
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processes are playing a significant role at some energies the cross 

sections for these processes cannot be determined uniquely over the entire 

energy range from available transport data even when the data for pure CO 

is supplemented with data for mixtures of CO with other gases. Third, the 

work demonstrates that, if some input from beam experiments and/or theory 

is used, a high degree of uniqueness can be achieved.

150 h

293K

40 606 8 10
E/N (Td)

1

0.5
< e >
(eV)

0

Figure 11.6 Differences 
between the calculated 
and experimental values 
for V(jr and for D^/p 
with (a) and 
without (b) the 
non-resonant exciitation 
cross section (see 
text). Only the 
differences of D^/p 
values are shown when the 
calculations were made 
which included the 
non-resonant cross 
section. Average 
electron energies are 
also shown (dotted line).

The present set of experimental results for D^/p and v^r provides _t.

additional and therefore more stringent constraints on the derived

vibrational excitation (and momentum transfer) cross sections than the more

limited data available to Haddad and Milloy. Therefore the present results



341

should be an improvement on the results of Haddad and Milloy even though it 

must be said that the modifications that were made as a result of the 

present analysis lie within the error bounds that can be assigned to their 

cross sections.

It was not possible to extend the analysis to lower values of E/N for 

two reasons. First a large number of rotational transitions exists in CO 

at room temperature. The correponding cross sections are known only 

approximately while their large number dictates the use of some simple 

analytical formula to represent them adequately. Second, the DT/y data 

obtained in the present work do not extend to sufficiently low values of 

E/N that, when used in conjunction with the measured v ^  data, they enable 

a satisfactory analysis to be made in this low energy region.
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CHAPTER 12; LOW ENERGY ELASTIC SCATTERING OF ELECTRONS BY ARGON

12.1: Introduction

Argon is one of the most important gases for the physics of gas 

discharges. Being an atomic gas it has no inelastic losses at low energies 

and the existence of the Ramsauer—Townsend minimum (RTM) makes it possible 

for electrons to reach high energies for relatively low values of 

density-normalized electric field strengths. It is not possible to give 

here a detailed review of the many investigations that require a knowledge 

of electron scattering in argon, which includes data for the elastic

scattering cross section at low energies, and only a short list will be 

given: modelling of positive columns (Ingold 1978; Smits and Prins 1979; 

Ferreira 1983; and many more); nonequilibrium phenomena in low pressure gas 

discharges (Hayashi 1982); modelling of gas lasers (see Werner and George 

1976; Garscadden 1981; Tellinghuisen 1982;...); electron energy

thermalization and thermal mobility calculations (Mozumder 1981, Hayashi 

and Usheroda 1983; McMahon and Shizgal 1985). Especially interesting are 

the studies of various gas mixtures containing argon (Long et al. 1976; 

Al-Dargazelli _et al. 1981; Winkler et al. 1983; Davies et al. 1984; and

many more).

In most applications advantage is taken of the fact already mentioned 

that for relatively low fields high electron energies are easily achieved 

and consequently a large proportion of the energy is deposited in the

metastable levels through electron excitation (Ismail and Garamoon 1979; 

Bozin et al. 1983). The energy stored in metastable levels can be 

converted to various other forms through heavy particle collisions (see
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Hill et al. 1974; Golde 1976 and many more).

Argon is also important for theoretical electron scattering physics 

because it has been studied more than most other gases experimentally and 

therefore it is possible to test various approximations that must be made 

in any theoretical discussion of such a complicated atom.

Data for H 2-Ar mixtures have already been used in this thesis, together 

with other sources of data, to derive the vibrational excitation cross 

sections for H2 . In this chapter results for the drift velocity in an 

Ar-H2 mixture will be used to derive the low enrgy cross section for Ar. 

There seems to be a conflict between these two applications of mixture 

data, but in fact there is none. In Chapter 9 data obtained at relatively 

large values of E/N (and therefore relatively high average electron 

energies, between 200 meV and 1.5 eV) were used. In that energy range the 

cross sections for vibrational excitation are important and in fact make 

the largest contribution to the energy loss, making it possible to 

determine the cross sections for this process from an analysis of these 

data.

In this chapter the measurements of v^r were made in Ar-H2 mixtures at 

low values of E/N with average energies between 30 and 300 meV. In that 

range of energies the major energy loss is rotational excitation for which 

the cross sections are thought to be known very accurately, there being 

agreement between the swarm-derived and the theoretical values (see 

Chapter 9). The contribution of rotational excitation above 0.5 eV and of 

vibrational excitation is small and a high accuracy for the cross sections 

for these processes is not required to achieve high accuracy in the 

analysis of the mixture data in this range of E/N. Therefore the 

discrepancies that exist between swarm-derived and theoretical vibrational
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excitation cross sections will not affect the present analysis to determine 

the argon momentum transfer cross section at very low energies.

12.2: Cross Sections for Electron-Argon Scattering

12.2.1: Theoretical results. Argon is much more difficult to treat 

theoretically than helium. Therefore, so far, cross sections for elastic 

scattering that match the accuracy of the theoretical cross sections for 

electron-helium scattering (Nesbet 1979) have not been produced.

The earliest theoretical work that will be mentioned here is the work 

of Thompson (1966; 1971). This author included the effects of polarisation 

and exchange in his work, and derived elastic scattering cross sections for 

argon (and other gases) and also a formula that gives a good estimate of 

the contribution of the higher order phase shifts to the total elastic and 

momentum transfer cross sections. Thompson's formula was used in the 

present work. A similar theoretical approach to that of Thompson (i.e. a 

polarised orbital approximation) was adopted by Gabarty and LaBahn (1971) 

and Walker (unpublished personal communication), while McCarthy et. al. 

(1977) and Amusia et al. (1982) used an optical potential model in their 

calculations. The most accurate calculations performed to date are the 

R-matrix calculations of Fon et al. (1983), extended to low energies by 

Bell et al. (1984), and the calculations of McEachran and Stauffer (1983) 

who also applied a polarised orbital method. McEachran and Stauffer 

carried out ab initio calculations of the phase shifts for various 

multipole interactions. The best agreement with the experimental data of 

Andrick and Bitsch (see McEachran and Stauffer 1983) and Williams (1979) 

was found when only the dipole part of the polarisation potential was used.
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The position of the RTM in their calculations changes considerably when the 

dipole interaction is supplemented by multipole terms.

12.2.2: Modified effective range theory. Modified effective range

theory (MERT) was used in the present work to represent analytically the 

form of the low energy cross section. This theory will therefore be 

briefly outlined here.

The form of effective range theory that is frequently used in nuclear 

physics was modified by O’Malley et al. (1961; 1962 see also O’Malley 1963; 

1964) to include the long range polarisation potential and therefore it was 

possible to apply the theory to electron-atom scattering. As mentioned in 

Chapter 9 the theory was also extended to quadrupole interactions and 

applied to electron non-polar molecule scattering (Chang 1974; 1981; 

Fabrikant 1981; 1984). It has also been extended to electron-permanent

dipole interactions and applied to electron-polar molecule scattering 

(Fabrikant 1977; 1978).

Nevertheless MERT has been most successfully applied to electron-atom 

scattering at low energies. It is particularly suited to the analysis of 

swarm data because it makes it possible to reduce the number of adjustable 

parameters in the analysis.

The formulae used in the present analysis will be summarized next. The 

two lowest order phase shifts are given by (see Haddad and O'Malley 1982):

n0 = “A k { 1 + —  k2 5,n(ka0) j - p 5- k2 P D k3 + F kn> (12.1)o o

ni - fr a k2 ( 1 - (— )1/2} (12.2)1 5  £  x

or alternatively
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Hi = a k2 A-| k3

where A, D, F and z1 (A-| = ttcx/ 1  3.605/15/e i) are the adjustable parameters, 

e=13.605 (ka0)2, a0 is the Bohr radius, and a is the polarizability (in a0 

units). The higher order phase shifts are given to a satisfactory accuracy 

by the Born formula:

n^= (2$,+3) (2& + 1 ) (28,-1 )a0~ a k2 * (12.3)

There is a certain degree of uncertainty about the upper limit of 

validity of MERT. This limit (emax) i-s hard to set and O’Malley (O’Malley 

and Crompton 1980) proposed an alternative form of the phase shift formulae 

in an attempt to extend its validity to 2 eV. Haddad and O'Malley (1982), 

in their reanalysis of swarm data for argon, used the standard MERT 

formulae but they varied emax and found that when emax is less than 1.5 eV 

the results obtained were independent of the energy range, and that good 

agreement could be obtained between the calculated and experimental values. 

These authors considered 1 eV to be the optimum choice for emax. Their 

MERT parameters are A=-1.488; D=65.4; F=-84.3 and e1=0.883.

12.2.3: Experimental results obtained using electron beams. In 

contrast to the situation for molecular gases, the application of MERT 

enables one to make a comparison between beam and the swarm-derived results 

for atomic gases over an extended energy range. MERT can be used to 

calculate the phase shifts from beam data for the total or differential 

cross sections which in turn can be used to calculate the momentum transfer 

cross section, enabling the transport data to be calculated and checked for 

consistency with the experimental swarm data. This provides an important
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check of the quality of the beam results.

It is usually considered that Golden and Bändel (1966) were the first 

to apply modern experimental techniques to determine the total scattering 

cross section in Ar, although it should be noted that the old results of 

Ramsauer and Kollath 1929 have withstood the test of time amazingly well. 

The results of Golden and Bändel extended to 100 meV and it was therefore 

possible to fit their data using MERT. The value of the scattering length 

obtained by these authors was A=—1.65, and on the basis of the MERT 

parameters derived in a subsequent analysis of their data Golden (1966) 

derived a momentum transfer cross section. This cross section differed 

considerably from the cross section of Frost and Phelps (1964). (It is 

interesting to note that O ’Malley (1963) fitted the data of Ramsauer and 

Kollath using MERT and obtained A=-1.70.)

Gus’kov £t al_. (1978) measured the total cross section to the lowest 

energy achieved so far by beam methods - namely to 25 meV. Their result is 

in good agreement with the results of Golden and Bändel, especially the 

position and the depth of the RTM.

On the other hand, recent measurements of the total cross section by 

Ferch et al. (1984) and Jost et al. (1 983) are in disagreement with the 

results of Golden and Bändel (1966) especially in the position and the 

depth of the RTM (and are more consistent with the swarm-derived cross 

section of Haddad and O ’Malley 1982). It has been suggested that at the 

RTM, where the s-wave becomes zero, the scattering is strongly anisotropic 

(i.e. forward scattering is enhanced) and therefore the angular

discrimination of the experiments of Golden and Bändel (1966) and Gus’kov 

et al. (1978) might not have been good enough to distinguish between the

unscattered and the forward scattered electrons.
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The total error of the data of Ferch et al. is less than ±4$. The MERT 

fit to their data gives the following values: A=—1.449, D=73.1, F=-115.8 

and A1= 8.50. However these authors observed a dependence of the scattering 

length on the choice of emax. The results presented above correspond to an 

emax 5°° meV- For £max=1 eV the resulting scattering length is in 

gaop good agreement with the result of Haddad and O’Malley (1982).

Measurements of the differential cross sections have also been made in 

the low energy range. Until recently, however, the differential cross 

sections had not been measured in the range of energies below the RTM (see 

Williams 1979). However, Weyhreter et al. (1983) solved the formidable 

problems that are encountered in the sub-eV range and managed to complete 

measurements of the differential cross sections for Ar, Kr and Xe between 

50 meV and 2 eV. These authors fitted their results for argon in the range 

up to 300 meV with MERT and obtained A=—1.64, D=51 .9 and A-|=8.8 (ei=0.986).

The present work was partially motivated by a desire to use the 

swarm-derived cross section in conjunction with the results of Weyhreter et 

al. (1983) to determine definitive differential, total and momentum 

transfer cross sections for argon. Weyhreter et al. calibrated their 

energy scale using the ^82/3 resonance at the energy of 11.098 eV. It is, 

however, questionable whether this calibration still holds at 50 meV. If 

the energy scale of Weyhreter et al. is shifted by 20 meV their result for 

A is in good agreement with the swarm value (Linder - personal 

communication). It is therefore important to establish limits to the 

swarm-derived value of A that are as firm and as narrow as possible if it 

is to be used to calibrate the low energy scale of the beam experiments.

In Fig. 12.1 some of the recently derived or measured cross sections

for Ar are shown.
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Figu re  12.1 a) R ece n t ly  d e r iv e d  t h e o r e t i c a l  momentum t r a n s f e r  c ro s s  

s e c t i o n s  compared to  the  swarm-derived  c ro s s  s e c t i o n  of Haddad and 

O’M a l l e y .

b) Recen t ly  measured t o t a l  c ro s s  s e c t i o n s  f o r  Ar compared 

to  the  t o t a l  c ro s s  s e c t i o n  G^Ccalc) t h a t  was c a l c u l a t e d  us ing  th e  MERT f i t

t o  the  swarm d e r ive d  om.
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12.2.4: Swarm-derived cross sections. The first derivation of the 

momentum transfer cross section from transport data was made by Frost and 

Phelps (1964). Milloy et al. (1977) used the high precision transport data 

obtained at IDU to derive am in the energy range from 0 to 4 eV. A 

reanalysis of the same set of data was carried out by Haddad and O'Malley 

(1982) in an attempt to extend the range of application of MERT (Milloy et 

al. used MERT only up to 0.32 eV). The results of Haddad and O'Malley have 

already been presented in Section 12.2.2.

It is of interest to point out that Milloy (1975) showed that the 

effects of inelastic processes in Ar become appreciable only above 2 Td.

12.3: Data used in the Present Analysis

12.3.1 •• Drift velocities and Dt /p values in pure argon. The drift 

velocities measured at 90 K by Robertson (1977) were used. Robertson 

assessed the error bars for these results as ±4* below 0.005 Td, between ±4 

and ±1 % in the range between 0.005 and 0.01 Td, and between ±1 and ±2# in 

the range between 0.01 and 0.1 Td. The error bounds were made as large as 

this because of the comparatively large values of the diffusion correction, 

but more realistic error bounds are probably less than ±2%, especially when 

the pressure correction due to multiple scattering effects is taken into 

account (see Section 12.3.2).

D^/p values measured at 293 K by Milloy and Crompton (1977b) were also t. 

used. The error limits assigned to their data are ±2% below 0.0035 Td and 

±1.5% above 0.004 Td. The data obtained by these authors are believed to 

be unaffected by collective effects (see Section 12.3.2).
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12.3.2: Pressure dependence of the transport coefficients. The

non-existance of low energy inelastic losses and a very low value of the 

cross section at the RTM are, as mentioned above (see Section 12.1), an 

advantage in numerous applications, but on the other hand these

characteristics are a source of major difficulties when the low energy 

cross section is to be determined from the transport data. In order to

reach very low electron energies, extremely low values of E/N must be used, 

which in turn means that the pressures used in the experiments have to be 

very high. With such high pressures, however, it was found that the drift 

velocities become pressure dependent (Lowke 1963; Robertson 1970 and many 

more).

Many attempts have been made to provide a satisfactory theoretical 

explanation of the pressure dependence. Frommhold (1968) suggested that 

resonance scattering leads to a situation where the electrons spend a part 

of their transit time quasi-bound to the molecules. However the existence 

of the pressure dependence for rare gases, where there are no low energy 

resonances, and the positive pressure dependence for CHq could not be 

explained by Frommhold’s hypothesis. A multiple scattering model was 

suggested by Legier (1970) based on the fact that at high pressure the 

electron wavelength becomes comparable to the mean free path and the gas 

can therefore be treated as a continuous medium.

Further investigations include those of Atrazhev and Iakubov (1977; see 

also Khrapak and Yakubov 1979), O’Malley (1980), and many more. Especially t 

successful in interpreting both positive and- the negative pressure 

dependence in a wide range of gases was the theory of Braglia and Dallacasa 

(1978; 1982). These authors proposed a quantum mechanical theory of
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electron motion through high density gas. The gas is not treated as a 

continuum and therefore their theory has an advantage over that of Legier 

for intermediate pressures. Further improvements to the theory along 

similar lines were made by numerous authors (Gryko and Popielawski 1979; 

Polischuk 1983 and especially Kirkpatrick and Dorfman 1983).

It is also worth mentioning that O’Malley (1983) has recently analysed 

the density dependence of the thermal value of D/p in relation to the 

density dependence of p^. His work is of great importance for 

understanding the Nernst-Townsend (Einstein) relations.

The most interesting theoretical results relating to the present work 

are those that provide a means to extend the analysis of the pressure 

dependence to non-thermal electron mobilities. It was shown theoretically 

that as the field increases the mobility rapidly attains the low density 

value (which is pressure independent) (Atrazhev 1984). It is has also been 

found that it possible to modify the momentum trasfer cross section in such 

a way that it gives a good representation of the pressure dependence of the 

electron mobility.

It might be thought that it would be possible to carry out measurements 

of drift velocities at different pressures and extrapolate the results to 

the value corresponding to zero pressure. However, the diffusion 

corrections for Ar are quite large even at such high pressures and it is 

not possible to apply theoretical values for the diffusion correction (see 

Section 2.4) without making significant errors. In order to eliminate the 

errors from this source one has to extrapolate the results obtained at 

different pressures to infinite pressure. Therefore it is necessary to 

estimate the pressure dependent correction due to multiple collisions by 

calculation in order to overcome the conflicting requirements for the
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extrapolations.

The pressure dependence of the drift velocity can be estimated (Braglia 

1934 - personal communication) by replacing the momentum transfer cross 

section Gm with:

where X(e) is the deBroglie wavelength of the electron and 11(e) is the mean 

free path. If the ratio X/Z is very small one obtains:

Using equation (12.5) and the momentum trasfer cross section of Haddad and 

O'Malley (1982) the drift velocities (at 90 K) were calculated with and 

without the correction for pressures in the range between 0 and 800 Torr 

(which was the highest pressure used by Robertson 1977). All the

differences were smaller than i.e. smaller than the diffusion

corrections at the lowest values of E/N. Therefore a correction procedure 

was adopted that is equivalent to correcting each experimental point for 

the effect of multiple collisions and then extrapolating the corrected 

points to infinite pressure to account for the effect of diffusion. In

Table 12.1 the drift velocities in pure argon at 89.6 K (Robertson 1977) 

are displayed that were obtained with and without the corrections for the 

effects of multiple collisions. It can be seen that the maximum correction 

to the V(jr data at 89.6 K is at the lowest value of E/N (as expected) and

is 1.24%. The corrections rapidly get smaller as the value of E/N

(12.4)
Z(e)

a (e) = o (e) ( 1 + 3.904 10 24 N a(e)//e) .m m (12.5)

increases and are negligible above 0.006 Td. The corrections to the room 

temperature v<jr and DT/p data are negligible (less than 0.1%).
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12.3.3: Drift velocities in Ar-H? mixtures. To supplement the existing 

data in pure Ar, measurements of drift velocities were made in an Ar-Hp 

mixture containing 5.45$ of H2 . The basic reasons for using the Ar-H2 

mixture are the following:

1) In such a mixture it is possible to achieve an average electron 

energy which is of the order of 40 meV at pressures that are sufficiently 

low that multiple scattering effects are negligible (the present 

calculations indicate that for this mixture at 590 Torr and at the lowest 

value of E/N used the pressure effect on v^r is 0.06$). As can be seen 

from Fig. 12.2 the average energy of the EDF for the Ar-H2 mixture is much 

lower than that for pure Ar at the same E/N.

2) Hydrogen was chosen as the electron energy moderator because the 

very low energy cross sections for H2 are known better than the cross 

sections for any other molecular gas (see Chapter 9). For the present 

application very accurate cross sections are required only for rotational 

excitation in order to analyze transport data for the mixture. At very low 

energies the momentum transfer cross sections for Ar and H2 are similar in 

magnitude. Therefore an uncertainty of ±5$ in omsw for H2 results in 

negligible uncertainty in Gm for the mixture, and therefore in the momentum 

transfer cross section for Ar derived from it.

3) The measurements in Ar-H2 mixtures at 293 K and at moderately low 

values of E/N are easier than in pure Ar at 89.6 K (because they can be 

carried out using lower pressures and without the use of a coolant) while t 

the diffusion corrections are smaller. Consequently the error bounds on

the mixture data are expected to be smaller.
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Table 12.1 Drift velocities in pure argon and the corresponding 

corrections for multiple scattering.

E/N

Original 
Data of 

Robertson
Pressure

Correction
Final
Data <e> Drp/g

T 7 calculated
^dr

(lO^cm/s) (%)
dr

(lO^cm/s) (meV) (mV)

0.002 1.49 1.24 1.508 17 14

0.0025 2.04 1.18 2.064 24 30

0.003 2.86 1.18 2.894 40 68

0.0035 4.01 1.0 4.05 70 119

0.004 5.20 0.79 5.24 107 170

0.005 7.10 0.36 7.126 112 253

0.006 8. 100 0.18 8.115 215 318

0.008 9.060 0 9.060 263 418

0.010 9.61 0 9.61 292 497

0.015 10.45 344 646

0.020 11.07 384 759

0.030 12.18 450 928

0.040 13.05 506 1056

0.050 13.82 558 1158

0.060 14.50 605 1245

0.080 15.69 693 1389

0. 10 16.68 773 1510

0. 12 17.56 845 1618

0.15 18.68 945 1763
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E/N= 0.02 Td

e (eV)

Figure  12.2 EOF in  pure Ar and in  th e  Ar-H2 m ix tu re  f o r  th e  same va lue  

of  E/N(=0.02 Td).

The r e s u l t s  o b t a in e d  us ing  the  Bradbury -N ie l sen  d r i f t  tube  ( see  Chapter  

8) a r e  shown in  Tab le  12.2 .  The maximum d i f f u s i o n  c o r r e c t i o n  was 0.4%, but  

normal ly  i t  was of  th e  o rd e r  of 0 . 1 - 0 . 2 * .  The f i n a l  r e s u l t s  were o b ta in e d  

both by e x t r a p o l a t i n g  the  p r e s s u r e  dependence to  i n f i n i t e  p r e s s u r e  and by 

c a l c u l a t i n g  t h e  d i f f u s i o n  c o r r e c t i o n  with  C = 5 ( see  S e c t io n  8 . 2 ) .  Good 

agreement was found between th e s e  two methods f o r  th e  p r e s e n t  r e s u l t s .  The 

e s t i m a t e d  maximum e r r o r  bounds a re  ±1.5* over the  e n t i r e  E/N range  used in  5

the  p r e s e n t  work.
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12,4; Analysis

12,4,1 : Introduction. In the present work several cross sections were 

used to calculate the transport coefficients and these results were then 

compared to experimental results. The aim was first to check the 

compatibility of some recently derived cross sections with the transport 

data and second to establish the limits of accuracy of the swarm-derived 

scattering length.

12,4,2; Method of calculation. The standard two-term code was used in 

the present work. Multiterm calculations were carried out for the Ar-H2 

mixture and it was shown that the corrections to the TTT results did not 

exceed 0.1%. Various multi-term and Monte Carlo calculations for pure 

argon (see Lin et_ al 1979; Makabe and Mori 1982 and many more) have led to 

the conclusion that the TTT is accurate for argon. However, several 

problems need to be examined or overcome when the transport coefficients 

for argon are to be calculated even with a highly accurate theory.

The inadequacy of the definition of the diffusion coefficient as 

discussed in Section 2.5 does not affect the present analysis. Makabe and 

Mori (1984) calculated the difference between ND-p and NDV (see Section 2.5 

for definitions). At the highest values of E/N used in the present work 

the difference is of the order of - still within the experimental 

uncertainty. Since the situation regarding the inadequacy of the TTT 

formula for ND-p is still uncertain, no corrections for this effect were £. 

applied. Had they been applied the corrections would have only affected a 

few values of D-p/q at the highest E/N and not the data that are important 

for determining the scattering length.
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In the work of Haddad and O’Malley (1982), a two term-code was used 

that was developed by O'Malley (O'Malley and Crompton 1980) to analyse 

electron transport in neon. This code has a logarithmic rather than a 

linear energy mesh, that is, each step in the mesh is obtained by 

multiplying the preceding step by a constant (>1) and therefore the step 

size increases with increasing energy. The reason for adopting such a 

procedure is to have a small step size close to zero energy but not to have 

a correspondingly large number of points over the entire energy range. (As 

an example, for E/N=0.002 and an integration range of 0.28 eV, if the first

energy step is 0.06 meV only 50-70 logarithmic steps are used over the

entire energy range.) If a large number of points is used the computer 

time necessary to perform the calculations becomes long and it would make 

the automatic fitting procedure very slow. However, this approach was

thought to be inadequate for argon at the lowest values of E/N because the 

energy steps in the range of the RTM, where am changes rapidly, would be 

relatively large. In the present work, therefore, a standard two-term code 

with equal energy steps was used. The number of steps was increased

initially to 6000 so that the same energy resolution was achieved at low

energies as in the work of Haddad and O'Malley but at the upper end of the

integration range the energy resolution was equally high. The maximum 

difference between the results obtained using the two codes was significant 

(although less than ]%) and occured at 0.005 Td where there is a

significant number of electrons in the swarm in the RTM.

Although 6000 points are needed to have the same energy resolution as 

Haddad and O'Malley at their lowest energy it was found that when the

number of points was reduced to 2500 the calculated results were still in 

excellent agreement with the data calculated with the larger number of
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p o i n t s .

In  a d d i t i o n  to  making a c a r e f u l  cho ice  of the  mesh s i z e  one had t o  be 

c a r e f u l  to  ensu re  t h a t  th e  energy i n t e g r a t i o n  range was not  too  l a r g e  and 

t h a t  th e  EDF did  not  become s m a l l e r  than  th e  s m a l l e s t  number a v a i l a b l e  on 

th e  computer .  In t h a t  case  any e x t e n s i o n  of  th e  i n t e g r a t i o n  range  r e s u l t e d  

in  an unnecessary  l o s s  of energy r e s o l u t i o n  f o r  a g iven number of mesh 

p o i n t s .  The " r u l e  of thumb” adopted f o r  most gases  i s  t o  choose an energy 

range  of app rox im ate ly  lOeD-p/y. However, one needs to  be c a r e f u l  when 

c a l c u l a t i o n s  in  Ar a re  being made. The va lue  of eDy/y in  Ar i s  not  

normal ly  s m a l l e r  than  <e> c o n t r a r y  t o  the  s i t u a t i o n  in  most o th e r  g a s e s .  

Moreover,  in  Ar the  EDF does not  ex tend to  very h igh e n e r g i e s  as can be 

expec ted  fo r  o th e r  atomic g a s e s .  On th e  c o n t r a r y  th e  EDF d e c re a se s  very 

r a p i d l y  a t  h ighe r  e n e r g i e s  due to  a sudden i n c r e a s e  of am above the  RTM. 

T h e re fo re  the  i n t e g r a t i o n  ranges  shou ld  sometimes be as low as 3eDj/ ij .

In  th e  p r e s e n t  work the  i n t e g r a t i o n  ranges  were chosen so t h a t  the  

r a t i o  of the  EDF a t  ze ro  energy to  i t s  va lue  a t  th e  end of the  energy range  

was not  l e s s  than 10- 2 5. For th e  E/N va lues  where the  EDF ex tends  to 

r e l a t i v e l y  h igh  e n e r g i e s  as compared to  the  va lue  of <e> ( i . e .  the  low es t  

few va lues  of  E/N) th e  d e c i s i o n  about  th e  i n t e g r a t i o n  range was made by 

va ry ing  the  range  and checking whether  th e  r e s u l t s  changed.  During th e s e  

t e s t s  th e  energy r e s o l u t i o n ,  t h a t  i s  th e  mesh s i z e ,  was kep t  f i x e d .

Another im p o r tan t  p o in t  in  r e l a t i o n  t o  th e  argon c a l c u l a t i o n s  i s  t h a t  

i t  i s  sometimes not  adequa te  to  use the  t a b u l a t e d  va lues  of the  c ro s s  

s e c t i o n s  and then to  i n t e r p o l a t e  l i n e a r l y  between th e  p o i n t s .  Even when

over 40 p o i n t s  were used to  t a b u l a t e  om below 1 eV a d i f f e r e n c e  of up to  

0.7% in  the  t r a n s p o r t  c o e f f i c i e n t s  was observed between the  c a l c u l a t i o n s  

t h a t  used th e  a n a l y t i c a l  formula (MERT) f o r  the  c ro s s  s e c t i o n  and those
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that used the tabulated data. When the more sparsely tabulated data of 

McEachran and Stauffer (1983) were used the errors in the calculated 

transport coefficients due to linear interpolation of the cross section 

were up to *10%. This example illustrates the importance of having a large 

number of tabulated points for am or preferably an analytical expression.

In the present analysis the MERT formulae were used to calculate p0 and 

Pi, and the Born formula to calculate p2 and P3 . The formula derived by 

Thompson (1966) was used to determine the contribution of the higher-order 

phase shifts to om . The cross section obtained using this formula was

compared with that obtained when the first 20 higher- order phase shifts 

were calculated using the Born formula (Buckman - personal communication). 

It was found that the contribution of the higher order phase shifts was 

very small and therefore that the method of calculation using the Thompson 

formula was adequate. The maximum relative contribution of the higher 

order phase shifts is in the region of the RTM. Table 12.3 shows the

errors that are made when the contribution from p3 and from higher order 

phase shifts calculated using the Thompson’s formula, are neglected.

Table 12.3 Errors in the calculated cross section when higher order 

phaseshifts are neglected.

error in the cross section in (%) when
the series expansion for om is limited to terms
containing the phase shift differences shown

e (eV) Po-Pi» P i— P 21 P2-P3 Po-Pi, P1-P2
0.20 0.9 9.0
0.23 1 .26 12.7
0.25 1 .3 13.1
0.30 1 .0 9.9
1 .00 0.33 3.1
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From Table 12.3 i t  can be seen  t h a t  the  accuracy  of th e  c a l c u l a t i o n  of 

the  phase s h i f t s  above r]2 i s  not  c r i t i c a l ,  but  they  have t o  be r e p r e s e n t e d .  

The phase s h i f t s  r\2 c a l c u l a t e d  us ing  th e  Born formula a re  in  good agreement 

w i th  th e  r e s u l t s  of McEachran and S t a u f f e r  (1983) in  the  r e g io n  of the  RTM 

( a t  0.136 and 0.544 eV, two of the  e n e rg i e s  f o r  which the  t h e o r e t i c a l  d a ta  

a r e  t a b u l a t e d ,  the  d i f f e r e n c e  a re  1.6 and 4.8$ r e s p e c t i v e l y ) .  The 

r e s u l t i n g  e r r o r s  in  th e  c a l c u l a t e d  d i f f e r e n c e s  n i“ h 2 and n 2 - b 3 a r e  small  in 

th e  r e g io n  where some u n c e r t a i n t y  in  n2 could  cause s i g n i f i c a n t  u n c e r t a i n t y  

of  the  c a l c u l a t e d  am because  ri0- ni i s  c l o s e  t o  ze ro .  T h ere fo re  i t  may be 

concluded t h a t  the  d i f f e r e n c e  between th e  h ighe r  o rde r  phase s h i f t s  used in  

th e  p r e s e n t  work and th e  t h e o r e t i c a l  v a l u e s ,  or the  va lues  d e r ive d  from 

beam exper im en t s ,  a r e  un im por tan t  f o r  th e  accuracy  of the  c a l c u l a t e d  am.

I f  some o b j e c t i o n s  a re  r a i s e d  to  the  use of the  MERT formula  in  the  

swarm a n a l y s i s  i t  can be coun te red  by say ing  t h a t  i t  i s  s imply used as a 

conven ien t  r e p r e s e n t a t i o n  of the  momentum t r a n s f e r  c ro s s  s e c t i o n  and t h a t  

th e  c ro s s  s e c t i o n  i s  no l e s s  a c c u r a t e  because of a p o s s i b l e  inadequacy of 

MERT. However, a l th o u g h  am may be s u f f i c i e n t l y  a c c u r a t e l y  r e p r e s e n t e d  i t  

does not  fo l low  t h a t  the  phase s h i f t s  a re  s u f f i c i e n t l y  a c c u r a t e  to  

c a l c u l a t e  d i f f e r e n t i a l  and t o t a l  c ro s s  s e c t i o n s  with  adequa te  acc u racy .  In 

s i t u a t i o n s  where MERT b reaks  down v a l i d  comparisons of ex per im en ta l  c ro s s  

s e c t i o n s  with th o s e  c a l c u l a t e d  wi th  t h e s e  phase s h i f t s  a re  c l e a r l y  not  

p o s s i b l e .

1 2 . 4 . 3 : Comparison of  c ro s s  s e c t i o n s . Three s e t s  of c ro s s  s e c t i o n s  

were i n i t i a l l y  chosen f o r  t h e  compar isons:  amWBL o b ta in ed  from the  MERT f i t  

t o  the  c rossed  beam d a t a  of Weyhreter  _et al_. ( 1984), omr o b ta in e d  from the  

MERT f i t  to  th e  t o t a l  c ro s s  s e c t i o n  of Ferch  e t  a l . (1984),  and the
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theoretical results amMS obtained by McEachran and Stauffer (1983).

MERT parameters obtained by Weyhreter et al. (1984) and Ferch e_t al. 

(1984) were used in the energy range suggested by the authors, which in 

both cases included the RTM and the low energy part of the cross section 

(which is especially important for the present analysis). Above emax for 

MERT the swarm-derived tabulated cross section was used. The theoretical 

results were used over the entire energy range needed for the calculations. 

Because of the insufficient number of the available theoretical points the 

data of McEachran and Stauffer (1983) were fitted using the MERT formulae 

(only their scattering length A = -1.506, corresponding to their zero 

energy limit of r\0/ k  was retained). The following MERT parameters were 

obtained: D=69.71; F=~97.94 and ei=0.9338. Using these parameters values 

of am and a-p could be recovered that were not more than 2.5% different from 

the original values; normally the difference was much smaller. The energy 

range for the MERT fit was 0 - 1 eV.

Calculations were also carried out using a MERT fit to the recently 

published theoretical data of Bell _et al. (1984). MERT fits were made to 

both the total and momentum transfer cross sections. However, because only 

a limited number of data were available below 1 eV the accuracy of the fits 

was reduced. Similar MERT parameters were obtained from fitting to each 

cross section (A=—1.676, D = 63•81, F=~74.25 and ei = 1.l605). It was not 

possible to obtain additional values of the cross sections from the authors 

in order to perform a more reliable MERT fit and therefore the results for 

this cross section and the comparison with the swarm data should be 

regarded just as an indication rather than a final comparison.

In addition to the comparisons described above others were carried out 

using the MERT parameters derived by Haddad and O'Malley (1982) and also
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with some modifications to their results. The modifications were made by 

changing A by 1 or 2% and then adjusting the other MERT parameters to 

achieve the best possible agreement between the calculated and experimental 

transport data.

The results of all the comparisons are shown in Fig. 12.3, Fig. 12.4 

and Fig. 12.5.

0.5

< e>

(eV)

Figure 12.3 Differences between the calculated and experimental drift 
velocities in Ar at 89.6 K. The cross sections used in the calculations 
are : a) Haddad and O'Malley; b) Weyhreter _et al.; c) Ferch £t al. ; d)
McEachran and Stauffer. The dashed line corresponds to a scattering length ?- 
reduction of and the dot-dashed line to an increase of 2%. The values 
of the average energy are also shown as a (dotted line).
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A Cy'M 

(%)

E/N (Td)

Figure 12.4 Differences between the calculated and experimental DT/y 
values in Ar at 293 K. The cross sections used in calculations are : a) 
Haddad and O’Malley; b) Weyhreter et. al.; c) Ferch et al.; d) McEachran and 
Stauffer. The dashed line corresponds to scattering length reduction of 2% 
and the dot-dashed line to an increase of 2%. The values of the average 
energy are also shown.

First the cross section of Weyhreter et al. will be discussed. At the

lowest values of E/N the calculated transport coefficients are

significantly different from the experimental data. In all cases the

disagreement is more than ten times the claimed error bounds. It is

therefore evident that the scattering length derived by Weyhreter et al. is
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too large. This can be checked by keeping A fixed and by varying all other 

parameters. It is not possible to achieve a major improvement of the fit 

by that procedure. The fit apparently improves with increasing E/N in all 

cases. However, this is because the swarm-derived am was used above emax 

and therefore the improved agreement is misleading (the same is true for 

the comparison using the cross section of Ferch et al.).

< e >

-  0.1

a

0 .02 0.1 
E/N (Td)

Figure 12.5 Differences between the calculated and experimental drift 
velocities in the Ar-H2 mixture. The cross sections used in the 
calculations are : a) Haddad and O'Malley; b) Weyhreter et al.; c) Ferch 
et al. ; d) McEachran and Stauffer. The dashed line corresponds to a 
scattering length reduction of \% and the dot-dashed line to an increase of 
2%. The values of the average energy are also shown.



367

The results calculated using the MERT parameters of Ferch et_ al. (1984) 

are in good agreement with the experimental data for drift velocities. At 

some values of E/N the results lie outside the error bounds, but not by 

very much. The difference between the calculated D^/y values and the 

experimental data, which is not seen in the v^r data, is due to the fact 

that D'j'/y values are more sensitive to the position and the shape of the 

RTM than v<jr values (Milloy and Crompton 1977b) and indicates that there is 

still some incompatibility between the beam-derived om and the experimental 

transport data. This could reflect inadequacy of the MERT analysis as 

described above. However, the scattering length obtained by Ferch _et al. 

is in good agreement with the result of Haddad and O’Malley.

Even though McEachran and Stauffer (1983) provided a large number of 

calculated values of the cross section below 1 eV in addition to the values 

published in their paper, the tabulation below 1 eV was still 

insufficiently dense to minimize the interpolation errors (see Section 

12.4.2). Therefore their data were fitted using MERT as discussed in this 

section. The results presented in the figures were obtained using MERT up 

to 1 eV and the tabulated values of om above 1 eV.

The error due to interpolation was estimated and subtracted when the 

calculations were performed using the tabulated values over the entire 

energy range. Both procedures led to similar results.

Even though the scattering length obtained by McEachran and Stauffer 

(1983) is in agreement with the value obtained by Haddad and O’Malley t 

(1982) other parameters and consequently the position of the RTM are 

different. Therefore the calculated transport coefficients are sometimes

in significant disagreement with the experimental data.
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The transport coefficients calculated using the MERT fit to the 

theoretical results of Bell et_ al_. are not presented in the figures. Of 

all the cross sections used in these comparisons, this cross section leads 

to poorest agreement with the experimental swarm data. The maximum 

differences are: 5555 for vdr (90 K) data, 45* for the DT/p data, and 2755 

for the mixture data. The results show that the cross section is too 

large.

The results calculated using the MERT parameters obtained by Haddad and 

O'Malley agree best with the presently available data including the newly 

measured drift velocities for the H2~Ar mixture and could not be improved 

upon. This is because the inaccuracy in the calculations using the 

logarithmic energy steps, as implemented in the code used by these authors 

(see Section 12.4.2), was partially compensated by the corrections for 

multiple collisions. For all the data except the lowest E/N results for 

D'p/p the agreement with experimental transport data for pure Ar is within 

the error bounds. For the mixture data the calculated values lie otside 

the error bounds only for the two lowest E/N values, and then not by much. 

The best agreement for the mixture data is achieved when A is reduced by 

155, but in that case the calculated drift velocities in pure Ar are 155 

outside the error bounds. Therefore it was decided not to adjust the MERT 

parameters of Haddad and O'Malley but to suggest the following error bounds 

for the scattering length namely +0.5 and -1.5*.

12.5; Conclusion

None of the cross sections used in the present analysis apart from that 

of Haddad and O'Malley (1982) is consistent with the transport data. Two
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of the cross sections predict scattering lengths that are just outside the 

presently derived error bounds for the swarm-derived scattering length, but 

in these cases other features of the cross sections give rise to the 

differences between the calculated and the experimental transport data.

A virtue of the swarm technique is that absolute values of cross 

sections can be derived very accurately. On the other hand it is hard to 

analyse cross sections with sharply changing features, and the RTM is such 

a feature. It has been suggested (Crompton 1984a) that a combination of 

the swarm-derived scattering length with the data from crossed beam 

experiments (both differential and total cross sections) should provide the 

most reliable cross section for low energy electron scattering in Ar. The 

beam data may require normalization of both the energy scale and the 

absolute magnitude. The present analysis is the first step in that 

direction.

Despite differences that remain, it can be concluded that the agreement 

between the swarm-derived, beam-derived, and theoretical cross sections is 

now much better than three years ago. The results of the comparisons 

reported in this chapter should be regarded as encouraging, even though the 

remaining discrepancies are still outside the limits claimed for the swarm 

analysis.

Finally a comment should be made about some recent studies of electron 

thermalization in pure Ar. McMahon and Shizgal (1985) found that the cross 

section of Haddad and O’Malley (198.2), if used in their analysis, gives 

rise to thermalization times that are in disagreement with some of the 

experimental data (see Appendix 2) and that the cross section of Mozumder 

(1981) was superior. Their most striking prediction based on the cross 

section of Haddad and O'Malley is that the mobility may become
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significantly negative for a short period of time, which has not been 

observed experimentally. However, it is not certain which part of the

cross section is responsible for the predicted occurence of this effect; 

moreover the accuracy of the thermalization data is not as high as the

accuracy of the experimentally derived transport data. Therefore no

attempt has been made to include the thermalization data in the present

analysis.
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Appendix 1: Requirements for the Computer-Interface System for 

Controlling the CPE

The original computer controlled system, that was used for some of the 

present measurements was based on the DEC PDP 8/e computer connected to a 

specialized interface. However, since the system was designed and built 

before 1973, there were a number of restrictions on the usage of the system 

due to limitations in the technology that was used both in the PDP 8/e and 

in the interface. The most undesirable restrictions for the operation of 

the CDE were:

1) a limited range of S and D values, especially at the higher end 

(S+D < 2 ms) which, for instance, made the measurements in pure H2O 

impossible;

2) difficulites in modifying, storing and retrieving programs; the 

programs were written using assembler and stored on cassettes, and 

modifications had to be written in the computer memory using the keyboard 

with hexadecimal numbers;

3) the small memory of the computer, which limited optional 

calculations and also made it impossible to start a number runs with 

different parameters without intervention of the operator;

4) the loss of the collected data and parameters for a run if the 

system "crashes” ;

5) inconvenient input/output, and impossibility to have the current 

status of the experiment displayed.

Nevertheless the old system proved to be very reliable and has been 

operating continuously for more than ten years.

The new controller was built to overcome all the restrictions mentioned
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above and to extend the possibilities of the experiment even further. The 

controller is "a disk based STD BUS microcomputer running the CP/M 

operating system" (Cullen 1985). The system as presently configured is 

shown in Fig. A.1.1.

The controller is used to perfom the following tasks:

1) to input/output the parameters for the run from the terminal or from 

the disk;

2) to execute a shot (see Chapter 4) by triggering the X-ray tube, by 

setting the sampling amplitude, and by triggering the sampling pulse at 

appropriate times (at S, with and without the X-ray pulse and at S+D with 

and without the X-ray pulse);

3) to digitize the analogue signal amplitude and to store the value at 

the appropriate memory location;

4) to control the time between the two pulses (the repetition time);

5) to control the number of shots and to group the collected data into 

experiments and runs;

6) to carry out the calculations for the continuously updated display 

(current status) of the time constant (for the current experiment), and to 

display the levels of the signal at times S and S+D (with or without the 

subtraction of the noise pulse) together with the standard deviations of 

the signal amplitudes up to that point, to calculate the remaining number 

of shots, and the time required to complete the experiment (run, series);

7) to carry out calculations of the time constant for each experiment 

and to store the number of shots having signal amplitudes that were below & 

or above the range of the linear response of the detection chain and 

therefore not included in the calculations;

8) to carry out the calculations of the average time constant for the
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run and of its standard deviation;

9) to store the data on the disk after certain time intervals in order 

to protect the data against system "crashes";

10) to edit, recall, rename, print out, display and update the files 

from the disk and to give the directory of the disk without exiting the 

main program;

11) to adjust the sampling amplitude from the keyboard while the 

experiment is running;

12) to stop, continue or terminate the experiment;

The program that, in conjunction with the interface carries out the 

tasks mentioned above was written in Pascal MT+ by Cullen (1985). It is a 

menu driven program that uses an overlay technique.

The new system also provides facilities to test the linearity of the 

detection chain, to apply clearing pulses (if the metal sampling pulse 

electrodes are located inside the cell) and to connect two additional 

analog signals for continuous monitoring, AD conversion, storing, and use in 

further calculations. In order to use the third facility the software 

would need to be extended. The additional acquisitions would be used if 

for example the variations of the temperature were to be monitored or if 

the RF heating were applied and the stability of the field needed to be 

monitored and its variations accounted for. In addition it is possible to 

make further calculations with the data that are stored in the computer 

memory or to include some other parameters in the analysis of the raw 

experimental data. The system could be upgraded by additions to the 

software to satisfy most of the requirements that may be made in the

future.



37^

termina1 printer

diskdisk

unit unit

50 n 
buffer

cell

t ime r/ 
counter

pre-AMP

Figure A.1.1 The new computer controlled system as connected to the 

CDE. CPU - the central processing unit, AMP - amplifier and shaper, ADC - 

analog to digital conversion unit, DAC - digital to analog conversion unit, t-

PMT - photo-multipler tube, S&H - sample and hold circuit.
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Appendix 2: Electron Thermalization

The Electron thermalization time is usually defined as the time it 

takes electrons, starting from some energy well above thermal, to reach the 

energy 10% above thermal energy and is an important parameter for the 

application of the CDE technique. It is important to check the value of

for every gas that is being used in the CDE because electrons in that 

experiment are formed by X-rays that have an energy of the order of 20 keV 

and are therefore capable of producing high energy electrons which in turn 

produce many electrons with energies of the order of 20 eV (Rhymes 1976).

The sampling of the number of electrons in the CDE should only start 

when all the electrons have reached thermal equilibrium with the gas. The

relaxation of electron energy to about 1 eV is very fast and therefore the

most of the thermalization time is taken up by the slow approach of the 

energy from about 1 eV to the thermal energy.

Information about thermalization times can be obtained from the swarm 

data (Christophorou et al. 1975; Rhymes 1976), by direct calculations 

(Mozumder 1980; 1982; Tembe and Mozumder 1983; Shizgal and McMahon 1984;

McMahon and Shizgal 1985), by Monte Carlo Simulations (Koura 1983; 1984), 

and by measurements (e.g. Dean et al. 1974; Dean and Smith 1975; Warman and 

Sauer 1975; Warman and deHaas 1975). Rigorous analysis based on the moment

method for solving BE was carried out by Knierim et al. (1982) for two

model gases (constant collision frequency and constant cross section) and 

it was found that the approximate theory of Mozumder was less than 25% in 5 

error for the two cases studied. Such an accuracy is sufficient for the -- 

present purpose.

Table A.2.1 contains thermalization times for electrons in gases that
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were e i t h e r  used or  co n s id e re d  to  be used in  t h e  p r e s e n t  work w i th  th e  CDE. 

I n s t e a d  of the  usual  p r e s e n t a t i o n  of  th e  r e s u l t s  as Nt^  or as Tth  a t  

1 Torr  th e  r e s u l t s  a re  p r e s e n te d  as a t  1 kPa.

Tab le A.2.1 T h e rm a l i z a t i o n  t imes  f o r  e l e c t r o n s  in 

v a r io u s  gases  a t  1 kPa and 300 K.

i t h (us)

gas a b c d e f g

n2 1 .5 1 .4 2.7 1 .0
h2 0.2 0.3 0.45 0.2

C02 0.01 0.04

H20 0.004

He 4.0 7.4 5.3 3.5
Me 160 400 210 50 90
Ar 1600 740 400 50 170

Kr 240 150 13
Xe 200 90

a Rhymes (1976) 

b S h izga l  and McMahon (1984)

c Mozumder (1980; 1981) and Tembe and Mozumder (1983) 

d Koura (1983; 1984) 

e C hr i s to p h o ro u  e t  a l .  (1975

f  Dean e t  a l .  (1974) and Smith and Dean (1975) 

g Warman and Sauer (1975) and Warman and deHaas (1975)



377

Appendix 3 : The Exper imenta l  Data used in  th e  Analys is  to  Determine  the  
Cross S e c t io n s  in  Hydrogen

T ra n s p o r t  d a ta f o r  parahydrogen a t  77 K

E/N (Td) vdr dO^cm/s ) D-p/y (mV)

0 . 0 0 2 6 .83b)
0.0025 6.89
0 . 0 0 3 0 6.95

0.0035 6.99
0.004 7.05

0.005 7 . 1 6

0 . 0 0 6 7.30

0.007 7.45
0.008 0 . 274a ) 7 . 61

0 . 0 1 0 0.330 7.95
0 . 0 1  2 0.384 8.30

0.01 4 0.437 8 . 6 6

0.017 0.511 9.24

0 . 0 2 0 0.579 9.33

0.025 0 . 6 8 2 10.63

0.030 0.779 11.48

0.035 0.871 12.23
0.040 0.959 12.90

0.050 1.131 14.10

0 . 0 6 0 1 .296 15.07

0.070 1.457 15.93
0 . 0 8 0 1 .61 4 16.73
0 . 1 0 0 1 .913 18.14

0 . 1 2 2 . 2 0 19.41

0.14 2.46 2 0 . 6 0

0.17 2.83 22.5

0 . 2 0 3.17 24.3

0.25 3.67 27.3
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0.30 

0.35 

0.40 

0.50 

0 . 6 0  

0.70 

0 . 8 0  

1 .00 

1 . 20 

1 .40 

1 .70

2 .00

2.50

3.00

3.50

4.00

5 . 0 0

6 . 0 0

7 . 0 0

8 . 0 0

1 0 . 0 0  

1 2 

14 

17 

20

25

26

27.3
30

4.11

4.51

4.85

5.42

5.89

6.29

6.62

7.15

7.56

7.93 

8.45

8.93 
9.68

10.39 

11.07 

11 .73 

13.03 
14.30 

15.52 

16.70 

18.90 

20.90  

22 .80  

25 .60  

28.10 

32 .20  

33.10 

34.20 

36.60

30.3

33.3
36.4

42.8 

49.6

56.5

63.8
78.6 

93.5

107.7 

131 .8 

153.9 

189.1 

220 

250 

276 

323 

365

a)  Rober t son (1971)

b) Crompton and McIntosh (1968)



Table  A. 3.2  T r ans po r t  da t a  f o r  normal hydrogen a t  77 K

E/N (Td) vdr OO^cm/s) D'p/ y  ( mV) E/N (Td) v^p ( lO^cm/s) D^/y (n

0.002 6 . 76b ) 0.30 3.61 36.4

0.0025 6.81 0.35 3.97 39.8

0.003 6.85 0.4 4.29 43.3
0.0035 6.90 0.5 4.86 50.2

0.004 6.96 0.6 5.33 57.2

0.005 7.09 0.7 5.75 64.2

0.006 7.23 0.8 6.11 71 .3

0.007 7.38 1 .0 6.71 86.0

0.008 0. 274a ) 7.55 1 .2 7.21 100.8

0.010 0.328 7.90 1 .4 7.64 115.7
0.012 0.382 8.27 1 .7 8.20 1 38.0

0.014 0.433 8.67 2.0 8.70 159.5

0.017 0.504 9.26 2.5 9.48 192.9
0.020 0.568 9.86 3.0 10.21 224

0.025 0.666 10.84 3.5 10.92 252

0 .0 3 0 0.757 11.79 4 11 .60 278

0.035 0.843 12.68 5 11 .92 325

0.040 0.922 13.53 6 14.20 366

0.05 1 .070 15.08 7 15.43 405

0.06 1.213 16.49 8 1 6.60 440

0.07 1 .347 17.77 10 18.80 506

0.08

C
O 18.93 12 20.9 565

0.1 1 .725 21 .0 14 2 2 . 8

0.12 1 .958 22.9 17 25.5
0.14 2.18 24.7 20 28.1

0.17 2.49 27.0 25 32.2

0.20 2.78 29.4

0.25 3.21 32.9

a)  Rober t son (1971)

b) Crompton and McIntosh (1968)
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Table  A .3.3 T ra n s p o r t  d a ta  fo r  normal hydrogen a t  293 K.

E/N( Td) vdr-( 1 O^cm/s) D'p/u(mV)

0.012 0 . 1 862a )

0.01 4 0.217
0.017 0.264

0.020 0.311 25 .9a) b)

0.025 0.385 26.2

0.03 0.459 26.5

0.035 0.530 26.8

0.04 0.600 27.1

0.05 0.737 27.8

0.06 0.870 28.5

0.07 0.998 29.2

0.08 1.124 30 . 0

0.10 1.366 31 .4
0 .12 1 .578 32.9
0.14 1 .777 34.4

0.17 2.07 36.6
0.20 2.35 38.7
0.25 2.76 42.3
0.30 3.13 45.7

0.35 3.47 49.0

o■=ro

3 .78 52.4

0.50 4.33 59.3
0.60 4.82 66.3

0.70 5.24 73.6

0.80 5.60 80.9

1 .0 6.23 95.3

1 .2 6.74 110.2

E/N( Td) vd r (1O^cm/s) D'p/]j(mV)

1 .4 7.20 124.8

1 .7 7.82 1 46.5

2.0 8.37 167.6

2.5 9.22 201

3.0 10.01 231

3.5 10.76 259
4.0 11.47 284

5.0 12.85 330

6.0 14.15 371
7.0 15.35 410

8.0 16.50 446

10.0 18.70 511
12.0 20.70 573
14.0 22.7 630

17.0 25.5 71 0

20 28.1 787

25 32.2 916

30 36.6 1051

35 40.7 1199
40 45.3 1374

50 57.0 1714

60 69.5 1983
70 82.9 2190
80 98.2 2370

100 128.0 2670
120 165.9 2930
1 40 194.7 3190

a) Rober tson  (1971)

b) Crompton and McIntosh (1968)
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Table  A .3.4 T ran s p o r t  d a ta  f o r  th e  m ix tu re  of 0 . 5 % H2 in  Ar a t  293 K.

E/N vdr Drp/p

(Td) (1 0 5 cm s e c “ "' ) (V)

0.005 0 .0346c)
0.006 0.0390

0.007 0.0446

0.008 0.0512

0.010 1 . 9 c) 0.0667
0.012 2.4 0.0844

0.01 4 2.8 0.103

0.017 3.34 0.133
0.020 3.62 0.162

0.025 3.87 0.21 1

0.030 3.96 0.256

0.035 4.01 0.299
0.04 4.03 0.338

0.05 4.06 0.41 1

0.06 4.11 0.473
0.07 4.18 0.528
0.08 4.24 0.579
0.10 4.37 0.667
0.12 4.50 0.741
0.14 4.62 0.807
0.17 4.80 0.894
0.20 4.97 0.969
0.25 5.23 1 .077
0.30 5.46 1.172

0.35 5.66 1.252
0.40 5.9 1 .325
0.50 6 .2 1 .464

c) Haddad and Crompton (1980)
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Table  A .3 .5  T ran s p o r t  d a t a  f o r  th e  m ix tu re  of 4% H2 in  Ar a t  293 K.

E/N vdr D-p/ U
(Td) (1 o5 cm s e c “ "1 ) (V)

0.012 0 .0300c)

0.01 4 0 . 0 3 1 5

0.017 0 . 0 3 3 9

0.020 1 .72°) 0 . 0 3 6 8

0.025 2.23 0.0421

0.03 2.74 0.0484

0.035 3.26 0.0552

0.04 3.75 0.0627

0.05 4.63 0.0788

0.06 5.33 0.0964

0.07 5.88 0.114

0.08 6.29 0 . 1 3 2

0.10 6.85 0.168

0.12 7.22 0.201

0.14 7.50 0.233

0.17 7.85 0.276

0.20 8.15 0.315

0.25 8.61 0.373

0.30 9.02 0.424

0.35 9.41 0.470

0 -t
r

O 9.77

0.50 10.5

0.60 11 .0

0.70 11 .6

0.80 12.1

1 .00 1 3 . 0

c) Haddad and Crompton (1980)
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Appendix 4: Scaling Factors for Rotational Cross Sections

In this Appendix the formulae used to scale the rotational cross 

sections for H2 and for D2 will be summarized. Here it is assumed that the 

cross section for a certain transition J to j' is known and it is required 

to determine the cross section for another transition with the same AJ but 

different J. The procedure and the relevant references were published in 

greater detail by Morrison (1979). The theoretical basis for the formulae 

is the so called "adiabatic nuclear rotation theory". The main assumption 

inherent in this approximate theory is that the duration of the electron - 

molecule collision is short compared to the period of nuclear rotation. 

Consequently close to the threshold and near the resonance this approach is 

expected to be inadequate. The extent of the failure near thereshold for 

H 2 was illustrated by the theoretical calculations of Morrison and 

coworkers (Morrison et al. 1984b).

The ratio of the cross sections for transitions Ji -> JI and J2 + J 2 

with AJ = 2 (quadrupole transitions) derived on the basis of the adiabatic 

nuclear rotation theory is:

arot ('J 2 ^)

°rot (J 1 ̂  1)
- (— )1/2

£ ~ £t 1 "C(J 1 2J1:000) (A.4.1)

where is the threshold energy for the transition £->£ + 2 and C(...) are

Clebsch-Gordan coefficients. For the excitations J+J+2 the ratio is:

R(J1,J1+2;J2,J2+2) £~£T2 1 / 2  (j2 + 2)(J2 + 1)(2J! +1)(2J! + 3) 
e-eT 1 (J 1 + 2)(J ! +1)(2J2 + 1)(2J2 + 3) (A.4.2)

and for the deexcitationsJ+J-2:
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R ( J X, J 1- 2 ; J 2, J 2-2) f £ £t S 1 / 2  J 2( J 2- 1 ) ( 2 J i + 1 ) ( 2 J 1~ 1) 
l e - e T l J J i ( J i - 1 ) ( 2J 2 +1 ) ( 2J 2- 1)

I n  t he  second case t he  p r i n c i p l e  of d e t a i l e d  ba l anc i ng  has 

de t e rmi ne  t h e  c r os s  s e c t i o n  f o r  t h e  s u p e r e l a s t i c  p roces s  from 

c r o s s  s e c t i o n .

(A. 4.3)

been used t o  

t he  i n e l a s t i c
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Appendix 5: Energy Losses in Rotationally Inelastic Vibrational 

Transitions

The difference between the term values for the two different levels 1 and 2 

is (in this appendix the notation of Herzberg 1950 will be followed):

AT12 = ATvib + ATrot + ... (A.5.1)

The difference due to rotational levels only is :

ATrot = E^e “ ae (V 1 + 1/2)] J-](Ji+1)

- [ B 0 - a e (v2+ 1/2)]J2(d2+1̂  • (A.5.2)

a) For quadrupole transitions AJ = 2 from an arbitrary rotational level J-] 

(j2=Ji+2) accompanied by an arbitrary vibrational transition Av (=V2 - v-j):

ATrot = CBe " ae + 1/2)] (4J1 + 6)
+ ae Av (Ji— + 5J] + 6) . (A.5.3)

Data for hydrogen for Be and ae, taken from Herzberg (1950), are:

Be = 60.80 cm- ' 

ae = 2.993 cm-1.

It follows that, for
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J 1 = 0 v-|=0 Av = 1

the energy difference due to rotational transition is

Aerot = ^6 meV (AeVit) = 516 meV)

and f or

J-j = 1 v-| = 0 Av = 1

Aerot = 7? meV

b) For quadrupole transitions AJ = 0 with arbitrary rotational level 

J-j (i.e. J-j = J2) and arbitrary vibrational transition Av(=V2“V-|).

AT^q _̂ — aeAv J i (J i + 1 ) ;

for J-| = 0 Ae = 0

and for J-j = 1 Av =1 Ae = 0.7 meV.
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Appendix 6: Populations of the Rotationally Excited Levels in 

Molecules

In the analysis of the molecular gases it is important to specify the 

populations of the rotationally excited levels because the cross sections 

for various rotational transitions are quite different, and therefore 

cannot be summed to give a single effective cross section that could be 

used at different temperatures or compared to other sources of data. 

Therefore in the present work the rotational cross sections were treated 

separately and were weighted by the number representing the abundance of 

the lower rotational level in the transition at the given temperature.

The abundance of the level J is given by:

N p exp (-e /kT)
------ ------  (a.6.D

Z p exp (-e /kT)
J=0 J J

where ej is the energy of the rotational level J and:

Pa = (21 + 1) (I+a) (2J+1) . (A.6.2)

In (A.6.2) I is the nuclear spin, and a = 0 when J is even and 1 when J is 

odd for some molecules like Hp and O2 , while a = 1 when J is even and 0 

when J is odd for other molecules like D2 , N2 and O2 (see Gilardini 1972; 

Huxley and Crompton 1974). Hydrogen and deuterium have ortho- and para- 

molecules. Under normal conditions the ratio of the para- to ortho- states 

for normal hydrogen is 1:3 while for deuterium the ratio is 2:1. Therefore t

for hydrogen (1=1/2):
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+C\JII*-3cx (for J even)

P j  = 3 (2J + 1) (for J odd) (A.6.3)

while for deuterium (1=1):

Pj = 6 (2J + 1) (for J even)

Pj = 3 (2J + 1) (for J odd) (A.6.4)

Using the formulae (A.6.1 )“ (A.6.4) the following table was prepared

Table A.6.1 Abundances of the rotational levels in H2 and D2,
oii*"3 J=1 C_ 11 IV

) J=3 J=4 J = 5

p-H2 77 K 0.9946 0 0.0054 0 0 0
n-H2 77 K 0.2487 0.75 0.0013 0 0 0
n-H2 293 K 0.135 0.67 0.112 0.079 0.003* 0
n-D2 77 K 0.5721 0.3307 0.0945 0.0026 0 0
n-D2 293 K 0.1832 0.2060 0.3858 0.1137 0.0924 0.0134

* In the actual analysis this abundance was added to the abundance 
of the next lower J of the same parity.

The abundances of the rotationally excited levels in CO were calculated

from (A.6.1) and (A.6.2).
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