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Abstract

An investigation is made of the nonlinear behaviour of the resistive tearing 

instability which is a limiting factor in the performance of fusion oriented plasmas as well 

as being highly significant in astrophysical plasmas.

The thesis is divided into two main parts. The first represents an attempt to resolve 

the general properties of the magnetic islands produced by a tearing mode on a current 

sheet, while the second is more concerned with relating the properties of the instability to 

the Mimov oscilation activity observed in tokamak plasmas such as LT-4.

Using a time evolution code with periodic boundary conditions, the visco-resistive 

magnetohydrodynamic equations describing an (initially) almost planar current sheet have 

been evolved for times long enough to reach steady state. Using the periodicity length as a 

control parameter two new bifurcations have been found, in addition to the standard one 

occurring at the minimum unstable tearing mode wavelength : A symmetry breaking 

bifurcation to a left or right going asymmetric travelling island chain; and a period 

doubling bifurcation to a state with alternating large and small islands. The complex 

transient behaviour leading to these states, which involves a competition between 

secondary current sheet instability and coalescence, is described in detail. This includes a 

parameter study of the dependence of these phenomena on the resistivity, viscosity, wall 

separation and periodicity length.

A quasi-linear delta-prime theory, in cylindrical geometry, has been used to 

calculate the amplitude of the poloidal magnetic field oscillations produced by a rotating, 

saturated, m=2/n=l magnetic island. Using radial safety factor profiles inferred from 

experimental electron temperature data from LT-4, amplitudes have been calculated in 

good agreement with observed MHD activity although occurring over a broader range of 

values of the safety factor at the edge of the plasma. It was found that this discrepancy 

could be reduced by invoking a mechanism of mode-locking onto an external field 

perturbation such as would be produced by the limiter or LT-4's single-armed iron core.
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Corrugated conducting wall boundary conditions and a finite plasma drift have also 

been implemented in the evolution code to investigate the formation of magnetic islands 

via forced reconnection in a flowing plasma. It has been found, that, for high enough 

flow velocities, the plasma will transform from a state in which the flow is diverted 

around the island to one in which the island is reduced in width to a thin filament with the 

flow uniformly distributed across the whole plasma -  the transition velocity being 

critically dependent on the viscosity and conductivity of the plasma.

Preliminary simulations in tearing unstable plasmas with flow have also 

demonstrated instances of full and partial mode-locking of tearing mode magnetic islands 

to the static corrugation in a manner which may explain the stop-start nature of the MHD 

activity observed on the LT-4 tokamak.
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Figure Captions :

Fig.l The topology of the magnetic flux surfaces, as seen in cross-section, after an 
m=2/n=l magnetic island has formed as a result of a tearing mode instability.

Fig.2 Schematic diagram showing the topology of (a) the type of secondary island 
found by Steinolfson and Van Hoven and here and (b) the type of secondary 
island found by Biskamp in between two coalescing islands.

Fig.3 Schematic diagram of the plasma slab model.

Fig.4 Ratio of the cpu time per timestep for the Vax-11/780 to that for the Cyber- 
205 versus the number of grid points for runs with 5 and 8 Fourier modes.

Fig.5 The relative amplitudes of the Fourier modes of (a) \{/, (b) 0, (c) Jz and (d) £ 
on the neutral line at saturation showing the dominance of low order modes.

Fig.6 The number of Fourier modes, M, required for convergence of the vorticity
as a function of the viscosity, v, for several values of the wall separation, Xw

Fig.7 The reconnected flux, AT*, and its corresponding exponential growth rate,y, 
versus time (in units of VA) showing the growth and saturation of a tearing
mode for a sim ulation made with Kp = 0.35, Xw = 4.0, v = 0.01 and S = 200

Fig. 8 Contour plots of (a) the magnetic flux function, \\f, (b) the z-component of the 
current density, Jz , (c) the magnetic field magnitude, B, (d) the velocity
stream function, <j>, (e) the z-component of the vorticity, and (f) the velocity 
magnitude, V, at saturation for the simulation of fig.7.

Fig.9 A series of 3-D perspective plots of the z-current density at several points
during the growth of the tearing mode for a simulation made with : Kp = 0.35
Xw = 2.5, v = 0.01 and S = 10,000

Fig. 10 A series of schematic diagrams describing the mechanism leading to the 
formation of tearing mode magnetic islands : - (a) shows the neutral line 
between two oppositely directed field components which (b) are perturbed 
so that the field lines are pinched together at regular intervals along the neutral 
line causing (c) reconnection of the field lines into localized elongated loops 
due to the intense dissipation there. The tension in the lines of force pulls, (d) 
and (e), the loop into a more nearly circular form. The plasma flows in from 
either side of the x-point, out along the neutral line and around to form a 
vortical plasma motion.

Fig. 11 A series of contour plots of (a) \\r and (b) Jz for increasing values of the
periodicity length, Lp = 27t/Kp showing the invariance of the aspect ratio of 
the inner reconnected field loops and the increase in length of the x-point 
current sheets in proportion to Lp as Lp is increased beyond Lpref
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Fig. 12 Variation of the saturated island width with (a) periodicity length, Lp, and 
(b) periodicity wave number, Kp = 27t/Lp , for several values of the wall 
separation ( Xw = 2.5, 4.0, 8.7, 12.0 ) and the viscosity (V1 = 100, 600 ).

Fig. 13 Variation of the saturated reconnected flux with (a) Lp and (b) Kp for 
Xw = 2.5, 4.0, 8.7 and 12.0 and v '1 = 100 and 600.

Fig. 14 Variation of (a) the reconnected flux, (b) the island width, (c) the number of 
Fourier modes required for convergence, (d) the linear growth rate and in (e)
and (f) the first four Fourier modes of \j/ on the neutral line versus the half 
wall separation, Xw, for Kp = 0.4 and 0.27 at saturation showing the absence 
of wall effects for Xw > 10.

Fig. 15 Variation of the saturated reconnected flux with Lp and Kp for several values 
of the Lundquist number ( S = 200., 1000., 2000.) showing : the periodicity 
length corresponding to the preferred island length, Lp,.ef, marked by t ; the 
critical periodicity length, L ^ ,  for secondary tearing mode stability which 
also defines the transition to the asymmetric travelling wave solutions, marked 
by f ; and the second critical periodicity length, L ^ ^ ) , for the transition to 
the double island states marked by the discontinuous jump in A'F.

Fig. 16 Variation of the saturated island width with Lp, Kp for several values of S 
similar to that shown in fig. 15 for A'F.

Fig. 17 (a) Plot of Lp^ and L ^  versus S. (b) Plot of L ^  versus S including data
from Steinolfson and Van Hovens simulations.

Fig. 18 Evolution of a simulation made with Kp = 0.263, S = 200., v = 0.01 and 
Xw = 2.5 including a secondary island generation as described by : (a) the 
reconnected flux, (b) its corresponding exponential growth rate, (c) the 
position of the x and o points on the neutral line and (d) the amplitude of the
first four fourier modes of \|/ also on the neutral line.

Fig. 19 An isolated instance of secondary island generation during a simulation made 
with Kp = 0.23, S = 200., v = 0.01 and Xw = 2.5 described by the evolution 
of (a) the reconnected flux, (b) the exponential growth rate, (c) the first four 
Fourier amplitudes of \\f on the neutral line, (d) the position of the x and 
o points on the neutral line and (e) the magnetic island width.

Fig.20 Contour plots of \jf> <j> and Jz at several points during the secondary island 
generation described in fig. 19.

Fig.21 3-D perspective plots of Jz at several points during the secondary island 
generation described in fig. 19.

Fig.22 The (a) length, A, (b) width, 8, and (c) aspect ratio, A, of the x-point current 
sheet as a function of the Lundquist number showing the following scalings:
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A ~ S ’ °34, 8 ~ S ' °-25, A ~ S ' ° 095.

Fig.23 The maximum flow velocity, Vmax, reached along the x-point current sheet as 

a function of Lundquist number showing that Vmax ~ S " °’73.

Fig.24 The (a) length, A, (b) width, 8, and (c) aspect ratio, A, of the x-point current 
sheet versus the periodicity length for several values of the Lundquist no.,

S = 200, 1000, 2000. The small horizontal lines mark the length, width and 
aspect ratio at which the current sheets break up due to the secondary 
tearing instabilities.

Fig.25 An isolated instance of coalescence during a simulation made with Kp = 0.23,

S = 200., v = 0.01 and X w = 2.5 described by the evolution of (a) the 
reconnected flux, (b) the exponential growth rate, (c) the First 4 Fourier 
modes of \j/ on the neutral line, (d) the position of the x and o points on the 
neutral line and (e) the magnetic island width.

Fig.26 Contour plots of y ,  <J) and Jz at several points during phase I or the 
Preparation phase of the coalescence process described in fig. 25.

Fig.27 Contour plots of y ,  <{> and Jz at several points during phase II or the 
Reconnection phase of the coalescence process described in fig. 25.

Fig.28 Contour plots of y ,  4> and Jz at several points during phase III or the 
Relaxation phase of the coalescence process described in fig. 25.

Fig.29 3-D perspective plots of Jz at a dozen points during the coalescence process
described in fig. 25.

Fig.30 The variation of (a) the reconnected flux, (b) the exponential growth rate,
(c) the maximum island width, (d) the first four fourier modes o f y  on the 
neutral line and (e) the positions of the x and o points on the neutral line over 
the entire evolution of a simulation made with Kp = 0.25, S = 200., v = 0.01, 
and X w = 2.5 , complete to saturation.

Fig.31 Contour plots of y  at several points during a section of evolution in which the 
coalescence and secondary island generation partially overlap to produce a 
peristaltic like squashing and stretching motion of the magnetic islands.

Fig.32 Contour plots of y  showing the three types of saturated configurations that 
have so far been found as a function of Lp. i.e. (I) the stationary symmetric 
islands that exist for Lp < Lcrit, (II) the asymmetric travelling wave solutions 
that exist for Lcrit < Lp < LCTit(2) and (III) the stationary modulated double 
island states that exist for Lcrit(2) < Lp < Lcrit(3)?.

Fig.33 (a) The phase velocity of the islands as a function of Lp showing the parabolic
bifurcation to the asymmetric travelling island solutions at Lp = Lcrit, the 
period doubling bifurcation of the symmetric solution at Lp = LPD and the
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interchange of stability back to the zero phase velocity double island 
solution at LCTit(2). (b) Schematic drawings of three types of bifurcation.

Fig.34 Contour plots of Jz corresponding to the same values of Lp as in fig.32 show­
ing clearly the increasing length and asymmetry of the current sheets with Lp 
and the transition to the double island state above LCTit(2).

Fig.35 3-D perspective plots of Jz for Kp = 0.25 and 0.12 showing the similarity in
shape but difference in orientation of the asymmetric current sheets in each 
case.

Fig.36 Plots of (a) the first 4 Fourier modes of \\f on the neutral line as a function of
wavenumber and (b) the first 9 Fourier modes of \\f over a smaller range of 
wavenumber showing the nature of the discontinuous transition from the 
single to the double island state.

Fig.37 As per fig.36 (a) and (b) but as a function of wavelength instead.

Fig.38 Contour plots of y , Jz, <j>, and V for a simulation made with Kp = 0.05 show­
ing an island state with four modulated islands per periodicity length.

Fig.39 Schematic diagrams showing (a) the Petschek reconnection model and (b) the 
Sweet-Parker model where the shaded region represents the diffusion layer.

Fig.40 Plots of (a) the measured local reconnection rate, Mloc, the local Sweet-Parker
rate, MSP(loc) = Sloc' 0-5 and the local Petschek rate MP(loc) = 7t(8 lnSloc) ' 1 
versus Sloc , (b) the same as in (a) but with Sloc replaced with Sloc2 = BlocS 
so that the diffusion length is kept constant and (c) the same as in (a) but with 
Sioc replaced with the asymptotic Lundquist number S.

Fig.41 The measured local reconnection rate plotted against the different versions of 
the Sweet-Parker rate, i.e. (a) Mloc versus S ' °‘5, (b) Mloc versus Sloc *0 5 =

(BlocS)'0,5 and (c) Mloc versus Sloc' 0 5 = (BlocSA/rjloc) ' 0 5 to show that 
good agreement can be obtained as long as the diffusion length is constant.

Fig.42 The local inflow velocity incident to the eurem sheet, Vloc, plotted against the 
three versions of the Lundquist number showing that Vloc ~ S "0-73,

V,oc ~ (BiocS) 0 93 and Vloc -  Sloc‘ 163.

Fig.43 The local magnetic field, Bloc, (=  local Alfven velocity ) at the edge of the
current sheet plotted against the three versions of the Lunquist number show- 
ing that Bloc ~ S ’ °-21, Bloc -  (BlocS ) '0 26 and Bloc -  Sloc‘ °'46.

Fig.44 The linear growth rate of the reconnected flux as a function of Kp for 
X w = 2.5, 4.0, 8.7 and 12.0.

Fig.45 Plan view of the LT-4 tokamak, taken form reference [71], showing in 
particular the single armed iron core as well as the toroidal field coils, 
restraint frame and vacuum chamber.
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Fig.46 The maximum amplitude of the poloidal magnetic field oscilations versus
q(a), taken from ref. [18], showing four different regimes of MHD activity. 
The lower scale was calculated from Be and Bö using the cylindrical
approximation to the safety factor whereas the upper scale includes toroidal 
corrections to this.

Fig.47 Schematic diagram, taken from reference [14], showing the two different 
routes to disruptions as observed on LT-4 : Type A is the B0' and soft x-ray 
signal for the regular activity and type B is the same for the irregular activity 
that occurs when the density falls during regime m.

Fig.48 Examples of the regular and irregular MHD activity on the Mimov coils not 
leading to disruption and a section of irregular activity which does, ref.[18].

Fig.49 Magnetic and soft x-ray signals during the transition from regime II to fflJ18̂

Fig.50 (a) Geometry for the description of a toroidal plasma configuration such as a
tokamak. (b) Cylindrical geometry configuration used for approximating a 
toroidal plasma with a large aspect ratio. The helical ribbon defined by the
magnetic axis and the helix of constant m0 + kz and r is such that at the 
mode rational surface the magnetic field is tangent to the ribbon.

Fig.51 The magnetic structure of an m=2/n=l resistive tearing mode.

Fig.52 (a) Data points corresponding to the radial electron temperature profile
obtained from Thompson scattering measurements on the LT-4 tokamak.
Through them are drawn three fits : ------------- f it( l) ,............ fit(2),
...............fit(3) corresponding to the parameter values listed in table 4.
(b) The toroidal current density profiles corresponding to the same three 
fits in (a) using Jz Te3/2. Crosses mark the radial position of the m=2/n=l 
rational surface in each case.

Fig.53 (a) The saturated island width versus q(a) for several different values of the
parameter X q  in the parameterization of the safety factor profile where 7^= 1.5,
q(0) = 0.9 and X 0  = 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 2.0, 2.5 and 4.0.
(b) The same as in (a) but for different values of the parameter X i  with
X 0  = 0.8, q(a) = 0.9 and X 2  = 0.5, 1.0, 1.3, 1.5, 2.0, 4.0, 6.0, 8.0, 10.0.
(c) The value of q(a) corresponding to the lower limit of the m=2/n=l mode 
activity plotted separately as a function of X q  and X i  showing that the peak 
of activity is shifted more effectively by changing X q .

Fig.54 (a) The saturated magnetic island width versus q(a) for fit(2). The dotted line 
shows how mode locking for Wsat below 1.05a would restrict the observable 
range of B ^/B ^  oscilations to that shown in (b) between the vertical dotted 
lines - this being close to the experimentally observed range plotted in (c)
which shows :--------------- B91/Beo amplitude versus q(a) measured on
LT-4,__________ B01/B0O versus q(a) for fit(2) an d ................ B01/Beo
versus q(a) for fit(3).
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Fig.55 Schematic diagram of plasma slab model with corrugated perturbation of 
conducting walls.

Fig.56 A series of contour plots of \ \ f ,  J z  and 0 referred to a plot of the saturated re­
connected flux versus V y o / V ^  showing the variation of the magnetic island
state produced by a corrugated boundary perturbation of amplitude, AW = 
0.02, with S = 104, v = 0.01 as the zero order flow velocity, Vy0, is varied 
between 0 and Va.

Fig.57 A set of plots of (a) the saturated reconnected flux, (b) the saturated island 
width and (c) the phase shift ( in radians ) of the o-point of the islands
produced by a corrugated boundary perturbation with AW = 0.02 as a 
function of Vyo/VA for S = 103 and 104 and v = 0.01 and 0.0001.

Fig.58 Contour plots of \ \ f , (J) and Jz for the case with S = 104, v = 0.0001, AW = 
0.02 and Vyo = 0.01 showing a forced magnetic reconnected island state in 
which the zero order flow is shown to be excluded from within the island 
region defined by the separatrix. This is more clearly shown in the four cross- 
section plots of the y-component of the fluid velocity taken at equal intervals 
along the island length.

Fig.59 A set of 3-D perspective plots and contour plots of the z-current density for 
various force reconnected magnetic island states of interest showing the
significant changes that can occur to the current as a function of v, and S.

Fig.60 Time evolution of (a) the positions of the x and o points ; (b) the variation in 
at x=0,y=0 and (c) the reconnected flux showing the mode locking of a 

tearing mode magnetic island by a corrugated boundary perturbation for the 
case with AW = 0.05, Vy0 = 0.01, S = 103, v = 0.01, Kp = 0.35, Xw = 2.5.

Fig.61 As per fig.60 but showing the partial modelocking of a tearing mode magnetic
island for the case with perturbation amplitude reduced to AW = 0.01.

Fig.62 Contour plots of Jz, \|/, <j) and cross-section plots of Vy at two times during 
the partial mode locking process corresponding to (a) when the island is 
temporarily locked and (b) just after it has become unlocked.

Fig.63 A series of weather maps showing a high pressure vortex (or anti-cyclone) 
getting temporarily locked in the Great Australian Bight for almost a week 
before squeezing out past the south eastern tip of the mainland to continue 
its journey eastwards.
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1-1.1 Introduction : Brief Review of the Resistive Tearing Mode

In order to achieve the high densities and temperatures required for a successful 

thermonuclear reactor, a plasma must be confined by a magnetic field for a sufficiendy 

long time. In the attempts to achieve this confinement, the problem of stability has 

emerged as one of the most important. A plasma confined by a magnetic field is 

potentially able to break out of the confinement system by a large variety of instabilities, 

the most serious of which can be described by the magnetohydrodynamic (MHD) 

model^ in which the plasma is assumed to behave as a conducting fluid.

In fact many of these instabilities can be adequately described by the more basic 

model of ideal MHD 2̂’3,4̂  which essentially describes how magnetic, inertial and 

pressure forces interact within a perfectly conducting plasma of arbitrary geometry. 

Because of the assumption of perfect conductivity it is possible to interpret the plasma 

motion as one in which both the plasma and magnetic flux move together. This has 

important implications for plasma stability, in that the magnetic field line topology is 

constrained to remain unchanged during any motion occurring on the hydromagnetic of 

Alfven timescale. The success of ideal MHD in describing those instabilities that can 

grossly deform the plasma on the Alfven timescale has made it the main consideration in 

the design of magnetic configurations for use in possible fusion reactors. But while 

favourable ideal MHD properties are necessary in a reactor, they may not be sufficient.

The inclusion of a finite but small amount of resistivity in the MHD equations 

relaxes the topological constraints imposed upon the plasma and allows the otherwise 

'frozen in' magnetic field and fluid to decouple. This makes it possible, under certain 

circumstances which depend upon the initial configuration, for the plasma to relax to a 

state of lower magnetic energy. Such a state is topologically inaccessible in the ideal case.

The release of the free energy drives certain resistive instabilities 4̂’5,6,7̂ which can 

be classified into three main types : (1) the rippling mode, which is a short wavelength 

mode driven by a gradient in the resistivity, is usually not important except maybe in the
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edge region of a plasma ; (2) the gravitational mode (or g-mode) which is the resistive 

analogue of the well known Rayleigh-Taylor interchange instability ^  also occurs at short 

wavelength and is stabilized by good field curvature and the effect of shear ; and (3) the 

tearing mode, which is the subject of this thesis, is the resistive equivalent of the ideal 

kink mode ^  and is driven essentially by gradients in the current density. It differs from 

the previous instabilities in that it is a long wavelength mode and causes a gross 

deformation of the magnetic field topology. It is this fact which makes it the most 

important in terms of its effect on the evolution of the plasma in magnetic devices such as 

the tokamak which rely on strong internal currents to achieve confinement.

Instabilities due to finite resistivity are also of considerable interest in astrophysics, 

where they find application, for example, in the study of solar flares, geomagnetic 

phenomena and in star formation theory. However it is the connection between these 

modes and the plasma processes leading to the disruption of tokamak plasma discharges 

which provides the main motivation for this study of the nonlinear behaviour of the 

resistive tearing mode. Nevertheless some of the bifurcation behaviour we have found 

may have astrophysical implications. Before discussing this further let us consider how 

the tearing mode arises.

Consider an ideal tokamak plasma equilibrium, in which the external current coils 

and transformer fields are so arranged as to produce a magnetic configuration in which the 

magnetic field lines are constrained to wind helically around the torus on nested toroidal 

flux surfaces with an average pitch or rotational transform varying from one surface to the 

next. A cross-section of the surfaces would thus appear as nested rings. Because of the 

localization of charged particles around magnetic field lines, the existence of such surfaces 

forms the basis of the confinement system - the sheared rotational transform being 

necessary to avoid certain ideal instabilities.

It is not immediately obvious how the inclusion of finite resistivity can change the 

topology of the configuration. One might expect that the only effect would be to cause the 

magnetic field to slowly decay away through the dissipation of the electrical currents.
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However, it was shown ^  that though the field does diffuse across the entire plasma 

cross-section, the diffusion has a dominant effect at only a finite number of surfaces 

within the plasma where the pitch or helicity of the equilibrium field lines matches that of 

an instability. For there to exist a coherent wave structure such surfaces are such that the 

rotational transform is a rational fraction of the toroidal and poloidal winding numbers, 

i.e. where the field lines wind back upon themselves in a finite number of circuits of the 

torus. Such surfaces are therefore known as 'rational surfaces' or 'mode rational surfaces' 

when they are the source of an instability.

At these rational surfaces the plasma is locally able to move without causing the 

field lines to bend and the resistive diffusion changing the field is of a comparable 

magnitude to the changes caused by advection. This allows the fluid to decouple from the 

field so that they can diffuse with respect to each other to alter the topology of the field 

lines. To see this more clearly consider the induction equation :

—  = V x ( V x B  ) + —  V2B (1)
3t M-o

which can be derived from the resistive MHD equations listed in section 1-2.1 by 

combining Ohm's law, (13), with the three pre-Maxwell equations : (14), (15) and (16) 

where B is the magnetic field, V is the fluid velocity and rj is the resistivity. The first term 

on the right hand side of (1) represents the coupling of the field to the plasma while the 

second term gives the diffusion of the field.

Diffusion over a distance, a, has a characteristic timescale of xR = |i0 a / r\ while 

ideal MHD instabilities have a growth time characterized by the Alfven velocity, i.e. t A = 

a/V"A = a (ji0 p)1/2/B where p is the mass density and B is the magnitude of the magnetic

field. A comparison of the size of the terms in the induction equation can be made by 

normalizing with the characteristic quantities : a, ta , r|o> Bo- The dimensionless form 

of the induction equation becomes :

— - = V x ( V x B )  + -i-V2B (2)
3t s
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where the ratio, S = tr/ta ♦ is known as the Lundquist number. Inserting values of the 

parameters found in contemporary tokamaks gives S ~ 104 to 108, the latter figure being 

appropriate to a reactor plasma. Thus the timescale for diffusion in such devices is many 

orders of magnitude greater than that for the ideal hydromagnetic instabilities.

Consider a simple case in slab geometry of a plasma with a straight unidirectional 

field B0 that varies across the slab like : B0 = B0 (x/a) ey so that it has a neutral line at 

x=0. Consider, also, perturbations to the magnetic field and velocity flow accross the slab 

of the form :

Bx(x,y,z,t) = Bxl(x)exp(ikxx + ikyy + y t)  (3)

and insert this into the linearized form of the induction equation, (2), to give :

YBx1 = i ( k - B 0) V xl + -
3 B

— -  k2 B

2 2 2 where k = k + kx y

Since S is large, flux freezing characterized by 3Bxl/0 t’~ i ( k-B0) Vxl will hold to a 

good approximation everywhere except in the neighborhood of the resonant ( or mode 

rational) surface where k-B0 ~ 0 . Near this surface the term i ( k-B0) Vxl is small and 

all three terms in (4) will be comparable in magnitude. Since S »  1, this implies that 

V2Bx1 and hence 02Bxl/3x2 must become locally very large in a narrow resistive layer 

about the plane where k-B0 = 0. The problem is then a boundary layer type problem for 

which a solution away from where k*B0 = 0 may be adequately described by the infinite 

conductivity limit with resistive effects being taken into consideration only in a narrow 

boundary or tearing layer about k-Bo = 0 . Of course in order to obtain a solution 

another relationship between the linear variables Bx and Vx is required and this is obtained 

from the linearized version of the momentum equation, (10) of section 1-2.1.

Without going into any detail the division of the problem into two parts defined by 

the regions inside and outside the boundary lends itself to the techniques of asymptotic
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matching. For the exterior solution the scale is such that the perturbed field Bxl will 

appear to have a discontinuity in its first derivative across the surface at x=0 given by :

A’ B»1<0 > ~  B xi( tn
.0

B xl>9x xl

The linear growth rate of the resistive mode is then determined by requiring that the 

solution in the resistive layer around k-B0 = 0 match the discontinuity, A'ext, in the 

outer solution, i.e. the growth rate, y, is found from the eigenvalue equation :

= A'ext . (6)

For the slab configuration discussed the eigenvalue equation has an analytical solution 

[5'61 of the form:

y -  ( A a ) xR X A  (7)

Using (7), an estimate ^  of the size of the tearing layer 8 over which the resistive 

diffusion term in (4) is comparable in magnitude to the ideal MHD term shows that 8 

scales as 8 ~ S'2/5 . Using an energy principle analysis ^  , it can also be shown that the 

tearing mode is unstable if A' > 0.

Detailed simulations have been made ^  of the linear resistive tearing mode in a slab 

plasma showing the variation of the linear profile and growth rate with Lundquist number 

and periodicity length of the system. Despite the usefulness of such information, the linear 

stability theory of the tearing mode gives only an incomplete description of the behaviour 

of the mode, since in most laboratory plasmas nonlinear effects become important in the 

very early stages of development of the mode. Equation (7) shows that the linear growth 

rate lies between the resistive and the hydromagnetic timescales and in tokamak plasmas 

such as LT-4 the growth time would be typically of the order of a millisecond, which is a 

small fraction of the total discharge time of about 100 milliseconds. For this reason it is 

important to investigate the nonlinear behaviour of the tearing mode, especially since it is
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after entering this stage that the topological changes to the magnetic field configuration, 

resulting from the reconnection in the diffusion layer, become evident.

The magnetic field tends to break up into a number of thin filaments which when 

viewed in cross section appear as magnetic islands joined end to end and separated by a 

separatrix, as shown in fig.(l). The x and o points of the island correspond to invariant 

rational field lines along which the island structure threads its way through the plasma.

Fig.l

As the islands grow, flux surfaces are pulled in from above and below to weld 

together at the x-points and then tear apart to form the closed surfaces within the island. 

Broadly speaking the process is driven by the need to reduce the magnetic energy in the 

regions away from the islands.

There are essentially two separate nonlinear stages. The first, investigated by 

Rutherford occurs when the magnetic island width exceeds the width of the tearing 

layer. At this point nonlinear eddy currents become large enough to significantly oppose 

the flow pattem so as to replace the inertia as the force opposing the growth of the mode. 

The result is a transition from an exponential to a slower algebraic growth with the island 

width, W, increasing linearly with time. More specifically the early nonlinear growth of 

an island in this 'Rutherford regime' is given approximately by ^  :

—  = 1.66 T)(r ) [ A'(W) -  a  W ] (8)
dt
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where ri(rs) is the resistivity at the rational surface and A’(W) is the logarithmic derivative 

across an island not much bigger than the diffusion layer. The second term on the right 

hand side of (8) was introduced by White et alJ10̂ by extending the work of Rutherford 

to include self-consistent changes in the resistivity due to the island. However the 

coefficient, a , is practically negligible if the resistivity profile increases radially with the 

scale length of the minor radius.

The second stage occurs when the island size becomes comparable to the shear 

length associated with the initial field. During this stage, the behaviour of the mode is 

dominated by the gross geometry of the plasma, which may eventually lead to the 

saturation of the mode if a minimum magnetic energy state exists for a finite island width.

By extending the interpretation of (8) to include islands much greater than the 

diffusion layer and neglecting the term involving a , an approximate condition for the 

saturation of the islands becomes :

A'( W ) = 0 (9)

This criterion has been used in quasi-linear delta-prime calculations 1̂0,11̂ to predict 

saturated magnetic island widths covering a sizeable fraction of the minor radius. 

Saturation of magnetic islands has also been demonstrated via fully nonlinear simulations 

in cylindrical geometry ^  as well as in slab geometry in this thesis. Given that the 

appropriate mode rational surfaces all lie within the plasma it is also possible for several 

island structures of different helicities to form simultaneously 1̂3̂ . Such helical island 

structures represent a significant distortion to the original equilibrium and in fact it is 

generally believed that they are the cause of the periodic fluctuations in the poloidal 

magnetic field, known as Mimov oscillations, which are detected on magnetic pickup 

coils at the edge of the plasma. The oscillation in the field apparently results from a 

toroidal rotation of the helical island structures around the torus.

Under conservative operating conditions the resonant tearing modes will saturate at 

a small enough amplitude not to seriously upset the evolution of the discharge, although,
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because of the unconstrained motion of charged particles along magnetic field lines, the 

change in topology does increase the transport across the plasma and so degrades the 

particle and energy confinement. However usually as a consequence of trying to improve 

the performance of the tokamak discharge, by increasing the density, temperature or 

current in the plasma the MHD activity will behave more erratically perhaps stopping and 

restarting suddenly, disappearing altogether or undergoing sudden bursts of growth 

which can lead to a sudden termination of the discharge known as a major disruption ^,6\  

Considerable damage to the device can occur during a disruption as the high energy 

plasma is quenched on the limiter or vessel wall. For this reason and because it is 

relatively unpredictable the disruptive instability is considered to be the most dangerous 

instability occurring in tokamak plasmas and presently represents, perhaps, the major 

obstacle for tokamaks to reach the conditions necessary for a fusion reactor.

Not much is known for certain about the dynamics of the major disruption but 

because it is nearly always preceded by certain MHD activity (usually by a fast growing 

m=2 mode, although this is not as apparent in the LT-4 tokamak ^  ) the inference is that 

it is closely tied up with the nonlinear behaviour of the saturated tearing mode magnetic 

islands. The imperative is therefore to understand the saturated behaviour of the tearing 

mode sufficiently to be able to explain the nature of the activity that precedes a disruption 

so that, hopefully, means can be developed to avoid such a distructive termination of the 

plasma discharge.

Several scenarios have been proposed for the plasma disruption, including ones 

involving the interaction of islands of different helicities t13«15’16̂  The interaction of 

neighbouring island chains is believed to induce the disruption by causing ergodic 

wandering of the magnetic field lines The disruption could also be due to the 

interaction of magnetic islands with the limiter or wall or more simply just due to the 

current profile adiabatically changing to a form which causes an island to rapidly grow too 

large for the plasma to be sustained. None of the proposed models, however, gives a 

complete description of the final stages of the disruption so that it is uncertain how such
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processes actually destroy the confinement. It is also difficult see how they would account 

for the range of precursor MHD activity seen on the LT-4 tokamak [14<17.i8,i9,20] 

is not always the same as elsewhere. The evidence so far suggests that there are many 

different forms of disruption, involving some combination of these or other processes.

Given the present uncertainty it is probably worthwhile to return to a more general 

investigation of the nonlinear resistive tearing mode as means of uncovering further 

properties which may help in the resolution of the problem. It is this possibility which has 

provided the main motivation for the work in this thesis, especially in the first half which 

describes a detailed numerical study of the basic nonlinear evolution of the tearing mode 

on a current sheet. As well as tidying up some previous results, two new bifurcations 

have been found in addition to the standard one occuring at the minimum unstable tearing 

mode wavelength which are found to be approached via the processes of coalescence and 

secondary island generation, although it is not certain whether such behaviour would 

occur in tokamak plasmas. The second half represents a more direct attempt at using 

tearing mode theory to explain the varied MHD activity observed on the LT-4 tokamak. 

This includes using a quasi-linear delta-prime analysis to model the amplitude of MHD 

activity in the LT-4 tokamak on the basis of an m=2/n=l magnetic island. A mechanism of 

mode locking is invoked as a means of explaining the difference in the range of activity 

predicted by the theory as compared with experimental observation. This is followed by a 

numerical study of forced reconnection in a flowing plasma and finally a preliminary 

nonlinear numerical investigation of the dynamics of mode locking of tearing mode 

magnetic islands onto an external field perturbation.
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1-1.2 Review of Nonlinear Behaviour.

Many investigations, usually numerical, have been made to establish the nonlinear 

behaviour of the tearing mode in various geometries but because of the complex nature of 

the problem, the results have fallen short of producing a systematic and conclusive 

picture. In particular many papers have been written on the tendency of magnetic islands 

to coalesce. The idea that this produces a state of lower energy was originally speculated 

by Furth, Rutherford and Selberg Following this, the existence of the linear ideal 

instability was proved by Finn and Kaw ^  by considering perturbations on a chain of 

magnetic islands in a 2-D plane slab plasma using the energy principle of ideal MHD 

while the linear dynamics of the instability and the nonlinear process of merging of two 

islands in the presence of resistivity was demonstrated by Pritchett and Wu 2̂3l  Biskamp 

and Welter ^  then studied the process numerically over a wider range of values of the 

resistivity to determine scaling relations for various parameters including the reconnection 

rate during coalescence which, in general, favoured the Sweet-Parker model over that due 

to Petschek. The energy principle analysis was re-examined by Bondeson ^  to show 

that for small values of the island width, W, the growth rate scales as W3/2 and therefore 

that there is no threshold island size for the coalescence instability. Bhattacharjee, Brunei 

and Tajima [261 then made a more detailed numerical study of the coalescence process by 

including the effects of compressibility and the magnitude of the toroidal field on the rate 

of reconnection during coalescence.

The significance of these results is diminished somewhat by the fact that in all these 

papers the exact island equilibrium due to Fadeev, Kvartshava and Komorov ^  was 

used as the initial equilibrium. The advantages of starting with a ready made magnetic 

island configuration are obvious but unfortunately, as will be shown later, it is not a state 

accessible via the resistive tearing mode and hence it is less certain that a physical tearing 

mode will behave in the same way. The reality of this is made apparent by comparing the 

corresponding current distributions, The exact island equilibrium has a simple current
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distribution peaked at each o-point to form a line of parallel current channels which allows 

the origin of the coalescence instability to be easily understood in terms of the tendency of 

parallel current filaments to attract each other. In contrast, for a magnetic island 

configuration generated by a tearing mode the current distribution is much more complex 

and as shown by Hayashi it can have, at least temporarily, almost the opposite 

distribution with peaks at the x-points and troughs at the o-points during its evolution. 

Hayashi uses this observation to explain the absence of spontaneous coalescence in his 

simulation but incorrectly generalized this to conclude that the coalescence instability does 

not take place for magnetic islands generated by a tearing instability. It will be 

demonstrated here that for appropriate parameter values the tearing mode magnetic island 

will develop to a stage, much further on in the evolution than in Hayashi's simulations, 

where conditions are such that coalescence does indeed occur spontaneously.

It has generally been believed that a magnetic island chain will continue to coalesce 

until it reaches a state where further coalescence is restricted only by the finite plasma size 

or in the case of say a tokamak plasma, by the minimum mode numbers commensurate 

with the q-value on the particular rational surface on which it forms. In contrast nonlinear 

simulations of the tearing mode made by Steinolfson and Van Hoven ^  in slab geometry 

have shown the emergence of secondary magnetic islands between each of the primary 

magnetic islands, see fig.2(a), a process which would seem to be the opposite to 

coalescence.

Fig.2
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To make the situation even more confusing Biskamp ^  has also shown the formation of 

a different kind of secondary island, see fig.2(b), in the neutral layer between two 

coalescing islands oriented perpendicular to the original neutral line, although their 

existence is questioned by Bhattachaijee, Brunei and Tajima [26] as being a consequence 

of the symmetry constraints imposed on his numerical scheme. Even so, the results of 

Steinolfson and Van Hoven and Hayashi certainly place a question mark over the actual 

tendencies of the nonlinear tearing mode magnetic islands and at least indicate that 

transformations of the magnetic islands other than coalescence can occur.

An alternative approach considered by Matthaeus and Lamkin [31’32̂ is to excite a 

broad band of fluctuations on a sheet pinch to investigate turbulent reconnection 

behaviour. This produces small and large scale magnetic islands which undergo a much 

more exotic variety of motions including internal pulsations of the larger islands and 

asymmetric coalescing of the small islands or bubbles. The motivation for this approach 

comes from the expectation that turbulent reconnection would occur in real plasmas 

because of their high Reynolds and Magnetic Reynolds numbers. High level turbulence 

would certainly be expected to dominate the ramp up phase of a plasma discharge but as it 

settles into a steady regime of operation the experimental evidence ^  is for a small 

number of tearing modes to rise above the noise and dominate the further evolution of the 

plasma. Studies of turbulence are notoriously demanding of computer time so rather than 

exciting a large number of modes and waiting for the dominant modes to emerge we shall 

content ourselves here with a smoother start up by initially exciting only the lowest order 

mode and allow higher order modes to be excited through the nonlinear coupling as 

required.

This first part of the thesis, comprising sections 1-2.1 to 1-3.7, is devoted to a 

systematic numerical study of the nonlinear behaviour of the resistive tearing mode on a 

linear current sheet in a plane slab plasma. In section 1-2.1 is given a description of the 

equations and other details of the model including a discussion of the boundary conditions 

while section 1-2.2 provides the details of the actual numerical scheme employed to solve
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the equations. The limitations of the technique are made evident in section 1-2.3 through a 

discussion of its convergence properties in various regimes of operation and in section I- 

2.4 which describes the numerical stability of the scheme. This includes a brief review of 

a novel alternative semi-implicit method ^  for temporally advancing the MHD equations 

which when applied to the reduced resistive MHD equations is shown to be equivalent to 

the addition of a viscous damping term. The results of the numerical simulations are given 

in section 1-3, which begins in section 1-3.1 with a description of the type of simple 

tearing mode evolution typically observed in previous numerical studies. All simulations 

are taken to saturation and in section 1-3.2 an investigation is made of the variation of the 

saturated tearing mode states as a function of the various plasma parameters. This reveals 

evidence of a preferred island length, L ^ f , which in section 1-3.3 is shown to lead to the 

formation of unstable x point current sheets which result in the generation of secondary 

magnetic islands when the periodicity length, Lp, exceeds a critical length, Lcrit. This is 

contrasted in section 1-3.4 with a simulation of the coalescence of tearing mode magnetic 

islands for which a detailed description of the process clearly identifies three dynamical 

stages. In section 1-3.5 it is shown how the competition between these two mechanisms, 

when Lp > Lcrit, leads to a transition to more complex island structures with asymmetric 

current sheets and non-zero phase velocities. Two new bifurcations are distiguished as a 

function of Lp: a symmetry breaking bifurcation and a period doubling bifurcation. A 

study of the individual Fourier modes at saturation reveals a system to these transitions 

that indicates the likelyhood of further such transitions at even higher values of the 

periodicity length. The steady state nature of the reconnection that persists after saturation, 

defines a reconnecting system suitable for comparison with the two steady state 

reconnection models due to Sweet-Parker t35'36  ̂ and Petschek 3̂7 .̂ This forms the topic 

of investigation in section 1-3.6. Finally a summary of the results is given in section 1-3.7 

in which some conlusions and implications for further studies are made.
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1-2.1 Mathematical Model

The equations appropriate for the description of the low frequency long-wavelength 

phenomena, such as that produced by the resistive tearing mode, in a fluid of finite 

electrical conductivity and finite viscosity, are the visco-resistive magnetohydrodynamic 

(MHD) equations. These are given by:

dv 2 1
p ---- + p V-VY = J x B -  Vp + v V V + v -  V(V-V)

dt 3
(10)

•äß- + V-pV = 0
dt  F (11)

— (p/p 0 = s E (12)

E + V x B = p j (13)

OB
V x E = - (14)

dt

V x B = p0 J (15)

V-B = 0 . 06)

and relate the electric and magnetic fields E and B to the fluid velocity V and the 

thermodynamic variables of pressure p and mass density p . The transport coefficients 

of the dissipative terms in equations (10) and (13) are the bulk viscosity v and the 

electrical resistivity r\ while the source term on the right hand side of equation (12) 

corresponds to the energy dissipated by them. The equations are essentially the equations 

of fluid mechanics and electromagnetism (pre-Maxwell) joined together through Ohm's 

law. Equations (10) to (13), which are respectively : the equation of motion, the mass 

continuity equation, the adiabatic equation of state and the generalized Ohm's law, can be 

derived from the moments of the Boltzman equation ^  for each species of particles.
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This is done by assuming the hydrodynamic or continuum approximation and combining 

them into a single fluid model in which ions and electrons are treated as a single 

electrically conducting fluid.

To study the nonlinear behaviour of the resistive tearing mode using these equations 

it is necessary to resort to numerical techniques as the complex reconnection activity 

described in the previous section makes it difficult to choose appropriate approximations 

to make the problem tractable analytically and still retain the essential properties. In fact 

even when using a numerical approach it is necessary to reduce the problem to its simplest 

possible form and operate close to numerical stability limits to bring the calculation within 

the range of available computational resources.

Since we are only interested in the qualitative behaviour of the tearing mode we will 

consider a 2-D  plane slab plasma with d / d z = 0 . Previous studies of the nonlinear 

tearing mode 2̂6,38̂  have shown the effects of compressibility to be small in the limit of a 

large Bz field. In effect the large magnetic field strength makes the plasma behave 

incompressibly because of the increased tension it creates in the plasma. Tokamak 

plasmas tend to behave in a similar fashion because of their large toroidal field. We shall, 

therefore, also consider an incompressible plasma with uniform density especially since it 

allows greater simplification of the governing equations. Equation (11) then reduces to:

so that the second viscosity term in equation (10) vanishes. Equations (16) and (17) now 

allow us to express the fluid velocity and magnetic field in terms of a velocity stream 

function 4> and a magnetic flux function \j/ respectively by:

V-V = 0 . (17)

B = e x V\if  + B e
7  T  7z T z z (18)

V = e x Vd) + V ez T z (19)
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which makes it possible to reduce the visco-resistive MHD equations down to a set of 

coupled PDE's in terms of only two dependent variables,\|/ and (J), known as the reduced 

resistive MHD equations. We shall briefly show how they are derived.

Operating on eqn.(14) with ez x , integrating and using eqn.(18) we obtain:

E = + Ecxt (20)
z 9t

where Ezext is an externally imposed constant electric field in the z-direction. Substituting 

this into the z-component of eqn.(13) ( Ohm's law ) we then get:

■äut + V-Vy = T| J - Eext . (21)
at z z

Substituting eqn.(18) into z-component of eqn.(15) we get:

Jz = —  v V  . (22)

Operating on eqn.(10) (the equation of motion) with ez V x and substituting in eqns.(18) 

and (19) we obtain an equation for V <j>:

K  + v-VC = ^-e •( Vy xVJ ) + X - V \  (23)at ' = p z v Y  z y p ’

where

£ = ez V x V = V2(J) (24)

is the z-component of the vorticity.

Equations (21) and (23) in conjunction with equations (22) and (24) are 

independent of p, Vz and Bz and form a closed system which with boundary conditions 

and an equation for Tj constitute the reduced equations in slab geometry. They describe 

the field and flow behaviour in the x-y plane in terms of the two stream functions <J> and 

\|/, from which Bx, By, Vx and Vy can be obtained by substitution into eqns. (18) and 

(19).
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Although the complete nonlinear dynamics is given by these equations it is also 

possible to derive the evolution equations for Vz and Bz which depend on <J> and \|/. But 

since these would add unnecessarily to the cpu time we will not do this here. It is 

however necessary to evolve the z-component if it is desired to know how the total energy 

is partitioned but it was considered better to sacrifice this information for the sake of 

greater computational speed.

In any case, a previous numerical investigation ^  that included the evolution of Vz 

and Bz showed that in most cases only a small fraction of the available energy appears as 

kinetic energy, with the majority being converted to either perturbed magnetic or thermal 

energy during the evolution of the tearing mode.

A dimensionless version of the reduced equations is obtained by normalizing: 

lengths with the current channel half width, a ; fields with B0, the value of the initial 

equilibrium field at the plasma edge; times with the Alfven or hydromagnetic time xA = 

a(ji0p)1/2/Bo and the remaining dimensional terms gathered to form the Lundquist number 

S = tr/ta where xR = a2|i0/rlo ls ^  resistive diffusion time, rj0 being the minimum value 

of rj. These are:

4 =[^ ] +  i  ^ z- Er
at s

(2 5 )

4  =  [ £ . $ ]  +  [V. l z ] +  v$2£ 
at

(2 6 )

K = ^ (2 7 )

(2 8 )

where with further manipulation we have expressed some terms of the dimensionless 

equations in terms of a Poisson bracket defined by:

3f 3g 3f 3g
[f, g] -----------------------

dx dy dy dx
(29)
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and where:

V  =  Y / ( a B 0) v  =  v / ( p  a2/ T A) a / x = x / a

$  =  <t>/(a2/ t A) n  =  Ti / t i 0 y =  y / a

i =
J ie x t  T-eXt//- TX // v v

E z “  E z f t  ^ 0  B ( /^ a  I V  ) r~
f> II r
t

K =  y c B / M )
v 2 =  9 2  +  d2

-v  A  2 -N A  2
o x  ay

(30)

(31)

Initial Conditions:

We consider an initial flowless equilibrium of the form:

B( t = 0 ) = Bq tanh( x/a ) ey

V( t = 0 ) = 0

which has a line of field reversal at x = 0 along which a tearing mode can generate a chain 

of magnetic islands.
A A A

The current channel associated with this equilibrium through J 0 = V x B0
~  /x  /x

= sech (x) is maintained by the uniform z-directed electric field Ez in conjunction with 

a non-uniform resistivity profile evaluated from Ohm's law to give:

(32)Ti(x) = E®xt/ J 7n(x) = cosh2(x)z zO

This is a frequently used technique t16-39’40’41! to allow the tearing mode to proceed to 

saturation by preventing the resistive decay of the equilibrium on which it grows while 

still allowing for self-consistent nonlinear changes to the background field produced by
A A A

the tearing mode itself. Note that r\ has been normalized so that T|(0) = 1. Hence Ezext is
A

not a free parameter, but is in fact given by Ezext = 1. The only explicit free dimensionless
A

parameters are S and v. Also note that we are assuming the applied electric field and 

resistivity to be constant in time, but not the total current. However by averaging equation 

(25) over the cross sectional area of the plasma it can be shown that (riJ^ is conserved.
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The resistivity depends only on the electron temperature which tends to equalize on 

surfaces of constant flux so it would probably be more realistic to set r\ = rj(\|/). The

functional form could still be obtained from the initial current profile to give:

(33)

Unfortunately the spectral technique used in the code would make it difficult to update the 

mode profiles of T| each timestep without incurring a prohibitive increase in cpu time due 

to the Fourier transforming that would be necessary to compute the exponential 

dependence of r\ on \|/(x,y).It is possible that 'fast Fourier transform' techniques could be 

used to remedie this problem, but the success of the simpler method in obtaining saturated 

tearing mode states motivated us to follow suit, although in hindsight we are not so certain 

that this hasn't played a significant role in determining the new behaviour observed in our 

simulations.

Boundary Conditions:

The system is isolated between two parallel, frictionless, impenetrable, perfectly 

conducting walls at x = ±  X w and all quantities are assumed to be periodic in the 

y-direction with a periodicity length given by Lp = 27t/Kp, see fig.3. The dimensionless

B

Fig.3

■%V/

31



periodicity length Lp = Lp/a makes the third and final free dimensionless parameter of the 

resistive slab equations. More precisely we have the following conditions on 0 and \ \ f :

Impenetrability : V = 0 at x = ± Xw

= >

30
3y

x = ± X w

0

=> <()(x= ± Xw) = <()*(t)
(34)

Perfect conductivity: B = 0  at x = ± X
J  X  w

3\|/

d y .
x = ± X W

0

=> v (x= ± X w) = \|/£(t)

We shall henceforth take 0W±, \|/w± as constant with respect to t. In fact for simplicity we 

will set 0W± = 0 = for all cases in part I although a more complex set of conditions

will be implemented in part II of this thesis.

Let us consider further the implications of these boundary conditions. First we note 

that the form invariance of the reduced equations under the following Galilean 

transformation:

Y( x, y, t ) -> \|/( x, y - Vt, t )

0 (x ,y , t)  0(x, y-Vt ,  t )  + Vx (35)

shows that without loss of generality we can always choose a frame in which 0W+ = 0W* 

although the same is not true for \|/w+ and \|/w\  No change of frame can make \|/w+ and \|fw 

equal if not originally so. The equations are also invariant under addition of arbitrary 

constants to 0 and \|f so we can also take 0W+ = 0W' = 0. We justify having \|/w+ = \|/w' = 0 

by ensuring that the initial equilibrium satisfies this condition.

It can also be shown that the value of 0W+ -  0W' is closely related to the electric potential.
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From the x-component of equation (13) (ohm's law) we have

Ex = - ( V x B )x + n Jx . (36)

From eqns.(18) and (19) we have

V x B = ez-V<j) x V\|r ez + B V(j> -  V z V y  (37)

and from eqn.(15) we have

H0 J  = V2\ |/e z - e z x VBz . (38)

Substituting the x-components of equations (37) and (38) into (36) yields

90 t|
z 3x z d x  |in d y (39)

Thus if Vz and Bz are constant with respect to x and y then the potential difference 

between the walls is given by:

x.
= j E x dx = Vz ( V;  - Vw) - B z ( <  - * w ) . (40)

-Xw

Taking the frame in which Vz = 0 (assuming Vz is independent of t) we then have

X.

= = i - J E‘ dx = i -4 V  (41)

or

A(b = 3 - 4 V  .Tw B
Z

Thus the difference in wall values of the velocity stream function in this special case is 

proportional to the potential difference so the assumption that (j)w+ = <j>w* = 0 corresponds 

to the short-circuiting of the walls. By the same token when the walls are held at different 

potentials, that is when (j)w+ *  (j)w', the resultant electric field Ex combined with the Bz 

field produces an E x B drift in the y-direction.
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By integrating the y-component of eqn.(19) across the plasma we find

X*

<})"*" — 4> = I V dxTw Tw J y

_ X w

(42)

so a uniform flow in the y-direction of magnitude V can be maintained by a difference in 

the velocity stream function of:

Ii  = 2 X  V . (43)
T w  T w  W  V 7

This technique is used in part II to study the effect of external perturbations on tearing 

modes in a flowing plasma.

The validity of the assumptions: Vz = 0, Bz = const, for the above special case will 

now be given. Consider the conservation form of the equation of motion:

f 2 )B
I -  - L b b  -  vVV  

^0
+ V- pVV + P +

2»oj
0 . (44)

By taking the z-component of this we obtain an equation for Vz :

\
— + v-vv
at

-  V = —  B-VB (45)

To obtain an equation for Bz we take the z-component of Faraday's law, equation (14), 

giving:

5B
+ V-( E x ez ) = 0 (46)

for which the right-hand term can be derived from Ohm's law, equation (13), to give:

.(47)
* “ V^°

Combining this with equation (46) we have

V-(E x ez) = ez-(V({> x VBz) -  e z*(V\j/ x VVz) -  V
ft! \ - n - V B
1̂ 0
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-  ez-VVz x Vy (48)
9B

Z

at
ez*VBz xVO +

(
V-

l
Ü-VB

Z
)

Vz = 0, Bz = const, is a solution to equations (45) and (48) thus verifying the assumptions 

made in the special case.

The method used to solve the system of equations (25) to (28) requires a boundary 

condition to also be specified for the vorticity, This is provided by the condition that 

no vorticity be generated at the wall, i.e.:

n x ( V x V )  = 0 at the wall (49)

which for this set-up reduces to:

C( x= ± Xw) = 0 (50)

Further insight into the significance of these conditions is gained from looking at 

momentum conservation. Integrating equation (44) over the plasma we have:

( 2 )
f  f . B 1

J pV dx + J n-
v s

pVV + T3 1
to o

I ------- B B  -  vVV ds = 0 (51)

the y-component of which reduces to:

f \  Lp 'I h
f

’a v " av
\

A . JdxJdypVy = v j  dy
y

dx
-

y
dxdi K  0 i 0 \ + X w - X w  j

Using equation (19) we have:

(52)

d_
at

x. L,

J dx J dy p 
\-Xw 0

d§
dx

f . 92<J>
= v I dy

ax2
°

-A

which reduces to:

a.
at

<i>

(53)

(54)
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This implies that a boundary layer will form if the potential difference is varied in time. 

Also the faster the changes are the steeper will be the flow gradients in the boundary layer. 

Note that the impenetrability condition :

means that

0

£ = Ä  at x = ± X
-s 2 w
OX

so equation (54) becomes

f - ( p L p( < - * ; ) J  = v j d y ( C - C w) . (55)
dt 0

The boundary condition of vanishing vorticity at the walls is therefore consistent with the 

time independence of <})w+ and <})w' for the purpose of conserving the momentum.

In summary the boundary conditions used in part I are :

\|/ = 0> at x = ± X w (56)
C = 0 J

Note that the method of solution does not require the specification of a boundary condition 

for the current.
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1-2.2 Numerical Scheme

The normalized equations, (25) to (28) are Fourier expanded in the y-direction and 

descretized in the x-direction to form the equations for a hybrid spectral/finite difference 

code which uses a two step semi-implicit timestepping scheme to evolve the four 

dependent variables \\f, <J>, Jz and £ in time. The approach is not new 4̂2̂ and has been 

employed in 3-D calculations in cylindrical geometry i16’43-46!. Other techniques have 

been employed to solve these equations including an ADI (Alternating Direction Implicit) 

Scheme*-47' for evolving the full set of resistive MHD equations. Such methods have good 

numerical stability properties but are usually considerably more expensive with cpu time.

The success of the semi-implicit method used here relies on two basic premises: 

firstly that the type of solutions expected are more naturally represented in a semi-spectral 

form and hence only require a small finite number of Fourier modes for convergence. And 

secondly, that the cpu intensive matrix inversions and iterations of fully implicit 

techniques are avoided by explicitly timestepping the nonlinear terms while maintaining 

numerical stability through the much simpler implicit timestepping of the linear dissipative 

terms. A discussion of how well these premises are upheld will be given in the next 

section.

In this section we shall, for completeness, describe how we have implemented the 

technique in slab geometry. Each of the field quantities in equations (25) to (28), ( ie. \j/, 

(j), Jz and the A being implicit from here on ) is expanded using a truncated Fourier 

series given by:

1 M

V(x,y,t) = —  \|/*(x,t) + ^  |^ (x ,t )  cos(kmy) + \|/^(x,t) sin(kmy) (57)
m=l

where M is the total number of modes, km = 27tm Lp and Lp is the periodicity length in 

the y-direction.
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The range of modes selected (0 < m < M ) is based on the expectation that the long 

wavelength nature of the tearing mode will cause the solution to be dominated by a low 

order Fourier mode such that the magnitudes of the amplitudes drop off rapidly with m.

Each equation is then multiplied by cos(kmy) or sinCk^y) and integrated with 

respect to y to project out the equations governing the evolution of each individual 

Fourier mode. For each mode number, p, there are four evolution equations: two 

corresponding to the cos and sin components of \|/ and two corresponding to the cos and 

sin components of These are:

_  sc + l U f  -  Eext) at ° l p  5 1 z p  zp j (58)

3\i/s i
P =  S + i i \ f

at lp s '  *p
(59)

K  e  rf i r*— E = S n + v V ?
at 2p p p

(60)

acs ,
p = Ss7 + v V \ !

at 2p p p
(61)

where

f  2 when p =  0 
Eext =  {

z p ^ 0 otherwise
(62)

V2 =  32 - k 2 , 
P d x 2 P

(63)

~/2 s.c

Js,c =  ¥ p  -  k2 \|/s,c ,
z p  -v 2 P YP

dx
(64)

- \ 2 , s,c

r - p -  k2 <t>s'c , (65)
r -n Z r r

d x
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„c „s _sand Sj , Slp, S0p, S2p are non-linear source terms given by :

s‘p= 4 ^ i ; - £ i i
n=lm =l

oo oo

_ A L(j) , \i/J2 p.m.n UY YJ

cs

nm

n=l m=l
2 B p,m,n > V ] nm (66)

OO oo

Op 2  P.Hl.n niTl
n= lm =l ~

OO oo

-III
n= lm =l

D [<b, \i/J2 p,m,n Ly ’ y j

ss

nm
(67)

2p U.c]0p-
OO oo

-III
n= lm =l

„ A2 p.m.n

V ,J 2

cs

nm v ,  J

+

oo oo

XXi
n=l m=l

„ B2  P.m,n

2p 2 U.d0p- V . J

sc r "i

J nm «—
i 

N_
_

:c \

cs ^

nm J  

sc )

nm J

Op y

+YYiCf rfdiw 2 p.ni.n 
n= 1 m= 1

OO oo / r  —.SS

n=1 m= 1 V

V>*

V . j

nm 

s s  \

nm J

(68)

(69)

where the scripted Poisson brackets are defined by

[ f , g]CS = ^ 2 - k  g L ° J  n ö n ^ n nmn dx dx
(70)
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and where Ap rn>n , Bpmn , Cp<m n and Dp>m n are elements of sparse matrices defined by:

A = 5 + 5 + 5 (71)p,m,n p,m+n p.m-n p,n-m

B - 5 + 5 + 5 (72)p.m.n p,m+n p,m-n p,n-m

c 5 + 5 5 (73)p,m,n p,m+n p,m-n p,n-m

D 5 - 5  + 5 (74)p,m,n p,m+n p,m-n p,n-m

for which the Kronecker deltas are defined by :

1 when i = j 

0 otherwise

The evaluation of the convolutions in the source terms is the most time consuming part of 

the calculation and since they involve a double summation for each mode at each point on 

the grid one could naively consider the cpu time for each convolution to be proportional to 

M 3J where M is the number of modes and J is the number of grid points. However, by 

taking advantage of the sparse matrix nature of the coefficients defined by (71),(72),(73) 

and (74) this is reduced to proportional to LJ where :

L ( M - 1 )  ( M - 2 )
m=l

by re-ordering the arrays so that operations are only performed on non-zero elements. 

Equations (58) to (65) are then temporally discretized using the following two step second 

order accurate schem e:

t+At/2
¥Tm

Ct+At/2
m

continued overleaf...
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rt+At/2
z m

(v2;;)t+At/2

m
(78)

where each equation really represents 2M equations corresponding to the cos and sin 

components of each Fourier mode. Equations (75) and (76) determine the semi-implicit 

advance of the cos and sin components of each Fourier mode of \|/ and £ by half a 

timestep. From these are evaluated the new half timestep values of J z  and <j) using 

equations (64) and (65) and then all the nonlinear source functions using equations (66) to 

(69) which are then used in equations (77) and (78) to explicitly advance, to second order 

in At, the Fourier modes of \ \ f and £ over a full timestep. The timestep is completed by 

then reapplying equations (64) and (65) to evaluate the Fourier components of Jz and C, at 

the new timestep.

The spatial discretisation in the x-direction was performed using a non-uniform grid 

with the density of grid points increased around x=0 to allow adequate resolution of the 

resistive diffusion layer. Two types of non-uniform grid were tried. The first, which is

The Grid :

similar to that used by Steinolfson and Van Hoven ^  is given by :

AX. = X. -  X
j - i

with the constraint that:

J

(80)
j=i
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This was ensured by specifying Xw, AXmin, J and JM and determining AXmax to a 

desired accuracy by finding the root of equation (80) using the Newton Raphson 

m eth o d ^ . This produced a grid with grid spacing increasing in size to a maximum at 

j = JM and then maintained constant over the remaining grid points. It was noticed that 

the sharp transition between the two sections of grid caused a small spike to form in the 

mode profiles at this point due to the discontinuity in the derivative that this creates. 

Although this appeared to be mostly transitory a second smoother-joining grid was

constructed with :

AX . +min

AX ̂ max

AX -A Xmax i
1

f
j )

\

J — 1 - c o s J K
1 2

V v  M ; )
forj c J M

for j > JM

(81)

and with the constraint, equation (80), enforced by specifying Xw, AXmin, JM and J and 

evaluating AXmax from:

AXmax

Xw ~ 2  (JM +

J - T (JM + D

(82)

Symmetry Conditions :

For the assumed geometry and initial equilibrium the equations are symmetric in x 

so the solution need only be computed for region 0 < x < Xw . More precisely the 

symmetry properties are : \j/(x,y) = \j/(-x,y) and 0(x,y) = -  4>(—x,y). It is also common 

practice to reduce the size of the calculation further by assuming the same symmetry in the 

y-direction, ie. \|/(x,y) = \|/(x,-y), <|>(x,y) = -  <l>(x,-y) but this is only true for stationary 

solutions. To implement this in a spectral code it is only necessary to suppress the 

evolution of the sin components of \|/ and Jz and the cos components of <J> and However 

with both the cos and sin components of the variables computed cases were found for
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which the y-symmetry was not maintained even when started with a stationary initial 

equilibrium. These cases are illustrated in section 1-3. They show that it is possible to 

simulate coalescence and secondary regeneration of magnetic islands separately, with both 

symmetry constraints imposed. When, however, as in the cases described in section I- 

3.5, coalescence follows regeneration in the same run, the position of the x-points after 

regeneration are such that the coalesced state must form a quarter of a wavelength further 

along, thus breaking the y-symmetry condition. Section 1-3.5 also shows that this 

sequence of events often leads to a non-stationary state by the excitation of a travelling 

wave, which more clearly fails to satisfy the y-symmetry condition. No examples of x- 

symmetry breaking were observed when the grid was expanded to cover the full distance 

between the walls so this symmetry constraint was retained.

Difference Method:

Having defined the grid it is now possible to define the difference form of the 

differential operators, using a Taylor expansion truncated to first order in Ax, by :

for 1 < j < J-l (83)

At x = 0 ( i.e. j = 0 ) :

r \ 1 0  if \|/ is even
w  = 1 V!
[ d x j  j —  if V is odd

o
(85)

if \j/ is odd

if \\f is even
(86)
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while at x = Xw ( ie. j = J ) :

x j  -  x m  j f & i t )

[ d x j
J

l > j  -
J- l ^ XJ-1 “  XJ-2j [ d X )

J-2
( 3xJ

J - l

(87)

and similarly for
U l  ^dlM
v 3xh

These finite difference forms of the differential operators are employed directly in equation

(64) to solve for the current. This tends to be the least accurate part of the calculation and 

can cause rounding error problems when too small a precision is used. To solve equation

(65) for (j) is obviously not as simple and at first glance appears to require an expensive

matrix inversion. This is similarly the case for equations (75) and (76) which, because of 

the implicit nature of their dissipative terms, form simple elliptic differential equations for 

r̂+At/2 anc| t̂+At/2 t0 (jjt ^  equation (65). However because all three equations can

be expressed in the form :

-A . U. . + B.U. -  C.U. . = D. (88)j j+ i j j j j - i  j

where for equation (65) :

<{>
t+At
W

A. —» A
J 0j

C -> c
Öj

____________1____________

y (  V " xj - i ) ( xj - xj - i )

(89)

(90)

(91)

B. —> B
J 0jm

A + C + k 
Oj $j m

(92)

D.
j

c t 
jm

s t 
jm

(93)
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and for equation (75) :

U.j
t+At/2 

f] m (94)

A. —> A
j \|/j

A Ti. — 
Oj 'j S (95)

C. -> C = C v 
J vj Oj

B. —> B = A + C + k 2 q . i -  + —  
J Vjm Vj v j m J S ^t

Dj —> {

„ C  t 0 c t 2 c tD
Vjm

s , . +ljm At
Vjm

T -N S  1 „S t 2 s tD
Vjm

S - . +ljm At v jm

and for equation (76) :

u. -* e+Al/2j m

A. —» A = v A 
J Q Oj

C. - >  C  =  v  C
j  < J  OJ

D. ->
J

A  + C
, 2  2B — +  k  v + —

£jm m .
A t

f
Dc 1 = sV  + 2 .c t

A  JmA t JCjm 2jm

| Ds 1 = s* 1 +
2 t
A  J171A t J1 ^jm 2jm

(96)

(97)

(98)

(99)

( 100)

( 101)

( 102)

(103)

they can be solved numerically using the well known algorithm for tridiagonal 

systems*-49,50,5 ̂  . L e t:

U. = E. U. . + F. (104)
j j j+ i j
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Substituting this algorithm evaluated for Uj_x into equation (88) yields :

A.j u. , +
J+l

D. + C. F. . j j j - i

1 Jj
J 1

J
* i __ B. -  C. E. . 

j J J -1 .
( 105)

and comparison with equation (104) shows that Ej and Fj are determined from the 

recurrence relations:

E.
j

A.______ j
B. -  C. E. . j j j - i

(106)

F.
j

D. + C. F. , 
j j j - i

B. — C. E. . j j j - i

(107)

The computational procedure involves two sweeps across the grid, sweeping first through 

the grid from x=0 to x=Xw to calculate Ej and Fj using (106) and (107), then a sweep 

back through the grid from x=Xw to x=0 to calculate Uj using equation (104).

Boundary Conditions :

This requires boundary conditions to be specified for E0 and F0 at x=0 as well as 

those for Uj at x=Xw. To do this we make use of the symmetry conditions which apply at 

x=0. When Uj corresponds to an odd function, like (J) or £, then the condition is simply 

U0 = 0 which from equation (104) implies that E0 = 0 and F0 = 0. However, it is not so 

easy to determine an accurate boundary condition when Uj corresponds to an even 

function like \|/ since U0 is then not necessarily a fixed value. We could use the condition 

on its derivative :

ie.
au.
___ j

3x
=  0

u Jx=0

to provide the approximate condition : \\fl = \j/2 which from equation (104) implies E0 = 1 

and F0 = 0. However it is possible to avoid the error that this introduces by instead 

temporarily expanding the grid out to the second wall at x = -  Xw just for the calculation of
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\\f so that the exact boundary condition \|/_j = 0 can be used to give E.j = 0, F.j = 0. This 

doubles the cpu time for calculating \j/jm but because this method takes advantage of the 

tridiagonal nature of equation (75) to avoid expensive matrix inversions, it only varies as 

MJ, making it insignificant in comparison to the time required to calculate the 

convolutions in the source functions which vary roughly as M J. In summary the 

boundary conditions in difference form are :

\i/ t = \ | /t = F = E = 0
YJ Y-J y - J  y - J

<1)T = <j)n = F = E = 0
YJ Yo 6 0 <!)0

Ct = C =  F = E = 0  (108)

The Initial Equilibrium :

The initial equilibrium given in equation (31) of the previous section becomes

w = 2 InTjm

( cosh(Xj) 

cosh(Xw)

(109)

The Initial Perturbation :

To begin the calculation an initial perturbation must be applied to one of the 

dependent variables. The precise choice of perturbation should not be important in 

determining the final nonlinear state as long as the perturbation is small and all the Fourier 

modes are excited. For most runs this was achieved by triggering the fundamental sine 

Fourier mode of (j) with a profile closely approximating its linear shape given by :

- c r
ji

X.
J

-  10 xj - io x„
-  e ( 110)

• The corresponding cosine Fourier mode, (j)cji , was also initialized with a much smaller 

uniform amplitude in order to break the symmetry to allow for the possibility of 

asymmetric nonlinear behaviour.
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Diagnostics :

The progress of the instability was followed to saturation by monitoring the value of 

several diagnostic quantities. The reconnected flux across the tearing or neutral line 

defined by :

A V  =  J I  Bx(0,y,t) I dy (111)
0

and its corresponding exponential growth rate :

1 d(AW)
a 'f  at

( 112)

were used to provide a measure of the overall nonlinear reconnective processes occurring 

during a simulation while the spatial behaviour of the resultant magnetic islands was 

determined through the evaluation of the position of the x and o-points along the tearing 

axis by :

Yx = y(  Vmin(x=0) )

Y0 = y ( Vmax(x=0) ) (113)

and the maximum island half-width by :

W = 2 x ( v  = \ |(o ,Y x ) >Y0 ] (114)

The spectral behaviour was also monitored by recording the amplitudes of the first four 

Fourier modes of \\f on the neutral line while a general data dump of all the Fourier modes 

of \j/, <j), Jz and C, over the whole grid was made periodically throughout each run to 

provide a more detailed picture as well as for check pointing the calculation. The 

simulation could then be restarted near an interesting stage of development to obtain a 

more detailed description of the event.
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Performance :

The code was written on a Vax 11/780 and then adapted to run on a Cyber-205 

super-computer where full use was made of its vector capability. The faster clock on the 

Cyber-205 already provided an increase in speed over the Vax 11/780 of roughly 20 times 

when operated in scalar mode. With most of the inner grid loops vectorized, and some of 

the Fourier mode loops vectorized, an increase in excess of 400 rimes the speed of a Vax 

11/780 was acheived for runs with 100 grid points and 30 Fourier modes, corresponding 

to a 20 fold improvement due to vectorization. This was possible despite several loops 

being recursive, and hence unvectorizable, as most of the time is spent evaluating the 

convolutions, for which the large inner grid loop is vectorizable, although the higher level 

loops are not because of their sparse matrix nature. The plot below shows the ratio of the 

cpu time per timestep for the Vax-11/780 to that for the Cyber-205 versus the number of 

grid points, corresponding to some early runs made with only 5 and 8 Fourier modes. 

Automatic mode adjustment, see section 1-2.3, was introduced to streamline the Fourier 

mode usage so that the number of modes varied considerably during each run depending 

on S, v, Xw, and Lp. The time taken to reach saturation also depended on these 

parameters, especially S, so that actual run times varied from 5 minutes to over an hour.

Ratio of CPU time per timestep of Vax-11/780 to Cyber-205 vs. no. grid points
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1-2.3 Convergence

The x-dependence of the dependent variables \|/, 0, Jz and C , is discretely sampled on 

a non-uniform grid using the linear profiles of <J> as a guide ^  to the optimal size to make 

the grid spacings, which must be small enough to resolve the resistive diffusion layer but 

large enough to avoid unnecessary CFL restrictions on the timestep (see sec.1-2.4). On 

the other hand, the y-dependence, which is parallel to the neutral line, is sampled through 

a finite number, M, of Fourier modes to take advantage of the assumption that only a few 

of them are necessary for the tearing mode solutions to be well approximated. This 

assumption was expected to make the calculation much cheaper than using a 2-D grid 

finitely differenced in both directions.

In practice the assumption holds very well for \ \ f  as can be seen in fig.4(a) showing 

the relative amplitudes of the Fourier modes at saturation for a typical run. However, for 

the other three dependent variables : < J ) ,  Jz and C , many more modes are required with the 

vorticity always requiring the most for convergence, see figs.4(b),(c) and (d). The main 

problem, however, arises from the fact that, in the absence of significant dissipation, 

convergence of the vorticity is extremely slow, requiring an unpractically large number of 

modes for convergence. This is particularly serious given that the cpu time increases 

roughly with the square of the total number of modes. By including significant viscous 

damping, however, convergence can be attained within a reasonable number of modes, 

see fig.5, and is the main reason for including the viscosity term in the equations.

The amount of viscosity required ( v ~ 0.01 ) is much larger than would exist in 

most magnetically confined plasmas of interest but this is justified by the observation that, 

even in the absence of the usual viscous forces, there appears to be a damping affect 

produced by a micro-turbulent viscosity mechanism associated with high order mode 

activity. In short it was found that in an unconverged simulation deficient of high order 

modes, with negligible viscosity ( v = 0.0001 ), anomalous secondary island activity was
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observed which did not occur when either the viscosity was increased (which reduced the 

number of modes required for convergence) or more interestingly when the number of 

Fourier modes was increased even though still not sufficient for convergence. The extra 

high order modes seem to damp out the anomalous behaviour, and the affect is probably 

related to the hyper-resistivity effect discussed by Strauss 5̂2\  Fig.5 shows also that the 

required number of Fourier modes increases with the conducting wall separation 

indicating that the turbulent high order mode activity is also reduced by physically 

constraining the plasma.

During a simulation run the number of Fourier modes needed for convergence can 

vary quite a lot depending on what is happening and will obviously increase when 

spatially complex transformations are occurring. To minimize the mode usage during a 

run a routine was included in the code which dynamically adjusted the number of modes, 

up or down, to just maintain convergence of the vorticity - this being the slowest variable 

to converge. Convergence was tested by comparing the amplitudes of the Mth and (M- 

l)th Fourier modes with the dominant mode with m = L as follows :

Let

and

sj M
MAX

5jL
MAX

sj M-l
MAX

M-l
5JL

MAX

then the convergence is tested every couple of timesteps with the conditions for adjusting 

the number of modes defined as follows :

If a M > Cp then not converged so Mngw = M + 1

If then just converged so MJ °  new M

continued overleaf...
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If M -  1then over converged so M

where Cp is the convergence factor usually set as Cp = 0.01 . This simple method for 

adjusting the timestep worked quite well when the dominant mode was L=1 and still 

worked well even when L increased to a higher value later in the simulation. External 

adjustment was, however, required when the initial value of L was greater than 1 since 

then ocM could be < Cp with ccM+1 > Cp. The situation was remedied by including more 

modes in the comparison. Using this technique the mode usage could be tracked 

throughout a simulation to expose the mode intensive stages. In general, with v = 0.01, as 

few as two modes were utilized during the linear stage while up to 30 modes were 

required during a particularly active nonlinear stage and often half this number at 

saturation.

The coalescence of magnetic islands is the most mode intensive pan of the 

simulation for the obvious reason that many Fourier modes are required to resolve the 

temporary neutral layer that forms between the islands with an orientation perpendicular to 

the original neutral line. The non-uniform grid is of no help here since the high velocity 

gradients are now in the y-direction. The semi-spectral code is designed to be most 

effective for cases with boundary layers forming along the y-axis and so is clearly not 

suited to a study of coalescence, especially at high Lundquist numbers where the 

boundary layers are even narrower. For this reason we have restricted our study of 

coalescence to the case with S = 200, which is low enough to allow the coalescence- 

neutral layer to be resolved with an acceptable number of modes.
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1-2.4 Numerical Stability

For a completely explicit time advance the condition on numerical stability is given 

by the Courant-Friedrichs-Lewy (CFL) condition 150’51*53] which essentially requires the 

grid velocity, defined by Ax/At, to be greater than the fastest propagation velocity, Vmax, 

allowed by the equations.

Ax
ie. At < —----  (115)

max

The problem with using an explicit technique for solving the resistive MHD equations 

arises from the presence of widely disparate time scales :

1*®* ^Fast Magnetosonic ^Shear Alfven ^Resistive

Our interest is in the evolution of disturbances occurring on the slow resistive time scale, 

but the size of the timestep in the full MHD equations would be determined through the 

CFL conditions by the fast compressional (magnetosonic) motion. The restriction is not 

as severe for the reduced equations since the incompressibility condition removes the fast 

compressional motion leaving the slower Shear Alfven motion to determine the timestep. 

Fully implicit techniques which allow a disturbance to traverse the whole grid within one 

timestep do not suffer from the CFL constraint but are usually much more complicated to 

solve. The semi-implicit approach used here is a compromise designed to take advantage 

of the best attributes of both techniques. The explicit time advance of the nonlinear terms 

makes it as fast as completely explicit methods while the implicit time advance of the linear 

dissipative terms provides the expectation for improved numerical stability. The 

expectation is justified by the absence of any grid spacing dependence in the stability 

condition given by:

At <
k-B M k,

(116)
o “ i

which was derived for the semi-implicit scheme of equations (75) to (78) using the 

standard von Neumann numerical stability analysis as in references [54] and [53].
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This stability criterion really only applies to the linear part of the evolution and in 

practice the stability was found to vary as a function of the regime of operation. In the 

linear and weakly non-linear stages the numerical integrity was upheld for quite large 

timesteps ( At ~ 2. ) but during the fully non-linear stage the calculation was found to 

suffer from a weaker but temperamental form of the CFL condition. The dependence of 

numerical stability on the number of modes, M, was not observed, but instead, all 

instances of numerical instability were removed by either reducing the timestep or by 

increasing the size of the minimum grid spacing. The major consequence of this was that 

simulations were limited to cases with low Lundquist number. The reasons are twofold. 

Firstly, since the width of the resistive diffusion layer increases with resistivity, an 

increase in the Lundquist number will make it narrower and hence smaller grid spacings 

will be required in that section of the grid to resolve it. Because of the nonlinear CFL 

condition this also means using a smaller timestep to maintain stability. Secondly the 

growth rate of the tearing mode decreases with Lundquist number so that longer runs are 

ngeded to reach saturation. Since

where N is the number of timesteps, At the timestep and Tsat the physical time required to 

reach saturation, the combined effect is to increase the total number of timesteps and hence 

the cpu time. This means there is an upper limit on the Lundquist number beyond which 

the calculation becomes prohibitively expensive and where a fully implicit approach would 

probably be more economical. Given this constraint, runs were made for values of the 

Lundquist number ranging from S = 102 to S = 104.

Initially an attempt was made to include automatic timestep adjustment in order to 

work as closely as possible to the stability threshold and hence maximize the timestep. 

The timestep was adjusted up or down on the basis of keeping the incrementation of the 

highest Fourier mode of the current constant each timestep. This allowed larger timesteps 

to be used in the early stages but during active periods of the nonlinear stage the timestep
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was forced down to unreasonably small values ( At < 0.01 ). It was found to be more 

efficient to operate further away from the stability threshold by using a constant, more 

conservative value for the timestep ( At ~ 0.2 ) and so the automatic timestep adjuster was 

scrapped.

Hamed and Kemer have since developed an alternative semi-implicit method for 

advancing the full set of MHD equations by adding a new term implicitly and then 

subtracting it explicitly from the equations to obtain numerical stability. Two semi-implicit 

terms of this type are included to remove both the fast magnetosonic and the shear Alfven 

restrictions but since the first mode is already removed from the reduced equation we shall 

only consider the latter.

To derive the functional form of the semi-implicit term for the elimination of the 

Shear Alfven timescale they linearize the incompressible MHD equations assuming 

uniform magnetic field, density and pressure to obtain :

o2v V x V x (  V x B 0 ) x B (118)

The term on the right hand side of the equation is then considered to be the appropriate 

form for the semi-implicit term with B0 replaced by a vector quantity with constant 

coefficients:

ie. Cn = C e + C e + C e (119)0 x x  y y z z ' '

to give:

V x V x (  V x C 0 x C, ( 120)

The term is then added implicitly and then subtracted explicitly from the equation for the 

velocity time advance. This was shown, using a stability analysis, to provide 

unconditional stability if Cx > Bx , Cy > By and if terms of the form QCj with i * j are

eliminated. With appropriate values of Cx and Cy the numerical stability is maintained for 

timesteps as large as as At = 200 but, since the implicit and explicit parts of the new term
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only exactly cancel in the lim it that At —» 0, the accuracy becomes the lim iting factor in 

the timestep. Unfortunately it was found that poor accuracy occurred for timesteps not 

much larger than that allowed by the Shear Alfven CFL condition ( At ~ 0.24 ) although it 

was suggested that this could be remedied by using a 2nd or higher order accurate 

timestepping scheme. The technique also introduces damping of the flu id motion which 

increases with the value o f the timestep. Despite this we shall consider how it could be 

implemented here. To apply this technique to the reduced equations the semi-implicit term 

must be modified to f it into the equation for the time advance o f the vorticity o f equation 

(26). To do this we operate on equation (118) with ez-V x to obtain:

i X  = e • V V x V x (  V x B 0 ) x B, (121)

So the new semi implicit term takes the form :

V x V x (  V x C Q)e • V xz x C , (122)

To simplify this we substitute in the equation (19) for V  in terms of <J> and V z and separate 

out there dependence into two seperate terms given by :

e • V x f c 0 x i v x V x ( C 0 x ( e 2.xV<t>) )

+ ee • V x C „ x V x V  x ( V  ( C 0 x e 2) ) (123)

After some algebra the term involving V z vanishes while the other reduces to :

c 0 - v (  V2( C 0 -V<t>)) -  Cz ez - v (  v 2( c 0 • v<|)) ) (124)

or more simply

C2 —— V2(b + C C - £ _ v 2(f> 
d x  d x d y

+  C2 - ^ - V 2(j) + C C - S i - V 2(j) 
y d x 2 y dydx

(125)
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Removing terms of the form QCj where i * j and noting that £ = V 2(t>, (125) becomes :

C2£ C  + C2^
X 3x2 y d y 2

(126)

and if we then set

C = Cx y r.
this then becomes

v V2C (127)

which means that the Hamed-Kemer semi-implicit term for the reduced equations is 

essentially equivalent to the viscosity term of equation (26). This would perhaps explain 

the damping effect that they observed when the timestep was increased since at large 

timesteps the cancellation of the semi-implicit terms would be less complete, allowing 

their viscous nature to be felt more strongly. In any case, since a viscosity term was 

already included in our equations semi-implicitly, we considered it redundant to apply it 

again in the manner suggested by Hamed and Kemer, especially since the accuracy of the 

method was still in question.
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1-3.1 Simple Nonlinear Tearing Mode Evolution

In this numerical investigation it will become apparent that the non-linear behaviour 

of the tearing mode on a current sheet can vary greatly from one region of parameter space 

to another. For the region of parameter space investigated, the most striking changes were 

observed to occur as a function of the periodicity length, Lp, while only relatively 

cosmetic changes were evident for variations in S, v, and Xw. In this section we will 

briefly describe the simple or classical tearing mode evolution that occurs for small Lp and 

progress, in later sections, to the more complex behaviour that occurs for larger values.

A typical simple tearing mode evolution complete to saturation is recorded in fig.7 

by the time evolution of the reconnected flux and its corresponding growth rate for the 

case with Kp = 0.35 ( Lp = 27t/0.35 ), S = 200.0 , v = 0.01 and Xw = 4.0. It shows : a 

distinct linear phase marked by a steady exponential growth rate; a relatively sharp 

transition to the slower algebraic growth of the non-linear phase and a rounding off with 

an overshoot of the reconnected flux’as the mode saturates into the simple magnetic island 

state shown in fig.8(a).

The linear growth rate is slightly lower than that computed by Steinolfson and Van 

Hoven ^  because of the relatively large value of the viscosity and the closeness of the 

conducting walls which tend to reduce the rate of reconnection.

For much of the nonlinear phase the reconnected flux can be seen to increase almost 

linearly with time, although during the early nonlinear or weakly nonlinear stage the 

growth appears to have the t2 variation predicted by Rutherford Rutherford's analysis 

applies only to constant - \j/ modes but the behaviour shown above was qualitatively the 

same in all simulations irrespective of what type of linear mode they arrose from and 

includes simulations made with S and Kp in the ranges : 10 < S < 10 and 0.75 < Kp < 

0.1 .In fact, despite the short wavelength, the low value of S in the above example makes 

it a nonconstant - \j/ mode. It has been noted however, that the effect of having the
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conducting walls close together is to make nonconstant - \\r modes look like constant - \\f 

modes so it could be argued that this is the case here since the half wall separation is only 

Xw = 2.5 . Even so, simulations made with Xw = 12.0 which, as shown in the next 

section, is large enough for wall effects to be negligible, only increases the magnitude of 

the growth rate and the amplitude reached at saturation without changing the qualitative 

variation of the reconnected flux with time.

In these simulations the initial equilibrium is maintained by an applied electric field 

and nonuniform resistivity whereas Steinolfson and Van Hoven ^  impose a constant 

background field and allow zero order variations around it. Although quite different, both 

schemes should allow saturation of the tearing mode and so the absence of saturation in 

their simulations is most likely due to not running them long enough. To see this, note 

that for a run made with S=200 it took roughly t = 1000 xA to reach saturation whereas 

their simulation, close to this value of S, was only run for t = 600 xA . The reconnection 

rate is slower at higher S so that for S = 104 it took t * 40,000 xA whereas their run time 

at this higher value of S was only t = 3000 xA. The difference cannot be accounted for by 

the smaller growth rate in our runs resulting from the finite values of v and Xw.

The size of the overshoot during the saturation phase of the evolution depends 

upon how constrained the plasma is, since it can be made smaller by decreasing the 

dimensions of the system through Lp and Xw or by increasing the viscous damping 

through v . A very similar evolution of the reconnected flux was calculated analytically by 

Kulsrud and Hahm 1-55,56] for a simple model of forced reconnection using a boundary 

layer analysis. The bulk of the variation was calculated using the constant - 

approximation which predicts an overshoot and saturation remarkably similar to that 

shown here.

The other contour plots in fig.8 show the corresponding spatial variations of <|>, Jz, 

£, Iß I and Iv I at saturation. Fig.8(d) shows that the vortical flow associated with the 

reconnection process still persists after saturation, although with a smaller velocity
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gradient near the x-points. This is, perhaps, not surprising given that the applied electric 

field and non-uniform resistivity were only set up to support the original current sheet. 

The difference between the magnetic island configuration and the original equilibrium 

therefore requires continued reconnection to balance the flux losses due to resistive decay. 

The process would be indirectly driven by the z-electric field through its maintenance of 

the bulk current channel. On the other hand one might ask whether the finite vortical flows 

at saturation could be avoided with a more judicious arrangement of the equilibrium 

quantities. For example since the resistivity is dependent only on the electron temperature, 

which tends to equilibrate on constant flux surfaces, it would be more realistic to set rj = 

rather than rj = rj(x). Both cases would be identical for the initial equilibrium but 

only for the former case is it possible to obtain a flowless eqilibrium. To see this set d/dt 

= 0, 0 = 0 and £ = 0 so that equation (23) reduces to :

ez - ( V J z x V ¥ ) = 0 (128)

which implies that Jz = Jz(\|/), while equation (21) becomes :

T1 = H°XI/ J Z (129)

Equations (128) and (129) can then only be satisfied if r\ = r\(\|/) Therefore if we were 

only interested in flowless saturated island states we need only consider solutions of the 

equation:

v v  = ^  (130)

and not trouble with the full set of reduced equations. If we then use the resistivity 

variation suggested in section 1-2.1, equation (32), this reduces to a Liouville type 

equationt5T1 given by :

V2\j/ = e"2v (131)

which is similar to the equation satisfied by the flowless exact island equilibrium given by:

V2\j/ = (1 -  e2 ) e~2w (132)
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where e is a dimensionless parameter related to the island width and defined by equation 

(133). Unfortunately, this class of island equilibria is restricted to a single periodicity 

length, i.e. Kp = 1, which, as shown in section 1-3.4 is too large for the state to be 

reachable via the tearing mode and so is of less relevance here.

As a matter of interest it may be possible to solve equation (132) analytically with 

Xw = °o using Backlund Transformations although ultimately it would be useful to 

redo the simulations using a more general form of T| = n(\y) with say an ADI type code 

^  to determine the reality of the finite vortical flow. The numerically difficulties of 

setting r\ =T|(¥)> discussed in section 1-2.1 prevent us from trying this here. It is, 

however, by no means certain that it would result in a flowless island equilibrium at 

saturation anyway. In fact Hesse and Schindler ^  found, using bifurcation theory 

techniques, that island solutions of (132) are unstable and therefore would not evolve 

from the time dependent equations.

Moving on to fig. 8(b) we see that the saturated current distribution has sharp peaks 

over the x-points as well as the broader ones over the o-points. This can be seen more 

clearly in fig.9 which displays a 3-D perspective of the current distribution at several 

different times during the growth of the tearing mode for the case with Kp = 0.35, S = 

10,000, Xw = 5.0 and v = 0.01. These show that the shape of the current distribution is 

not always the same during the non-linear development of the tearing mode. Initially the 

current sheet peaks at the x-points and broadens around the o-points. During the early 

stages there is actually a trough in the current at the o-points which only develops into a 

broad peak as the tearing mode approaches saturation. The significance of these 

observations will be made apparent later, but it should be pointed out that since flowless 

island equilibria must have Jz = Jz(\j/) they would not have the x-point current spikes 

shown here.

This description of a tearing mode evolution is characteristic of all simulations made 

with a short periodicity length (Kp > 0.265 for S = 200.) so the changes in magnitude of
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\\r, <}), Jz and £ due to variations in S, Xw ,v and Lp are best dicussed in terms of their 

value at saturation after all the transitory behaviour has disappeared. This will form the 

topic of the next section.
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1-3.2 Saturated Behaviour - Evidence of a Preferred Island Length.

Through a study of the tearing mode at saturation, evidence will be presented for the 

existence of a preferred island length. What is meant by 'preferred' will become obvious 

as we proceed. However before doing this we will first consider some ideas about the 

mechanism that drives the tearing mode, and how it saturates, in order to put the 

observations in some perspective. This will follow a line of reasoning given by 

E.N.Parker [59! .

The resistive tearing mode involves the breakup of the field lines in the 

neighborhood of the neutral layer between two regions with oppositely directed field 

components. The original straight, parallel lines of opposite field reconnect into a number 

of neutral points ( x-points ) and magnetic islands in the manner illustrated in fig.8 of 

section 1-3.1. The instability arises from the fact that the dissipation is very intense in the 

thin neutral layer where the field can decouple from the fluid. Suppose that the system is 

perturbed slightly so that the fields are pinched a little more closely at regular intervals 

along the neutral line, see fig. 10(b). The diffusion and reconnection proceed more rapidly 

where the fields are pinched together, cutting the lines of force and rejoining them into 

localized elongated loops, see fig. 10(c). Once an elongated loop is formed, the tension in 

the lines of force tends to pull the loop into a more nearly circular form, see fig.l0(d,e). 

The affect then, is to pull the field and plasma away from the vicinity of each neutral 

point, sucking more field in from either side and further enhancing the reconnection there.

As the reconnected field loops expand out beyond the neutral layer into regions of 

greater field strength they find it increasingly more difficult to distort the unreconnected 

field lines which are maintained by the applied electric field and non-uniform resistivity. 

The tension in the unreconnected field lines opposes the distortion and hence provides a 

squeezing force on the reconnected field loops which eventually leads to the saturation of 

the tearing mode.
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The series of contour plots of \\r in fig. 11 (a) show the cross-section of flux 

surfaces of the saturated magnetic island states for increasing values of the periodicity 

length, Lp. In the absence of a Bz component (which decouples from the evolution 

equations) these can be considered as magnetic field lines. The scale in the direction 

across the island has been expanded for clarity and is the same in each plot. By displaying 

them in this fashion it is clearly seen that the balance of forces at saturation results in the 

inner or central field loops having the same aspect ratio irrespective of the wavelength of 

the island. At small values of the periodicity length the invariance of this preferred aspect 

ratio means that the width of the island increases roughly in proportion to its length, with 

a corresponding steady increase in the amount of reconnected flux as shown in figs. 12 

and 13 respectively.

The threshold for tearing mode stabilization could thus be considered to occur when 

the wavelength of the initial perturbation is so small that the corresponding width of the 

field loop allowed by the preferred aspect ratio is too narrow to induce any further 

reconnection. For the cases shown in figs. 12 and 13 the stability threshold occurs at Kp ~ 

0.75 when Xw = 2.5 and Kp = 0.8 when Xw = 4.0, 8.7 and 12.0.

The saturated island width does not continue to increase with Lp because eventually 

the compression of the field lines reaches a limit that prevents any further lateral extension 

of the island. This limit will, of course, depend on the wall separation but it will still occur 

even when the walls are infinitely far apart. The value of Lp at which this limit is just 

reached defines, in effect, a preferred island length, Lpref, since, having reached the 

maximum island width, further increases in Lp would tend to induce the reconnected field 

loops to exceed their preferred aspect ratio. In practice, as Lp is increased, the inner 

reconnected field loops maintain a constant aspect ratio while those closer to the separatrix 

are forced to stretch out to form thin neck regions near the x-points with the length of 

these thin neck regions increasing with Lp, see fig. 11 (a). A similar sort of behaviour is 

shown by the corresponding contour plots of the current density in fig. 11(b). Like the
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Fig. 13(a) Saturated Reconnected Flux vs. Lp
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inner reconnected field loops the contours which form the o-point current peak maintain a 

constant aspect ratio independent of Lp. The size of the o-point current peak consequently 

increases with Lp up to Lpref and then stays reasonably constant thereafter. The x-point 

current peaks, on the other hand, stretch out to form current sheets to fill the remaining 

space, especially for Lp> Lpref where, like the thin neck regions of the \\f contours, they 

increase in length with Lp .

The plots in figs. 12 and 13 show that Lpref corresponds to a peak value of both the 

reconnected flux, A1?, and the island width, W, to provide an alternative more precise 

definition of the preferred island length. The fall in these quantities for Lp > Lp,.ef could be 

due to the extra compressional force created by the stretching of the reconnected field 

loops close to the separatrix. Most of the other graphs in figs. 12 and 13 correspond to 

simulations made with larger wall separations. When the walls are close together ( e.g. 

when Xw = 2.5 ) the spatial restriction opposes the distortion of the field lines and 

consequently provides an extra stabilizing effect on the tearing mode. When the wall 

separation is increased, as shown for the cases with Xw = 4.0, 8.7 and 12.0, the effect is 

to reduce the compression on the reconnected field loops allowing them to expand out to a 

greater width. This occurs without any significant change in their length so that although 

their preferred aspect ratio is reduced, the value of Lp^f remains practically unchanged. 

This is evident from the fact that the peaks in A'F and W occur at the same value of Lp for 

each value of Xw .The plots in fig. 14 of A'F, W and several other quantities at saturation 

versus Xw show that the effect of the walls is significant out to Xw = 9.0. Beyond this 

value the saturation is produced solely by the natural tension in the field lines which is 

also evident from figs. 12 and 13 from the fact that the variations of the A'F and W with 

Lp are almost identical for the cases with Xw = 8.7 and Xw =12.0 .

The effect of including finite viscosity in the calculation is to damp down the fluid 

motion and reduce the high order mode activity during the evolution, making the 

simulations more efficient, see fig. 6. However because of the vortical fluid motion that
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persists after saturation it also affects the properties of the final magnetic island 

equilibrium. The direct affect of the finite viscosity is to reduce the magnitude and 

gradient of the fluid velocity in the saturated island and, through the coupling of the field 

to the fluid, it also indirectly alters the field quantities as well. For instance figs. 12 and 13 

show from the variation of A1?  and W with Lp for v =1/100 and v = 1/600, that the 

viscosity reduces the reconnected flux and island width at saturation but does so without 

changing the value of Lp at which they peak. Therefore, although the size of the island is 

changed, Lpref is still preserved at least for v < 0.01. It will be shown later that other 

critical quantities also remain invariant to changes in the viscosity.

In contrast, a definite shift of the peak, and hence Lpref, towards larger Lp does 

occur when the the Lundquist number, S, is increased, see figs. 15 and 16, and seems to 

correspond to an overall increase in physical size of the saturated island. Fig. 17(a) shows 

this shift in Lpref with S ( and hence rj-1 ) to be roughly linear in the range : 100 < S < 

2500. This variation with r\ shows that the reconnection region, where the effect of 

resistivity is dominant, still influences the properties of the magnetic islands after 

saturation, most likely through the mechanism of continued reconnection that persists to 

balance the diffusive decay.
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Fig. 16(a) Max. Saturated Island Width vs Lp
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1-3.3 Secondary Island Generation

As the periodicity length is increased beyond L f a value, Lcrit, is reached above 

which the plasma no longer saturates in the simple tearing mode island state with its 

wavelength equal to the periodicity length but instead undergoes a change in topology to a 

state with smaller islands.

To see this consider fig. 18(a) showing the variation in the reconnected flux for pan 

of the time evolution of a run made with periodicity length just greater than =

0.263 ). The first pan of the run is just the same as for Lp < with the tearing mode 

almost saturating into a single island state, i.e. with one island per periodicity length. But 

instead of reaching steady state the reconnected flux suddenly increases again and begins 

to settle at a higher level. From frames 1, 2 and 3 in fig.20(a) of time lapsed contour 

plots of \\f, during the same phase for the case with Kp = 0.23, it can be seen that this 

corresponds to the emergence of a secondary island between each primary island just like 

in Steinolfson and Van Hoven’s simulations ^  although here frames 4, 5 and 6 show 

that the secondary islands continue to grow and equalize with the primary ones. The 

spatial behaviour of this transformation is neatly summarized in fig. 18(c) which shows 

the splitting of the x-point into two new x-points and an o-point. The evolution of the first 

four Fourier modes on the neutral line in fig. 18(d) shows that this corresponds to a 

complete transfer of amplitude from the odd to the even modes, especially from \}q to \j/2, 

while the almost doubling of the reconnected flux is consistant with doubling of the 

number of islands per periodicity length.

A more detailed study of the process in isolation was made for the case occurring 

during the evolution of a run made with Kp = 0.23, shown in figs. 19,20 and 21 for 

which the behaviour of the magnetic flux function contours has already been discussed. 

The evolution of the current distribution provides the best insight into the origin of the 

transformation, which is most clearly illustrated in the 3-D perspective plots of fig.21.
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These show the current distribution at regular time intervals before and during the 

formation of a secondary island in reference to the variation in the reconnected flux. The 

first two frames show the relaxation towards the 'preferred' configuration with the 

contraction of the o-point current peaks and the consequent lengthening of the x-point 

current sheets that occurs because the wavelength of the island, X  = Lp, is greater than 

Lpref. If X  <  Lcrit the relaxation would eventually stop when the 'preferred' size was 

reached leaving a final equilibrium state with finite length x-point current sheets like those 

in fig.8(b). However because, in this case, X  >  , the current sheets get so long they

become unstable to a secondary resistive tearing mode. This is made most evident by 

comparing the break up of the x-point current sheet shown in the remaining frames of 

fig.21 with the similar behaviour produced by the tearing mode on the original current 

sheet in fig.9.

The onset of the secondary tearing instability is clearly marked by a sharp upturn in 

the growth rate, see fig. 19(b), and also by the instant at which the x-points first split in 

two and separate to form the x-points of the new island, see fig. 19(d). From these plots it 

is even possible to distinguish the usual stages of development of the tearing mode 

although the linear stage is more clearly shown in fig. 18 for the case with Kp=0.263. This 

is because it is much closer to Kcrit than the case with Kp = 0.23 so that the primary 

tearing mode almost completely saturates before the x-point current sheets get long 

enough to go unstable. Consequently the variation in the diagnostic quantities in fig. 18 is 

then almost totally derived from the activity of the secondary tearing mode. This makes 

the linear stage more easily discernible as the short period after the splitting of the x- 

points when the mode amplitudes remain constant and the secondary island width is still 

negligible. The longer wavelength of the primary island for the Kp = 0.23 case means that 

the x-point current sheets go unstable well before the primary island gets close to its 

'preferred' configuration. As a result the linear stage of the secondary tearing mode is
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partially obscured by the continued variation in the mode amplitudes associated with the 

incomplete saturation of the primary tearing mode.

The linear stage merges into the weakly nonlinear stage as \j/2 (the double island

mode) takes over from \|/x (the single island mode) as the dominant Fourier mode. It is at

this stage that a narrow island emerges and by the time the growth rate has reached a 

maximum the x-points of the new island have also reached their maximum separation. 

According to figs.20(a) and (b) the emergence of the secondary island appears to precede 

the emergence of the secondary flow vortices but the simulations made by Steinolfson and 

Van Hoven ^  indicate that the secondary flow vortices exist much earlier although too 

small to be seen other than on a log scale.

The point at which the exponential growth rate of the reconnected flux begins to fall 

signifies the transition to the algebraic growth of the nonlinear stage when most of the 

reconnection occurs. During this stage the secondary island width approaches that of the 

primary islands; the usual broad current peak forms over the new o-point and the set of 

secondary flow vortices clustered around the new o-point expand out to equalize with the 

contracting vortices of the primary islands. The result is a new island chain with half the 

wavelength of the original and with much shorter X-point current sheets, fig.20(c). This 

does not, however, represent the final equilibrium state of the system. Further 

transformations are to follow but these are best discussed in later sections.

So far it has been implicitly assumed that the length or aspect ratio of the current 

sheet is the critical factor in determining its stability to the tearing mode. The assumption 

seems reasonable given that the original current sheet, which can be considered as a finite 

aspect ratio current sheet minus end effects, is stable to the tearing mode when Lp < 

271/0.8 . The periodicity length Lp is normalized with a length comparable with the half 

width of the original current sheet so the critical aspect ratio could be roughly given by : 

ACrit = Lp(threshold)/2. = tt/0.8 = 4.0. By this criterion, therefore, the x-point current 

sheet could be expected to become unstable to the tearing mode roughly when its aspect
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ratio exceeded 4. To test this we need to obtain the aspect ratio of the x-point current sheet 

just before it goes unstable. Frame 1 of fig.20(c) shows a contour plot of Jz at a point in 

time close enough to the onset of the secondary tearing mode to obtain an estimate of 

from the contours that form the current sheet. Because the current sheet is tapered it is not 

immediately obvious which contour should be used but this turns out not to be so serious 

as the aspect ratio does not change much from contour to contour. The contour marked K 

near the base of the current sheet has a length, 2A = 13.24 and a width, 28 = 0.62, to 

give an aspect ratio, Acrit = 21. which is much larger than the value for A ^ t  calculated 

from the original current sheet. In other words the x-point current sheets are stable up to a 

larger aspect ratio than the original current sheet.

There is, however, a significant difference between these two types of current 

sheets which explains why. Along the x-point current sheet there is a stabilizing sheared 

flow, see fig.20(b), which is associated with the fluid dynamics of the primary island 

while the plasma in the original current sheet is completely stationary.

The stability of finite aspect ratio current sheets with sheared flow has previously 

been investigated by Biskamp i30’6°i for the case of a different kind of secondary island 

formation in the neutral layer between two coalescing islands and in a study of forced 

reconnection via current sheets. In these he takes into account the stabilizing affect of this 

sheared flow to develop an approximate stability criterion for the current sheet in terms of 

its aspect ratio, A = A / 5. The stability criterion is obtained from the condition that during 

a growth time y'1 ( y is the linear growth rate of the tearing mode) the distortion caused by 

the flow over a wavelength X = 2n/k should exceed a characteristic fraction, k*1 , of the 

wavelength. More simply this is k Av > y where Av = v(y + X) - v(y) is the change in 

velocity over the wavelength. Since the flow speed increases along the edge of the sheet 

roughly linearly from zero near the x-point to the local Alfven velocity VA(loc) at the end of 

the sheet then v = VA(loc) y / A and so the stabilty condition becomes 27tVA(loc)/A > ym 

where ym is the maximum linear tearing mode growth rate in the static current sheet. This

70



is taken to be ym ~ 0.6[ VA(loC)/(S 53)]1/2 in the limit that S VA(loc) 5 »  1, see ref. [5], 

hence the condition for stability is approximately : A < 4.8 ( MSP(loc) )*2/3 where MSP(loc)

= (VA(]oc) S A ) '1/2 = 1 / Sloc1/2 is the local Sweet-Parker Reconnection rate ^  and Sjoc 

is the local value of the Lundquist number, for which the difusion length is taken to be 

half the length of the current sheet. For the purposes of measurement this is taken to be 

the distance between the x-point and the point where the velocity along the sheet is 

maximal and corresponds well with the length of contour K which gave 2A = 13.2, 25 = 

0.62 and ~ 21. With the normalizing factors used here the local Alfven velocity at the 

side edge of the current sheet is given by VA(loc) = I Bloc I = 0.2 so that Sloc ~ 264. , 

MSP(ioc) ~ 0.062 and hence the condition for stability of the current sheet becomes A < 

31. Given the courseness of the approximation this is remarkably close the measured 

value of Acrit = 21. There are certain aspects of the approximation which could perhaps be 

improved upon but not enough to make the condition significantly more accurate. For our 

purposes it is sufficient that it provides a reasonable explanation of why the x-point 

current sheets are stable for a greater aspect ratio than the flowless original current sheet

There is, however, the question of applicability, since the stability condition does 

not take into account the effects of viscosity and finite wall separation which are 

significant here. These tends to reduce the flow velocity and gradient in the current sheet 

so that, with y = 0.01 and Xw = 2.5, the plasma flow along the side edge of the current 

sheet is accelerated only up to about a tenth of the local Alfven velocity, an order of 

magnitude less than that assumed in the stability condition.

Inspite of this, the critical periodicity length, , above which secondary island 

generation occurs, was found to be independent of the viscosity and the wall separation, 

at least for the values tested. This can be seen in fig. 13 showing the reconnected flux at 

saturation versus Lp for Xw = 2.5, 4.0, 8.7 and 12.0 and for y = 0.01, 0.00167 and 

similarly for the saturated island width, fig. 12. For Lp > Lcrit the values o f the 

reconnected flux and magnetic island width shown in some of these plots do not actually
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correspond to the double island states discussed in this section since, as has already been 

pointed out, these are a transient phase in the evolution. Nevertheless they do eventually 

reach a final equilibrium, to be discussed later, for which Lp = is marked by a kink in 

the variation at saturation of AT* and W as shown.

To investigate this further, measurements were taken of the dimensions of the x- 

point current sheet from contour plots of the current density at saturation for simulations 

made with Lp < Lcrit. In Table 1 are the results of these measurements for several values 

of v and Xw with Kp = 0.35 and S = 200.

Table 1.

V Xw 5 A A

0.02 2.5 0.62 6.75 10.88

0.005 2.5 0.47 4.61 9.81

0.00167 2.5 0.38 3.70 9.74

0.00067 2.5 0.36 3.53 9.81

0.005 2.5 0.47 4.61 9.81

0.005 4.0 0.58 5.59 9.64

0.005 8.7 0.73 7.05 9.66

These show that increasing the viscosity widens the current sheet but also lengthens it so 

that its aspect ratio remains reasonably constant. Similarly bringing the walls in closer 

together reduces the width of the current sheet but also reduces its length so that again the 

aspect ratio remains unchanged. The implication is therefore that Acrit will also be 

invariant and, on the assumption that the aspect ratio is the critical factor in determining
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the stability of the current sheet, this would explain why Lcrit is independent of the value 

of v and Xw. The fact that Lpref and are indepent of v and Xw is important also 

because it means that by operating with a finite wall separation and significant viscosity 

we have been able to minimize the run time without altering the essential features of the 

tearing mode equilibrium.

From the plots of Wsat"and versus Lp for different values of the Lundquist 

number, S, in figs. 15 and 16 it can be seen that, like Lpj.ef, Lcrit also increases with S. 

The variation, shown in fig. 17(a), appears to be almost linear for S < 2000 although it 

shows signs of rounding off at large S, which it must, otherwise at much higher values of 

S ( S = 104, 106 ) it would be much larger than the value of Lp at which Steinolfson and 

Van Hoven ^  observed the emergence of secondary islands. The range of values of L ^  

measured here is too small to determine the global variation of with S, however, in 

fig. 17(b) the data is replotted on a log-log plot including values of Lp and S 

corresponding to three of the simulations made by Steinolfson and Van Hoven at high S, 

for which two underwent secondary island generation. Although the extra data does not 

necessarily correspond to values of Lp close to Lcrit they do show that a variation of the 

form LCTit S 0,2 is reasonably consistant with both sets of data.

Increasing S seems to increase the overall size of the saturated island so that the 

'preferred' island length is achieved at a larger value of Lp and appears to be why Lpref 

increases with S. It also means the O-point current peaks are broader, leaving less room 

for the x-point current sheets which are consequently shorter at higher S, as shown in 

figs.22(a). As a result a larger value of Lp is required for the x-point current sheet to reach 

the critical aspect ratio for tearing mode stability. Figs.22(a),(b) and (c) also show that 5, 

A and A have a simple inverse power dependence on S of the form : 5 «= S ' 0-25 ,

A -  S ■ 034 and A -  s ‘ °'095.

Another way of looking at this is to note that because rj S *1 the width of the 

reconnection layer in which resistivity is important decreases with S like S '0'4 , see ref.
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[6]. The width of the x-point current sheet which is related to the reconnection layer 

therefore also decreases with S albeit at a slower rate. The narrower reconnection layer 

also reduces the rate of reconnection (which persists at saturation to balance difusion 

losses) so that the flow velocity reached at the end of the current sheet decreases with S 

like S ' °'73, as shown in fig.23, and perhaps causes the reduction in the length of the 

current sheet in the manner shown.This is in contrast with the changes in the flow velocity 

that occur when v or Xw are changed which alter the length and width of the current 

sheet without changing A and hence Acrit. The situation is still unclear and is an area 

marked for further investigation.

Measurements of the current sheet dimensions were also made as a function of the 

periodicity length right up to Lp = Lcrit for several values of S as shown in figs.24(a),(b) 

and (c). These verify the observations made in the previous section that the length of the x- 

point current sheet does not change much for Lp < Lpref but starts increasing uniformly 

with Lp when Lp > Lpref. In contrast the width of the current sheet rounds off to a 

maximum value so that the aspect ratio also increases uniformly with Lp. The increase in 

the width and the small increase in the length with Lp that do occur for Lp < L p ^  can be 

attributed to the general increase in size of the magnetic island that occurs in this range of 

Lp. These plots verify that at a higher value of S a larger value of Lp is required to obtain 

the same length current sheet as for a smaller value of S. They indicate, however, that this 

is not the only reason for LCTit increasing with S since they show ACTit also increasing with 

S. The increase of A ^  with S is not totally unexpected since it is predicted by Biskamp's 

approximate stability condition and hence is most likely due to the change in fluid flow 

along the current sheet that occurs when S is varied, as indicated in fig.23.
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1-3.4 Coalescence

In this section we shall consider the very different topological process known as 

coalescence which involves the merging of adjacent magnetic islands to form larger 

islands. As mentioned earlier, many studies have been made which simulate the 

coalescence instability but only successfully using the exact island equilibrium of Fadeev, 

Kvartshava and Komorov ^  given by :

\j/ = In ( cosh (kpx) + s cos ( k ^ ) ) (133)

When e = 0 and Kp = 1, it reduces to the well known By = tanh(x) equilibrium used here 

as the initial state because of its well known instability to the tearing mode. Without loss 

of generalization we can set kp = 1 in equation (133) so that the asymptotic behaviour of 

Jz as I x I —> oo is the same in both cases. For the case of infinite wall separation there is 

an analytical linear tearing mode solution corresponding to the initial equilibrium of the 

form:

YX(x) = e + p £ 1 ± tanh(x)/kp j (134)

valid for the region external to the tearing layer, which has a discontinuous derivative at 

x = 0. and hence a delta prime of the form:

V,(o+) -  V1(o~)
A = —1----------1------=2

Vj(0)

Evaluation of this by matching with an approximate solution for the inner tearing layer 

region gives the dependence of the linear growth rate in terms of A as :

Y oc ( A )4/5 (136)

which indicates that the tanh(x) equilibrium is linearly stable to the tearing mode for 

kp> 1.0 . Furthermore our simulations show that the stability threshold actually occurs 

at a longer periodicity length, around kp * 0.8, see fig. 12 or 13, so the exact island

- k , (135)
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equilibrium which has kp fixed at kp = 1.0 is clearly not accessible via a tearing mode 

since for this value of kp the initial equilibrium is stable or at best neutrally stable to the 

tearing mode. The inaccessibility of the exact island equilibrium via a tearing mode means 

it is a less physical solution and so is of diminished significance to real plasma discharges. 

For instance, the traditional explanation for the onset of coalescence has been solely in 

terms of the attraction between parallel current channels that pass through the o-points of 

adjacent islands. This is fine for explaining coalescence in the exact island equilibrium 

since it has a simple current distribution given by

Jz = ( l - e 2 )e '2¥ (137)

which forms a simple peak in the current over each o-point. This is evident from the fact 

that since Jz = Jz(\|/) it must have the same topology as \]/, which is only peaked over the o- 

points. But as was pointed out in the section 1-3.1, see fig.9, the simulated tearing mode 

magnetic islands also have current peaks over the x-points which stretch into current 

sheets when X  > Lpref. In fact, in section 1-3.3 we found that when X  >  Lcrit, far from 

coalescing to form larger islands, the island chain transformed via the breakup of the x- 

point current sheets to one with smaller islands. Therefore the idea that magnetic islands 

always tend to coalesce is clearly shown to be false, at least for finite S.

The existence of the 'preferred' island length discussed in section 1-3.2 seems to 

play a major role in determining the evolution of the tearing mode. When the island 

wavelength, X ,  is less than Lpref there is still a tendency for a larger island to form and so 

coalescence would be expected to occur. By the same token when X  >  Lpref the tendency 

to coalesce could be diminished by the fact that the island is already longer than the 

'preferred' island length.

Relating these considerations back to the current distribution it could be concluded 

that coalescence is certain to occur when the x-point current peaks are small (or non­

existent as in the case of the exact island equilibrium); less likely when they lengthen into 

current sheets and absent when the sheets are long enough to be tearing mode unstable.
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Note that the periodicity length must be at least double the island length to allow room for 

the coalescence to proceed.

Another consideration is at what stage during the growth of an island chain will the 

islands tend to coalesce. Fig.9 shows that although the x-point current peaks form almost 

immediately, the o-point current peaks do not form until much later and only reach full 

size as they approach saturation. Given the absence of a distinct current channel through 

the o-points of the islands during the early stage it is, perhaps, understandable that the 

short simmulations of Hayashi (t = 160 ta ) failed to produce spontaneous 

coalescence. Had he run his simulation considerably longer to allow the o-point current 

peaks to form he would indeed have observed spontaneous coalescence like that shown in 

the contour plots of figs.26, 27 and 28, for the case with an initial island length of 

X  = 27t/0.43 and periodicity length of Lp = 27t/0.23.

Coalescence of tearing mode magnetic islands is observed to occur in three distinct 

stages which appear to correspond to the three stages distinguished by Bhattachaijee, 

Brunei and Tajima ^  for coalescence of magnetic islands in the exact island equilibrium. 

It will be shown here, by relating the spatial behaviour of y , (j) and Jz in figs.26 to 29 to 

the time dependence of A1?, v, W, |ym(x=0) I and the x and o-point positions in fig.25, 

that the 3 stages can be characterized as : (I) a preparation phase, (II) a reconnection phase 

and (1H) a relaxation phase.

Phase (D Preparation :

Initially the merging of the magnetic islands is very slow as the sections of plasma 

within each island gradually gain momentum towards each other. In effect, the merging, 

which will involve considerable reconnection of the field lines, is delayed until the flow 

pattern is made more appropriate for the process. According to fig.26 showing contour 

plots of y , <|> and Jz this means the shrinking and eventual removal of the vortical flow 

structure associated with the old x-points to allow the vortices of the permanent x-points 

to stretch out and fill the space. The resulting flow pattem between the merging islands
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then has plasma entering along the y-axis and exiting parallel to the x-axis , the opposite to 

that of the original x-point so that the reconnection during coalescence occurs in the same 

manner as for the initial tearing mode but orientated at right angles to it. The new flow 

pattern is also consistent with the new o-point that will exist there afterwards. The first 3 

frames of fig.29 show, in 3-D perspective, that as the x-point changes its identity it also 

loses its current spike. In general the time dependent diagnostic parameters in fig.25 show 

little or no change during phase(I) except for the growth of the odd Fourier modes but the 

changes that have occurred, especially in the fluid motion, have prepared the way for the 

considerable reconnection that defines the next stage of the coalescence process.

Phase II Reconnection :

With the appropriate flow structure now set up the two islands begin to approach 

each other at a faster rate, see fig.25(d) and 27(a), with a consequent steepening of the 

current and flow gradients and an increased compression of the field lines, see fig.27(b) 

and (c), so that a localized neutral layer is generated between them. From frames 4,5 and 

6 of fig.29 it can be seen that this corresponds to the formation of a sharp current trough 

or reverse current sheet where once there was a peak and roughly defines the extent of the 

diffusion region within which the field lines of the two islands will reconnect to form a 

single island topology. Phase II is classified as the reconnection stage of the coalescence 

process because according to fig.25(a) and (b) it defines the stage during which the most 

flux is reconnected and at the fastest rate. Besides the sharp drop in the reconnected flux 

there is a small increase in the island width, see fig.25(e), as the pair of islands merge to 

form a single larger one. Fig.25(c) shows that the start of phase II occurs when the rising 

single island mode, xjq ,begins to dominate over the falling double island Fourier mode, 

\j/2. The end of phase II occurs when the flux destruction ends and is marked more

precisely by the point at which the o-points come together as shown in fig.25(d).

Phase III Relaxation :

After the majority of the reconnection is complete a relaxation phase follows during 

which the new composite island relaxes to a more preferable shape while removing
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remnants of the reconnection process, see fig.28. The current trough is filled in to form 

the usual o-point current peak, see frames 7 to 12 of fig.29, and the velocity gradient 

around this new o-point is reduced, see fig.28(b). The wavelength of the new island that 

emerges from the reconnection phase is now longer than the preferred island length with 

X = Lp = 27t/0.23 > Lpref» 0.35 . As a consequence the central island region shrinks 

creating a steady decay of the reconnected flux during phase III although initially there is a 

rise as shown in fig.25(a) due to the increase in flux associated with the filling in of the 

current trough.

Biskamp and Welter 2̂4\  in an earlier study of coalescence (using the exact island 

equilibrium), distinguish only two stages, the first of which corresponds to the 

Preparation phase described here plus the early part of Phase II describing the flux build 

up, which they, perhaps more appropriately describe as the 'MHD phase' since it 

represents that part of the process that occurs without any dissipation and hence resembles 

the evolution of the ideal MHD coalescence instability found by Finn and Kaw 2̂T[ and 

simulated by Pritchett and Wu 2̂3\  They make no distinction between the Reconnection 

and the Relaxation phases but instead describe this part of the process simply as the 

Reconnection phase.

At no stage was there any evidence of secondary island formation in the neutral 

layer between the coalescing islands like those found by Biskamp According to 

Bhattachaijee, Brunei and Tajima ^  these secondary islands are always removed from 

the neutral layer by the flow and suggest that the results of Biskamp are a consequence of 

non-general symmetry constraints on the flow field employed to achieve higher numerical 

resolution.
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1-3.5 Long Time Behaviour with Symmetry Breaking and Period
Doubling Bifurcations

By this stage it should now be clear, especially from the forked behaviour of the x 

and o-point positions versus time, that coalescence and secondary island generation are 

essentially opposite topological transformations. Fig.25(d) shows that during coalescence 

two adjacent o-points merge together eliminating an x-point to remove an island while 

figs. 18(c) and 19(d) show that during secondary island generation an x-point splits in two 

producing a new o-point between them to create a new island. In a sense secondary island 

generation and coalescence could be considered as creation and annihilation operations on 

the island chain.

It should also be apparent from the examples given in the previous two sections, 

fig.20 and figs.26 and 28, that the final state created after secondary island generation is 

similar to the state existing just before coalescence, and vice versa. In fact the two 

examples actually come from the same run with Lp = 2tu/0.23. To see how this can occur 

we will now consider the full evolution of a similar run made with Kp = 0.25. This is 

shown in fig.30. By following the evolution of these diagnostic quantities, especially the 

reconnected flux and the positions of the x and o-points, it is possible to resolve the 

sequence of events by comparing them section by section with the plots of figs.25 and 19 

corresponding to the instances of coalescence and secondary island generation.

The tearing mode is triggered with a wavelength X = Lp = 2k/0.25 and grows to 

form a chain of magnetic islands with that wavelength. However because Lp > Lcrit the 

inner reconnected field loops contract to their 'preferred' aspect ratio, as do the o-point 

current peaks, causing the x-point current sheets to lengthen, so that they eventually 

become unstable to a secondary tearing mode. This results in the generation of secondary 

magnetic islands which equalize with the primary islands to form a new chain with half 

the original wavelength. The o-point current peaks, which have only been slightly 

decreased in size, take up a bigger fraction of the island length, leaving less room for the x-
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point current sheets, which are consequently now short enough to be stable to further 

tearing modes. According to fig.30(a) the plasma appears to settle in this double island 

state, which is the same stage reached in the example shown in fig. 18(a) of section 1-3.3. 

However now that the wavelength, X = Lp < Lprefi the o-points are close enough for the 

attraction of the parallel current channels to induce the islands to coalesce back to the 

single island state, i.e. back to a state with one island per periodicity length. This is 

marked by the sharp drop in reconnected flux that corresponds to the second phase of the 

coalescence process. Following this, the central island regions contract and the x-point 

current sheets lengthen, bringing the plasma back to the initial island state in which the 

x-point current sheets again become unstable to the secondary tearing mode so that the 

cycle can begin over again. However during the next secondary island generation the two 

processes begin to overlap, that is, the primary islands start coalescing with the secondary 

islands before the secondary islands have fully grown. The overlap increases with time so 

that the coalescence and regeneration reduce to a series of asymmetric peristaltic-like 

squashing and stretching motions in which a bulge forms to one side of the primary 

island, and in the process of being drawn back into the main body of the island induces a 

small shift in the island position, see fig.31. This is seen as a damped oscilation in all the 

diagnostic quantities of fig.30. As the competing mechanisms become more closely 

synchronised, the motion is damped down to a rigid drift of a chain of asymmetric islands 

with one island per periodicity length as shown in fig.32(b). It seems that the final state is 

reached when a perfect balance is achieved between the tendency to generate secondary 

magnetic islands and the tendency for them to coalesce.

In terms of the saturated behaviour as a function of Lp the asymmetric nature of the 

islands means that the critical point at Lp = Lcrit is a parity breaking bifurcation. It 

represents the second such symmetry breaking transition as the first would be the onset of 

the tearing mode itself which breaks the translational symmetry, see fig.33(b).

Since the total momentum is conserved, the drift is actually a travelling wave motion 

of the magnetic island and its vortical flow structure through the stationary plasma. The
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phase velocity of the travelling wave is given by the gradient of the x and o-point 

positions versus time, see fig.30(e), and shows it to be less than the resistive diffusion 

velocity, making it consistent with the degree of decoupling of the field from the fluid 

allowed by the finite resistivity. Again looking at fig.30(e) the motion can be seen to 

originate from the smoothing out of the 1/4 wavelength phase shift that is produced after 

the island chain has undergone both secondary island generation and coalescence.

This type of evolution also occurred in essentially the same manner for simulations 

made with Kp = 0.26, 0.25, 0.23, 0.19, 0.15, 0.14 and 0.13. In each case the final 

saturated state was a chain of drifting asymmetric islands as shown in fig.32(b),(c),(d) 

and (e). These contour plots of y  have been cut and pasted in order to show a full island 

length which, because of the drift,is usually out of phase with the simulation region. 

They have also been orientated with their long neck sections pointing in the same direction 

so that the drift in all cases depicted is from left to right.

The direction of the travelling wave, positive or negative, depends on which side 

the primary island moves in when it first coalesces with a secondary island, and, since 

there does not appear to be any reason for a preferred direction to exist, the choice should 

be random, perhaps depending on the rounding error in the calculation. This seems to be 

backed up by the fact that three of the cases (Kp = 0.26, 0.25 and 0.14) had phase 

velocities in the opposite direction to the others. This means that the parity breaking 

transition at Lp = Lcrit also represents a bifurcation of the phase velocity and from 

fig.33(a) it appears to be a typical parabolic bifurcation. The plot shows the zero phase 

velocity symmetric island solution becoming unstable for Lp > LCTit and being replaced by 

two finite phase velocity solutions corresponding to the right and left going asymmetric 

island states.

The onset of the first secondary island generation occurs earlier in the evolution the 

longer is the periodicity length. For the case with Lp very close to Lcril, i.e. Kp = 0.263 

shown in fig. 18(a), the initial tearing mode has almost saturated before the x-point current
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sheets have got long enough to go unstable to the secondary tearing mode. With Lp 

increased to Lp = 27t/0.25, see fig.30(a), the x-point current sheets reach the critical length 

soon after the overshoot of the saturating primary tearing mode while for Lp increased to 

Lp = 27t/0.14 the periodicity length is so much greater than the 'preferred' island length 

that the current sheets become unstable before the primary tearing mode has finished 

growing. The time between the first regeneration and coalescence also decreases with Lp 

so that although they are well separated for Kp = 0.25 they overlap straight away for 

K p = 0.14 .

From fig.32, showing the flux contours of several saturated states for increasing 

values of Lp, it can be seen that the size and aspect ratio of the inner reconnected field 

loops are still reasonably well preserved despite the increased length of the islands and the 

growing asymmetry. From the corresponding contour plots of the current density in 

fig.34 it can be seen that the asymmetry is mostly in the x-point current sheets (see also 

the 3-D perspective plots in fig.35) which increase in length with Lp while the o-point 

current peaks remain much the same size. The asymmetry of the x-point current sheets 

must be the feature which provides stabilization against secondary island generation since 

symmetric current sheets of these lengths have proven to be unstable. Since they represent 

stable equilibria the asymmetry must somehow also stabilize the tendency to coalesce.

Consider now the unstable zero phase solutions for Lp > LCTit. If a parity symmetry 

constraint (i.e. \|/(x,y) = \|/(x,-y), ({>(x,y) = -<t>(x,-y) ) is enforced in the simulation by 

only exciting the cos components of (J) in the initial perturbation, then the symmetry 

breaking bifurcation is prevented from occurring. The secondary island still forms, but, 

because it produces a quarter wavelength shift of the x-points, the islands are prevented 

from coalescing since this would require coupling to the cos modes of \j/. As a result the 

plasma is forced to saturate into a symmetric double island state (i.e. with two islands per 

periodicty length). Of course, as soon as the symmetry constraint is relaxed the islands are 

able to coalesce and so forth until the asymmetric travelling island solution is attained.

83



kp=0.267

kp=0.25

kp=0.23

kp=0.19

kp=0.14

kp=0.12

kp=0.1

Fig.34



However it is instructive to consider further these symmetric solutions as will become 

apparent from the set of simulations, made in this way, with kp = 0.23, 0.19, 0.15, 0.14, 

0.125, 0.12 and 0.1.

The first three of these developed into double island states with equal sized islands 

at saturation, identical to each other as well as identical to islands produced in simulationss 

with half the periodicity length so that the effective periodicity length was reduced to Lp/2. 

Thus with the symmetry constraint imposed the symmetry breaking bifurcation at 

Lp = Lcrit reduces to a period halving transition. The amplitudes of the odd Fourier 

modes in this case are all vanishingly small, as shown in fig. 18(d). The cases with 

Lp > 27t/0.15, on the other hand, developed into modulated double island states with one 

long island and one short island per periodicity length as shown in fig.32 for the cases 

with kp = 0.12 and 0.1. Note that, because of the symmetry constraint, they actually form 

with a long/short island in the middle of the simulation region and half a short/long island 

on either side, whereas the plots in fig.32 have been cut and pasted to show the complete 

island lengths. With these cases the odd Fourier modes have finite amplitude, especially 

y lf which is the mode that produces the modulation of the islands. The disparity in the 

island size increases with periodicity length along with the amplitude of the \\fi mode as 

shown in figs.36 and 37 by the series of crosses. By ruling a line through these points 

and extrapolating back to the axis to where xjq vanishes, we can determine the value of Lp 

corresponding to the onset of this change in island configuration to be Lp * 41.8 , i.e. kp 

= 0.15. The transition to the modulated island state above this value of Lp destroys the 

sub-periodicity length of Lp/2 and therefore represents what is known as a period 

doubling bifurcation. We shall denote it by LPD. In other words, when Lp > LPD the 

identical double island solution becomes unstable and the system ( which still has the 

symmetry contraint imposed) bifurcates to either a modulated island state with the short 

island in the middle or one with the long island in the middle as shown in fig.33(b). The 

difference in the two states is just a half wavelength phase shift of the island chain.
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Looking now at fig.34 showing the corresponding contour plots of the z-current 

density we see that the x-point current sheets of the modulated island states are 

asymmetric just like those for the asymmetric travelling island solutions with half the 

periodicity length, although in this case they are arranged symmetrically about each 

o-point. The similarity of the x-point current sheets in these two types of solution is more 

clearly shown in the 3-D perspective plots of Jz in fig.35.

Having identified the period doubling bifurcation for the symmetric solution branch 

it is now worth considering the stability of these new modulated island states with the 

parity symmetry constraint removed. This is easily done by restarting the simulation with 

a small symmetry breaking perturbation of the cos component of (Jq. When this was done 

for the cases with Lp < LPD the perturbation immediately developed an exponential growth 

rate eventually leading to the usual sequence of coalescence and secondary island 

generation back to the asymmetric single island travelling island solution. For the 

modulated island states with kp = 0.15, 0.14 and 0.125, i.e. with Lp just greater than 

Lpd, the perturbation amplitude was much more docile and tended to oscilate although 

with an ever increasing amplitude indicating that these solutions are also unstable, but 

more weakly. However, for the last two modulated island states with kp = 0.12 and 0.1 

the perturbation exponentially decayed away showing that they are, in fact, stable 

solutions even with the symmetry constraint removed.

Thus we now have another critical transition point at Lp = Lcrit(2), located between 

Lp = 27C/0.12 and 2tt/0.125, which appears to correspond to the interchange of stability 

from the asymmetric travelling island state to the symmetric modulated double island state, 

as indicated in fig,33(a). The stability of these solutions again seems to be related to 

asymmetric property of the x-point current sheets. As Lp is increased above LPD, the x- 

point current sheets become more asymmetric until finally at Lp = L ^ ^ )  the asymmetry is 

sufficiently developed to stabilize the tendency of the islands to coalesce and regenerate so
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that, with or without the symmetry constraint in place, the modulated double island state 

becomes the stable solution.

The double island state was attained with only one secondary island generation, and 

not the repetitive action of coalescence and regeneration,so the islands do not develop any 

drift. That is, their phase velocity is zero. It would seem therefore that the parabolic 

variation in the phase velocity of the asymmetric travelling island solution, shown in 

fig.33(a), discontinuously terminates at this second transition point although it is possible 

that this may just be a consequence of the initial conditions used - the plasma may have 

been started in the basin of attraction of the zero phase velocity state.

To see this more clearly, consider the following analogy of a potential surface with 

a saddle point, corresponding to the unstable symmetric solution, and two wells on either 

side, the bottom points of which correspond to the two stable asymmetric travelling island 

states. This effectively describes the situation for Lp < Lcrit(2). The saddle point defines a 

stable solution only when the system is contrained to the ridge passing through the saddle 

point in analogy to the way that the symmetric island solution is stable only when the 

symmetry constraint is enforced. Once this constraint is relaxed the trajectory would fall 

away from the saddle into one of the wells corresponding to the transition to the 

asymmetric travelling island state.

As Lp is increased towards Lcril(2) one can imagine the potential surface changing so 

that the saddle point gets lower and lower until for Lp > LCTit(2) it becomes lower than the 

wells and hence takes over as the most stable state of the system. This could happen in at 

least 3 ways. As the saddle point moves below the wells either: (1) the wells cease to exist 

in which case the asymmetric travelling island solutions no longer exist and the parabolic 

branches in the phase velocity plot would simply terminate, or (2) The wells become 

points of inflection so that the symmetric travelling island solution exists but is no longer 

stable producing an interchange of stability to the symmetric modulated island solution 

which would then be represented by a well on the potential surface or (3) The wells 

remain locally as wells so that several basins of attraction exist with the final solution
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depending on which basin the initial conditions are closest to. The wells of the asymmetric 

travelling island solution may eventually disappear at a higher value of Lp so that a 

hysteresis type bifurcation is formed; an occurence common in bifurcation theory 

This would mean that close to Lcrit(2) both the symmetric, modulated double and the 

asymmetric, travelling single island states would be stable with the transition point 

occurring at a different value of Lp depending on which state we force the state into to 

begin with. With the simulations made so far, the possible extent of the overlap, if it 

exists, is limited to between kp = 0.125 and 0.12. Further runs made between these limits 

would be required to resolve the question of hysteresis but this will be left for a later 

investigation.

The flux contour plots in fig.32 and the current contour plots in fig.34 are divided 

by dotted lines into the three types of saturated states determined so far as a function of 

Lp. The first plot is an example of the symmetric stationary single island state that exists 

for Lp < Lcrit. The next four are examples of the asymmetric, single island, travelling 

wave solutions that occur for Lcrit < Lp < Lcrit(2) and the last two are examples of the 

stationary modulated double island solutions that exist for Lp > Lcril(2) . These are all 

referred to a plot of the saturated reconnected flux as a function of Lp which highlights 

the difference in the nature of the transitions at LCTit and Lcrit(2). The symmetry breaking 

transition at Lp = Lcrit is marked by a sharp dip in A'F while the transition at Lp = Lcrit(2)

, which appears to occur because of the need to keep the density of islands within a certain 

range, is marked by a discontinuous jump in A'F corresponding to the extra reconnection 

produced by the introduction of a second island. Note that A'F is the total reconnected flux 

over one periodicity length. If this was changed to the average reconnected flux per unit 

length the second transition would still be discontinuous but the variation would look 

more like a saw tooth with A'F decreasing steadily before the transition, then jumping up 

and decreasing again after the transition. The transition thus also serves to bring the 

average reconnected flux per unit length back close to the value it has at Lpref and
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indicates that, if this behaviour is to be maintained, further such transitions will occur at 

larger values of Lp

To see how this may happen it is instructive to consider the behaviour of each 

individual Fourier mode as a function of wavenumber, km = m kp, or wavelength, 

X,m = 27t/km, not to be confused with periodicity length Lp = X x . Plots of the first four 

fourier modes of \|/ on the neutral line, kj/m(x=0) I , are shown in fig.36(a) as a function 

of 1^  and in fig.37(a) as a function of X m . The variations of the higher order modes tend 

to clutter together at the short wavelength end of these plots, so to see them more clearly, 

higher resolution plots covering only the short wavelength range of km and X m  are also 

given in figs.36(b) and 37(b) for m = 1,2, ..:,9.

The m = 1 mode has a wavelength equal to the periodicity length and since it 

represents the single island component of \\f its variation as a function of X  is very similar 

to the variation of A'F as a function of Lp up to X  = Lp = Lcrit(2) . At X  = Lcrit(2) , which 

corresponds to the transition to the double island state, kjq I discontinuously drops down 

to a lower amplitude while at the same time the m = 2 amplitude, |\j/2 I, jumps up at 

X  -  Lcrit(2)/2 to take over as the dominant Fourier mode. What's more, it does so by 

taking on almost exactly the same amplitude as 1 ^  I did in the range of X  between 

Lcrit(2)/2 and Lcrit(2) . This behaviour is repeated by all the even modes with the m = 4 

mode, |\|/4 I , jumping up at X  = Lcrit(2) /4 to follow the same amplitude as |\|/2 I , the 

m = 8 mode, |\|/8 I, jumping up to the value of |\|/4 I at X  = Lcrit(2) /8 and the m = 6 

mode, k|/6 I , jumping up to the value of kj/3 I at X  = LCTit(2) /6. The transitions of the odd 

Fourier modes, on the other hand, are always just to a smaller amplitude. From this it is 

clear that after the transition each even mode takes on the same amplitude as the mode with 

half its wavenumber to form the following sequences of mode amplitude transitions, one 

for each odd Fourier mode like so :
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>i//i6 -»y/g —>% ~~>Y2 ~^Y i *= Dominant Sequence

... ^Y4S * Y l4  *Y l2  *Y6 ~ * Y l

... *Y%o -*Y4Q ~^Y20 -> Y\o ~^Ys

•••~>V/j l 2 _> ,^56 ~^Y2S ~~*Y\4 ~^Yl

The implication from this is that, as Lp is increased above Lcrit(2), we can expect more 

such transitions to states with larger numbers of islands per periodicity length which are 

dominated consecutively by the amplitudes of the modes in the lowest order sequence, 

shown above, as they move into the optimal range Lcrit(2)/2 < X < Lcrit(2). This has 

already been shown to be the case for Y j and \}/2 ; \j/3 would be expected to remain 

subdominant while \j/4, which follows the amplitude of \j/2, would be expected to jump up 

to the amplitude of \|/i at Lp » 2 Lcrit(2) to take over from \\r2 as the dominant mode, 

creating a quadruple island state. Similarly as Lp is increased further so that \j/4 moves out 

of the optimal range, \|/g should take over as the dominant mode to create an octuple island 

state and so on.

This optimal range would therefore represent the range of wavelengths which 

islands in an island chain will transform towards via the mechanisms of coalescence and 

secondary island generation, irrespective of the initial wavelength or periodicity length, 

except when Lp < Lcrit where it is constrained not to.

Note that the islands in the double island state, which is dominated by y/2 > are of 

different sizes, i.e. big, small, big, small, ....etc. This is because they are modulated by 

the finite, although subdominant, amplitude of the longer wavelength i/q mode. As Lp is 

increased to much higher values, more of the low order modes will have longer 

wavelengths than the reigning dominant mode, including those which were never 

dominant at smaller values of Lp. This will tend to increase the complexity of the 

modulation so that islands with many different sizes, shapes and orientations should be
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produced. In fact a run was made with Kp = 0.05 which by this scenario puts it in the 

range of \j/4 dominance so that it should have four islands per periodicity length. Although 

the run was not quite completed to saturation it was run long enough to show the 

transformation via two regenerations into a quadruple island state as shown in fig.38. 

Besides further verifying the predicted hierachy of dominance as a function of Lp , it also 

shows the more exotic modulation due to the effect of the \\f± ,\\f2 and \j/3 modes; 

producing a state with two asymmetric islands orientated in opposite directions, which are 

separated by two smaller symmetric islands.

As Lp is increased we might therefore expect the saturated island chain to change, 

through a series of island doubling transitions at Lp = Lcrit(n) = 2n‘2 Lcrit(2) where n = 

2,3,4,... , to more complex arrangements of the islands which in the limit that Lp —> <» 

would be quite chaotic. The number of islands per periodicity length would increase but 

the density of islands would remain reasonably constant while the shape and size of the 

islands would vary from island to island. In a sense Lp could be considered as an order 

parameter like those in transitions to chaos that occur in bifurcation theory. It is, however, 

not clear what type of transition will occur at higher values of Lp, that is, whether a series 

of symmetry breaking and period doubling bifurcations will generate these more complex 

island states or whether some other type and/or combination will occur. Simulating this 

would be expensive since the characteristic scale length of the islands is expected to 

remain in the range of the dominant wavelength between 1/2 LCTit(2) and Lcrit(2) so that the 

number of Fourier modes needed would increase with Lp.
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1-3.6 Reconnection Rates

Two types of magnetic configurations giving rise to enhanced reconnection have 

been discussed in the literature, a 'diffusion' model proposed by Sweet ^  and P arker^  

and a 'wave' model first discussed by Petschek l37*62*63!. in this section we shall briefly 

discuss how the reconnection occurring in our simulations compares with these two 

models.

The Sweet-Parker model assumes that the reconnection mechanism is confined to 

the diffusion region around the x-point where the frozen-in condition is violated and over 

which the x-point current sheet forms. In this region the magnetic diffusion is balanced by 

the inward flux transport, while the incoming plasma is accelerated along the sheet mainly 

by the pressure force. In contrast, Petschek proposed that the diffusion region is relatively 

small and that the reconnection process is dominated by two pairs of MHD mode shocks 

placed back to back bounding the field reversal region, see fig.39(a). The propagation of 

the waves away from the field reversal region is balanced exactly by the plasma flow into 

it so that the shocks remain stationary. As the plasma flows through the shock wave front, 

the magnetic fields are refracted toward the normal which reduces the magnitude of the 

magnetic field and accelerates the plasma flow along the fronts to the upstream Alfven 

speed.

The incompressibility constraint used here eliminates the fast compressional or 

magnetosonic mode while leaving essentially unchanged the shear Alfven mode and the 

slow mode. But since the slow mode may give rise to shocks travelling at an arbitrarily 

slow speed, stationary shocks can still be generated in systems, as here, with slow plasma 

flows so that the Petschek configuration is still possible. The incompressibility constraint 

does however eliminate the possibility of fast reconnection ^  .

In previous studies of reconnection, the process has been simulated either by 

externally driven reconnection ^  or reconnection driven by instabilities which are self- 

consistantly realized in a plasma t26’30>41i . According to Biskamp the distinction is
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largely overemphasized, the basic reconnection process being the same, at least within the 

same model equations. A driven system may be regarded as a small section of some 

spontaneously reconnecting one, whose global geometry and available energy are 

simulated by suitably chosen boundary conditions. The problem is then to create inflow 

and outflow conditions which are consistent with the reconnection process. Biskamp 

achieved this by using an iterative method to remove the spurious boundary current layers 

that form when the outflow is inconsistant with the inflow, to obtain reconnection rates in 

good agreement with the Sweet-Parker scaling.

On the other hand, reconnection via an instability has the advantage of avoiding the 

messy adjustment of boundary conditions but usually requires a much larger grid to fully 

contain all the flows and field structure associated with the self-consistent evolution of the 

instability, which usually extend well beyond the reconnection region. The main problem, 

however, is that once perturbed from equilibrium, a plasma driven by an instability is in a 

state of dynamical non-equilibrium until it saturates and so the assumption of steady state, 

crucial to the Sweet-Parker and Petschek models is not strictly valid. Thus although it 

would be interesting to compare the rates of reconnection during a tearing instability, or 

coalescence, or secondary island generation with the reconnection models, the constantly 

changing rates of reconnection occuring during these processes, as indicated by the 

varying growth rates, make this hard to justify. Inspite of this, Bhattacharjee, Bmnel and 

Tajima attemped a comparison with that part of the evolution during their simulations 

of coalescence where the rate was momentarily constant (presumably when the growth 

rate was at a maximum) and claimed to have obtained a variation conforming with the 

Sweet-Parker Scaling. Unfortunately, in the present study, because the outputs from each 

run were mostly only made at regular intervals, data corresponding to the point of 

maximum growth during each of the reconnection processes was not always available, so 

a comparison could not be made without considerable extra effort. That is, except to point 

out that the much higher growth rate during coalescence as compared with secondary 

island generation indicates a much higher rate of reconnection during coalescence.
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Nevertheless, since each simulation was evolved completely to saturation, where 

reconnection persists to balance the diffusion losses, the final states obtained do indeed 

represent systems of truly steady state, selfconsistent reconnection which can therefore be 

compared with the two steady state reconnection models. But first, as a means of 

introducing the relevant parameters, a brief derivation of the Sweet-Parker scaling law will 

be given. A more thorough review of the various reconnection models is given by 

Vasyliunas ^  .

The diffusion region is represented by a rectangular box in fig.39(b) with half 

length A, and half-width 8 and where Vx is the speed of the plasma flow into the diffusion 

region and Vy the flow out. Given that the system is in steady state, the magnetic Mach 

number, M = Vx/Va , is a measure of the magnetic flux reconnected per unit time and is 

therefore, also called the reconnection rate. The aim is to employ this model to determine 

the rate of reconnection in terms of the resistivity, or more appropriately the Lundquist 

number S. In this simple model all quantities are treated as constant over the face of the 

box. We begin by integrating the z-component of Ohm's law over one quarter of the box 

to give:

5 a

Ez 5 A = r\ j*J Jz dx dy (138)
oo

where Ez is considered constant and where the diffusion region around the neutral line is

sufficiently small that the V x B term can be neglected. The right hand side is evaluated

by integrating Ampere's law around the box to give:

5aJj Jz dxdy = ri By A / |io (139)
oo

where Bx «  By just above and below the diffusion region. Outside the diffusion region

Ohm's law reduces to E + V x B = 0. so that:

E -  V B (140)z x y
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and from conservation of mass, with the assumption of incompressible flow we have :

VxA = Vy 5 (141)

Combining equations (138) to (141) and eliminating 5 gives :

V2X (142)

By taking the characteristic diffusion length to be equal to the length of the diffusion 

region, A, equation (142) reduces to :

V2 V VR(loc) y (143)

where VR(loc) = p/(p0A) is the local resistive diffusion velocity at the edge of the diffuse

region. The plasma flow is considered to be accelerated up to the local Alfven velocity at 

the end of the diffusion region, which fixes Vy = VA(loc) = Bloc/(p0p)1/2 . The local

Sweet-Parker reconnection rate is thus given by :

V ,-i/2
VA(loc)

(144)

where Sloc(A) = VA(ioc/VR(ioc) is the local value of the Lundquist number just in front of 

the diffusion region. In terms of dimensionless variables defined in section 1-2.1 this 

becomes Sloc(A) = Bloc A S / p loc where VA(loc) = Bloc , VRaoc) = r |loc/(SA) , rjloc = 

cosh2(5) and S is the asymptotic Lundquist number. This is not quite true since even 

though the wall value of the magnetic field is used in S, it includes the axial value of the 

resistivity, which is much smaller than the wall value because of the cosh x dependence. 

Nevertheless S still turns out to be an important scaling parameter. A derivation of the 

Petschek Scaling law gives a different reconnection rate which takes the form:

Mp = 7C / ( 8 ln( Sloc ))  (145)

With the dimensionless terms used here the local reconnection rate is given by Mloc 

= Vloc/Bloc , the ratio of the inflow velocity to the magnetic field just in front of the 

diffusion region. The dimensions of the diffusion region correspond roughly to those of
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the current sheet so that as in section 1-3.3 we will equate 5 with the half width of the 

current sheet and A with the half length, the values of which are measured from contour 

plots of Jz . The value of 5 is then used in contour plots of V and B to determine the 

values of Vloc = |Vx(x=5,y=0) I and Bloc = |B(x=8,y=0) I.

As was shown in section 1-3.2 the significant viscosity and finite wall separation 

used in these simulations alters the size of the current sheet and the rate of reconnection, 

so that it is not possible to make a direct comparison with the reconnection rates predicted 

by the two models. It is, however, possible to compare the scaling with the Lundquist 

number and that is what is done here. The Sweet-Parker and Petschek reconnection 

scalings have, however, been modified by Park, Monticello and White ^  to include the 

effect of viscosity, for which simulations done in cylindrical geometry asymptotically 

approach the modified Sweet-Parker scaling. But because of the conducting wall 

stabilization it is still not possible to make a direct comparison, so for the present, a 

comparison will only be made with the unmodified scalings.

In fig.40(a) are plotted the measured reconection rate, Mloc, the local Sweet-Parker 

rate, MSP(loc), and the local Petschek rate, MP(loc) as a function of Sloc(A). The variation 

of Mloc , which varies as Sloc'L12 , shows poor agreement with both models although it 

is clearly closer to MSP(loc). If, as shown in fig.40(b), the diffusion length is fixed at a 

constant value (in this case set equal to the half width of the original current channel so 

that Sloc = Bloc S / r j loc ) instead of using the half length of the x-point current sheet, 

which decreases with S, the agreement of Mloc with the new local Sweet-Parker rate is 

greatly improved, that is Mloc Sloc' °'66. But, as shown in fig.40(c), the best agreement 

is achieved if the asymptotic value of the Lundquist number, S, is used giving Mloc S' 

°'52. In all cases there is very poor agreement with the Petschek rate. In fig.41(a),(b) and 

(c) Mloc is plotted against Sloc(A)' °-5, Sloc' 0,5 and S ' to show that good linear fits 

can be obtained with the two versions of the Sweet-Parker scaling which have a constant 

characteristic diffusion length.
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The inflow velocity Vloc and the local Alfven velocity ( = Bloc ) are also plotted as a

fuction of S, Sloc and Sloc(A) in figs.42(a), (b), (c) and 43(a), (b), (c). Since the

measurements are taken from the steady state configuration where inflow matches outflow

it is perhaps not surprising that the inflow velocity, Vloc , has the same dependence on S

nas the maximum outflow velocity given fig.23 of section 1-3.3, i.e. Vloc ,Vmax «= S ' ’ . 

The measurements of Bloc , the field strength just in front of the current sheet, are a little 

less accurate but they too show a definite inverse power variation with S, Sloc and Sloc(A) 

which is due, at least partly, to the decrease in the width, 5, of the current sheet with S 

because of the decreasing field strength towards the neutral line.

In review, the results, although not absolutely conclusive, clearly favour the Sweet- 

Parker scaling above the Petschek in line with the findings obtained in several other 

studies 126.3°,41,60] aithOUgh there do exist studies of reconnection which have found 

Petschek scaling t65’66i. Note also that the Petschek model has A ~ 8 ~ S*1 while the 

Sweet-Parker model has 5 ~ S4 but A -  l.The observations here are that although both A 

and 5 decrease with increasing S, see fig.22, A can be made larger by increasing Lp , see 

fig.24, so that even if S is large, A can still be of order 1 providing a further evidence 

against the Petschek model.
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1-3.7 Summary and Conclusion

In summary it has been shown by systematic numerical computation :

(1) That the magnetic islands produced by a tearing mode on a current sheet develop 

narrow x-point current peaks in addition to the usual, broad o-point current peaks which 

persist after saturation, see fig.9 of section 1-3.1.

(ii) Tire existence of Lpref: a periodicity length, Lp, beyond which the magnetic 

islands cease to become larger, and instead the x-point current peaks stretch into current 

sheets, see fig. 11 of section 1-3.2.

(iii) The existence of Lcrit: the periodicity length (> Lpref) at which the x-point 

current sheets become tearing unstable and consequently generate secondary magnetic 

islands, see figs. 19, 20 and 21.

(iv) Coalescence can occur if the wavelength, X ,  is around Lpref or less ( and the 

periodicity length, Lp, is long enough to allow i t ), see figs.25, 26, 27, 28 and 29.

(v) The dynamical competition between secondary island generation and 

coalescence is the factor determining the form of the final saturated state for Lp > Lcril, see 

fig-31.

(vi) The conflict between current sheet instability (secondary island generation) and 

coalescence is finally resolved in the long time limit by the formation of travelling islands 

with stable asymmetric current sheets, see figs.32 and 34.

(vii) Thus Lcrit corresponds to a new, symmetry-breaking bifurcation point (c.f. the 

well known bifurcation at the value of Lp at which the linear tearing instabilty occurs 

when the original current sheet bifurcates to a static island chain ), see fig.33.

(viii) That the values of Lcrit and Lpref and the qualitative nature of the transition is 

independent of both wall separation and viscosity but does depend on the resistivity ( i.e. 

the Lundquist number S), see figs. 12,13,15,16 and 17.
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(ix) If a parity symmetry constraint is imposed in the y-direction, then, when 

Lp > Lcrit, the symmetry breaking bifurcation is prevented and instead a period halving 

transition occurs at Lcrit to a state with two equal sized symmetric islands per periodicity 

length, see fig. 11.

(x) As Lp is increased beyond Lcrit another transition point, LPD, has been found, 

where the symmetric double island state changes in form to a modulated double island 

state (with locally asymmetric x-point current sheets arranged symmetrically about each 

island), see figs.32 and 34.

(xi) Lpd therefore corresponds to a new period doubling bifurcation of the 

symmetric solution branch, see fig.33.

(xii) With the symmetry constraint relaxed a further transition at 

Lp = Lcrit(2) > Lpd has been found, corresponding to an interchange of stability from 

the asymmetric travelling single island state to the stationary symmetric modulated double 

island state, see fig.33.

(xiii) A simulation done at even higher periodicity length has shown the existence of 

a static quadruple modulated island state with both symmetric and asymmetric islands.

The nature of the discontinuous transitions of the individual Fourier modes on the 

neutral line as a function of Lp indicate a likelyhood for further transitions, at higher Lp, 

which double the number of islands per periodicity length each time, ie from m=l mode 

dominance to m=2 mode dominance to m=4 mode dominance and so on, as the 

wavelength of these particular Fourier modes move into the optimal range of wavelengths 

between Lcrit(2)/2 and Lcrit(2y Although this appears to be reasonably evident from the 

results obtained, it is still rather speculative and so it would be worthwhile to obtain 

further confirmation by computing one or more of the higher order transitions, say from 

the the double to the quadruple and/or from the quadruple to the octuple island states; also 

verifying the complete absense of a triple, pentuple, hextuple, heptuple and other non 

mode number doubling states.
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The possibility that magnetic islands would break up into smaller ones as well as 

coalesce to form larger ones depending on the wavelength of the original islands was 

previously conjectured by Biskamp and Welter However the 'breakup' of islands is 

not technically correct since, although the final result is essentially equivalent to each 

island having split into two smaller ones, the actual transformation, as shown in fig.20, 

involves the birth of new secondary islands between each of the original islands which 

consequently shrink to make room. They also suggest that coalescence would be more 

frequent on the basis that short wavelength tearing modes usually have larger growth rates 

leading to islands that subsequently tend to coalesce. Fig.44 indicates that this is 

essentially correct, as it shows the linear growth rate peaking pretty well at the same low 

wavelength as the saturated reconnected flux and island width, i.e. close to X ~ Lpref. The 

actual wavelength of the dominant linear mode will not necessarily be able to take on this 

particular value since it must divide a whole number of times into the periodicity length, 

Lp, but it could be expected to be close to L ^f. If X = Lp * Lp,.ef then the island will just 

saturate with this wavelength but if Lp > X then because the optimal range of wavelengths 

lies to the higher side of Lpref the islands will coalesce but, as we have found here, this 

can still involve one or more secondary island generations between each coalescence as 

the system undergoes a damped oscilation around the final configuration.

There is, however, the question of whether this behaviour would be reproduced in a 

geometry and conditions more closely resembling those of laboratory plasmas or whether 

it is just a consequence or artifact of the specific numerical setup. For instance, it was 

shown that if we had chosen a slightly more realistic saturation mechanism with rj = r\(\\r) 

instead of r\ = T|(x) there would have been the possibility of obtaining saturated magnetic 

island states without any fluid motion and hence none of the steady state reconnection that 

seemed to govern the properties of the equilibria simulated here. The results of Hesse and 

Schindler ^  indicate that such states don't exist but this should still be checked, as well 

as the effect of the geometry. Although the plane slab configuration used here is
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topologically different from most experimental setups it is considered to be a reasonable 

approximation to the region around a single mode rational surface that is sufficiently far 

from the edge of the plasma for geometrical effects to be relatively unimportant. The 

closeness of the conducting walls in these simulations, which are set this way for the 

purpose of improving numerical efficiency, is justified by the fact that the essential aspects 

of the complex phenomena demonstrated here were found to be independent of the wall 

separation with the major effects being simply to reduce the growth rate, see fig.44, and 

the the size of the saturated islands. Even so there are other aspects of the configuration 

which do not transfer easily to the toroidal plasma configuration of tokamaks, such as the 

symmetric nature of the initial equilibrium around the neutral line. In contrast, the 

variation of the field quantities around a proper, mode rational surface corresponding to a 

particular helicity are quite asymmetric, with the instability to the tearing mode being more 

critically dependent upon the field gradients on either side. It would therefore probably be 

useful to redo all these simulations for the case of say a single helical mode in cylindrical 

geometry to see if the various transitions via coalescence and secondary island generation 

will occur as a function of the helical periodicity length, which would depend on the major 

diameter (i.e. periodicity length of the cylinder) and the radius of the mode rational 

surface. Many simulations have already been made in 2 and 3-D cylindrical configurations 

but so far there has been little clear evidence of the behaviour shown here in slab 

geometry. Nevertheless Park, Monticello, and White ^  have shown, in their simulations 

of helical tearing modes in a cylindrical plasma, the formation of localized current sheets at 

the x-points between the evolving magnetic islands. What is more, they found that, when 

the viscosity was made negligibly small compared with the resistivity, i.e. v «  r|, the 

long current sheet that formed at the x-point of an m =l resistive internal kink magnetic 

island became unstable to m>l tearing modes, but, because of the considerable increase in 

the mode usage that this entailed, they could not afford to investigate the evolution very 

far. Even so, there are aspects which are already different from what was observed here. 

For instance the observation that the instability of the current sheet depended on there
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being negligible viscosity conflicts with the fact that, in all our simulations of secondary 

island generation, not only was the normalized viscosity (v = 0.01) larger than the 

resistivity (rj = S '1 < 0.005), it showed no influence over the critical periodicity length, 

Lcrit, that marks the threshold tearing mode stability of the x-point current sheets. They 

also observed a transition to higher and higher m components indicative of a transition to 

turbulence around the reconnection layer. On the other hand, Biskamp 6̂(ti, who 

performed a similar simulation, found that a small secondary tearing mode magnetic 

island, or bubble, was convected along the x-point current sheet to merge with the main 

body of the m=l kink magnetic island before it could grow to a significant size. Another 

island would then emerge which would also be convected along the sheet so that the 

process was repeated over again. This could, perhaps, be related to the repetitive 

coalescence and regeneration of magnetic islands described in section 1-3.5, although 

there are many differences. It is possible that the curvature of the cylindrical configuration 

prevents the secondary magnetic islands from being able to maintain position long enough 

to develop into a sustained secondary island structure as in the slab case although this idea 

is negated to some extent by the fact that he also demonstrated a similar sort of behaviour 

in a simulation of forced reconnection in slab geometry. In any case, on the basis that the 

slab behaviour does transfer directly to the cylindrical case, the evidence here implies that 

sustained higher order island structures should be generated as long as the helical 

periodicity length is made large enough. To show this will be the task for a future 

investigation. For realistic values of S (~106), however, Lcrit > 100, see fig. 17(b), so the 

scale length for a current sheet would have to be roughly less than 1/16 of the minor 

radius in order reach the new symmetry breaking regime. Consequently applications in 

space and astrophysical plasmas sound more likely.

In line with most recent studies of reconnection l26*41-60! we find our simulations to 

be reasonably consistant with the Sweet-Parker scaling for the reconnection rate. The 

scaling of the diffusion region as defined by the current sheets is different from that
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determined by Biskamp, although it is not inconsistant with the Sweet-Parker model. The 

evidence here is that the length of the x-point current sheet is determined, not so much by 

the properties of the reconnection process occurring within the diffusion layer but more by 

external influences which allow it to extend to fill the available space. In particular, 

because of the invariance in size of the o-point current peaks for Lp > Lpref, it tends to 

increase in direct proportion with the periodicity length, ie A ~ Lp S ' °-34. The decrease of 

A with increasing S also appears to be more a consequence of the decrease in space left as 

a result of the increase in size of the central island region and hence the o-point current 

peak with S. In the simulations of forced reconnection made by Biskamp, in which there 

are no magnetic islands to influence the length of the current sheet, he found that A was 

completely independent of S but was so highly sensitive to the driven asymptotic inflow 

velocity, M, i.e. A ~ M4 , that within a short range of values of M, A reached the global 

system size. This is perhaps analogous to the direct dependendence of A on Lp shown 

here. However, in contrast to Biskamp it was also found that the width, 5, of the current 

sheet shrinks with decreasing rj, ie 5 ~ S "°'24 in line with elementary boundary layer 

theory.

Besides the bifurcation behaviour found in this study it is possible that further 

investigations will uncover more exotic phenomena similar to that already found for a 

model of an interchange-unstable plasma in a shearless field using the 'Navier-Stokes 

approximation'. In this study Maschke and Saramito ^  identified successive bifurcations 

leading to turbulence including regimes involving period doubling and strange attractors. 

They also showed that this system of equations was formally similar to that for a tearing 

mode unstable layer. To avoid the computational expense of simulating the full evolution 

they later applied bifurcation theory for compact operators to calculate solution branches 

for the time asymptotic states of nonlinear tearing modes i68*69*70!; but except for the 

bifurcation of the tearing mode itself as a function of S, they did not appear to have 

computed anything resembling any of the symmetric or asymmetric solutions found here.
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II-1.1 Introduction : Tearing Modes, MHD Activity and Mode Locking

So far the study has been mainly exploratory, guided loosely if at all by 

experimental observations. In this second pan of the thesis a more concened effort is 

made to try to understand the specific nature of the MHD activity observed on the LT-4 

tokamak.

Such large scale fluctuations are detected on LT-4 ^  by means of several detection 

systems including : banks of external magnetic pickup coils (often called Mimov coils) 

which detect fluctuations in the poloidal magnetic field; the monitoring of the soft X-ray 

continuum emissions from the hot centre of the plasma which show fluctuations in the 

plasma temperature and/or density; and phase scintillation interferometry techniques which 

detect local density fluctuations. The main concern here is with the poloidal magnetic field 

fluctuations which can be classified into several types or regimes, as in fig.45, according 

to their amplitude as a function of the safety factor, q(a), (or inverse rotational transform) 

at the limiter radius, r=a, which defines the edge of the plasma.

The appearance of such fluctuations is a common occurrence in tokamak 

discharges, and in LT-4 f1748] they generapy have a frequency of around 12 kHz in 

regime III and 20 kHz elsewhere. Spatial analysis of the signals shows that they result 

from the rotation of helical magnetic structures within the plasma. Because of this and the 

fact that the plasma is assumed to be ideally stable it is generally believed that such 

oscillations are the result of nonlinearly saturated magnetic islands produced by resistive 

tearing modes. These would arise from perturbations of the form: £ = exp{i (m0- 

n(}))+ yt } around a rational surface with minor radius p=rs, defined by q(rs) = m/n where 

m and n are the poloidal and toroidal mode numbers, to eventually form a helical magnetic 

island structure like that drawn schematically in fig.51 for the case with m=2/n=l. Note 

that with m=2 and n=l a double island structure is generated in which the field lines 

forming the x and o points travel twice the long way around the torus for each circuit 

around the short way before coming back upon themselves.
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The helical magnetic island topology also affects the density and temperature 

distribution as well as the magnetic field within the plasma so that periodic signals in the 

various detectors are produced because of the motion of the islands around the torus. 

Many theories have been proposed to explain the cause of the mode rotation, which is 

either due to the islands having a finite phase velocity through the plasma or more simply 

a convection of the islands along with the bulk fluid motion of the plasma, or even a 

combination of both.

Tearing mode simulations by Monticello and White ^  have shown that the 

inclusion of diamagnetic effects cause a mode rotation at the diamagnetic frequency 

without affecting the nonlinear growth or saturation of the islands. The rotation is shown 

to correspond to a drift through the plasma because of the constancy of the angular 

momentum. However, the possibility of this being the source of mode rotation was 

confounded by a similar simulation made by Scott, Hassam and Drake ^  which included 

compressibility in the calculation to show that the diamagnetic drift of the islands is 

damped out by sound waves the along field lines as the tearing mode becomes nonlinear. 

The rotation of the saturated tearing mode magnetic islands therefore cannot be due to a 

diamagnetic drift.

On the other hand Sigmar et a l . o b s e r v e d  experimentally that the rotation of the 

islands is altered by the toroidal rotation of the plasma as a whole, while Stringer ^  

showed that when inertial, resistive and parallel viscosity are included in the equilibrium 

equations radial electric fields build up in order to equalize the ion and electron diffusion 

rates. The E x B drift that results from this ambipolar diffusion produces the rotation of 

the plasma. The stability of such a radial electric field in non-axisymmetrie tori is also 

discussed from a thermodynamic point of view by Shaing 7̂5-*.

The resulting fluid motion may have poloidal and toroidal components, although a 

study of the time evolution of mass flows in a collisional tokamak by Hassam and 

Kulsrud[76] indicates that the poloidal rotation is strongly damped by magnetic pumping. 

Magnetic pumping occurs as plasma rotates through the inhomogeneous toroidal magnetic
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field. This heats up the plasma and leads to a transformation of the kinetic energy of 

rotation into thermal energy which damps the poloidal rotation.

It is also possible that the remaining toroidal plasma rotation is sheared. However 

the experimental evidence shows that the m/n = 1/1, 2/1 and 3/1 signals are often phase 

locked t17’18! when they are present simultaneously in the plasma. Assuming that these 

signals are actually due to separate modes occurring on different rational surfaces and not 

Fourier components of a single mode then this observation would seem to be consistent 

only with a rigid uniform rotation of the plasma.

Assuming therefore that the MHD activity is due to saturated tearing mode magnetic 

islands convecting along in a rigid toroidally rotating plasma it is then necessary to 

determine more specifically how this scenario would account for the range and variability 

in amplitude and frequency of the MHD activity that is observed. This is particularly 

important if we are to understand the dynamical behaviour of the magnetic islands that 

leads to the onset of a major disruption.

LT-4 exhibits a variety of activity as shown in figs.47, 48 and 49 which is not 

always the same as in other tokamaks. Fig.47 shows that instead of a growing oscillatory 

m=2 signal as seen in TFR ^  , the conditions preceding a disruption in LT-4 are 

reasonably quiescent before being punctuated by a series of fast transients which are 

referred to as minor disruptions. Considering the overwhelming evidence for the existence 

of an m=2 island preceding the disruption in other tokamaks it is hard to reconcile its 

apparent absence at this stage in LT-4. An alternative possibility is that, preceding the 

disruption, an m=2 mode does exist but is mode locked so that no oscilatory signal is 

generated on the pickup coils. This seems likely to be the case in the type B discharge 

shown in fig.47 where the termination of the MHD oscillations in regime HI occurs within 

one cycle. In fact during this irregular phase, which occurs when the density drops in 

regime III, the MHD activity is observed to stop within a cycle and restart several cycles 

later with otherwise no change in amplitude or frequency. Given that saturated tearing 

modes tend to change adiabatically on a resistive timescale the rapid disappearance and re-

105



HCN laser 
in te rfe rom eter Hard X -ra y  

de tectors

Fig.45

X -ray spectrom eter

Total electron 
cyc lo tron  
em ission m onitor

S oft X -ray  
de tectors

ECE Michelson 
in te rfe rom e te r

S ta in less steel 
lim ite r Pumping system 

Mass spectrom eter

Iron core

T o ro id a l m agnetic co il 

Space fram e

Ruby laser 
sca tte ring  system

Fig.46

,  2.5 3,0 qr (a) 3.5

0 ,4 -  

Be . 
Be 

0 ,2 -

( % )  .  

0 -

K i A  i  i

i j
r u — i— i— i— i— i— i— i— i— i— i— i— r*

2 «2 2 «0 3.0 q (a =9,5  cm)

Fig.47

(a) Regime III Strong MHO.

i) Bp/Bp = 0.3%
ii) No sawtooth activity.

Type A

q(a) <  2.9

Type B

Density falls (q(a)<3)

(b) i) Very low MHO 
ii) Strong sawteeth

(b') i) Irregular MHD. 
ii) No sawteeth

Sawteeth stop.

|m=2 coil

m

soft x-rays (r=0)

Total soft x-ray 

radiation falls.

(c) Minor disruptions

(d) Major 
Disruption.

ms

Schematic diagram showing the two different routes to disruptions as observed on L T -4 .



Mt-0 Achvify on e 9 coti

Fig.48

Regular activity

mumm
Irregular achvify

| Irregular acfivrty leading to a d is o w n .

w n  i n i '
(see our IAEA paper)

Fig.49

l: i K»rc 7
Time (ms)





emergence of the signal is unlikely to be due to changes in the size of the islands but more 

simply due to a temporary cessation in their rotation. This irregular phase does not always 

lead to a disruption but may return to normal cyclic activity as shown in fig.48, if the 

density or q(a) becomes higher.

As mentioned earlier magnetic islands may lock in phase with other islands of 

different helicities but for a mode to stop rotating it must interact with something external 

to the plasma so it can be locked into the laboratory frame. Such an external field 

perturbation could be produced by the limiter or in the case of LT-4 through the periodic 

vertical field perturbation produced by its single armed iron core, see fig.45.

In the absence of tearing modes the externally imposed perturbations may interact 

resonantly with the rational surfaces to create magnetic islands by means of forced 

reconnection t55’56]. in fact a calculation of the vacuum magnetic surfaces for a tokamak 

configuration in the presence of a periodic vertical field perturbation to model the affect of 

the iron core [78̂ showed the formation of several stationary magnetic island chains 

including an m=2/n=l island with a width approx. 10.% of the minor radius. Whether 

these static force reconnected islands will be reproduced in a rotating plasma is considered 

in section II-3.2. Assuming that they do then it is relevent to ask how they would affect 

the evolution of tearing mode magnetic islands which normally tend to convect along with 

the plasma. This would result in a competition between the two conflicting island states, 

the resolution of which should shed tight on the mechanism of mode locking. This forms 

the subject of investigation in section II-3.3. In any case the size of these static islands 

could at least be considered as a measure of the influence or coupling that the external 

perturbation has at the rational surfaces within the plasma and is used in section II-2.1 as a 

rough criterion for predicting when mode locking might occur.

An alternative mechanism of mode locking involving the effect of a resistive wall is 

described by Nave and Wesson ^ . A perfectly conducting wall responds to fluctuations 

in the magnetic field immediately, so that no persistent currents can be supported in it, 

whereas in a finitely conducting wall eddy currents can be induced because of the reduced
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response time. The induced currents give rise to J x B forces which interact back on the 

plasma resulting in a transfer of momentum from the plasma to the wall. This causes a 

slowing down of the plasma which, as discussed in section II-2.3, allows increased 

penetration of the fields into the wall so that the interaction is strengthened. The 

consequence is an increasingly rapid transfer of momentum from the plasma, which 

finally brings the magnetic islands to rest. This was shown to occur over many cycles 

with an initially t5 dependence of the frequency followed by exponential decay. It does not 

however represent a viable modelocking mechanism for explaining the stop/start MHD 

activity shown in figs.47 and 48 where the B0' fluctuations stop within a cycle and return

again several cycles later with no change in frequency or amplitude.

Persson and Bondeson ^  have demonstrated a similar sort of resistive wall mode­

locking for the case when the rational surface of an m=2/n=l mode moves outside the 

plasma. Once outside, the mode is no longer forced to rotate with the plasma and is 

dragged to a halt by its interaction with the finitely conducting wall. The reduced 

stabilization that results then allows the mode to grow as an external kink on the timescale 

of the resistive wall. This scenario is considered to be a likely process leading to the onset 

of a major disruption as the current increases so that q(a) falls below 2.

In LT-4 the apparent mode locking and onset of disruptions occur when 

2 < q(a) < 3. That is, when there are no rational surfaces near the edge of the plasma to 

allow mode locking in this way. An alternative scenario is therefore required, although it 

is possible that it could be applied to the m=3/n=l mode to explain the drop in signal for 

q(a) > 3. In this study consideration has been restricted to mode locking due to the 

interaction of the mode with an external asymmetric field perturbation.

One way to verify mode locking experimentally would be to apply a controllable 

external field perturbation to the outside of the plasma which could be tuned to lock and 

unlock the modes at will. This has, in fact, already been done on several 

tokamaks^81,82,83!, including the Pulsator tokamak in Garching which was equipped with 

a set of m=2/n=l helical coils around the plasma. As the current in these coils was
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increased a point was reached where the Mimov oscillations would stop, and when the 

helical current was turned off they would resume again with the same amplitude and 

frequency. Such observations are remarkably similar to the irregular MHD activity 

observed on LT-4, see fig.47 and 48, reinforcing the belief that they are due to this form 

of mode locking.

The importance of these experiments, however, is brought out by the fact that the 

mode locking tends to delay the onset of a disruption, although it does'nt prevent it. This 

may be because the helical currents lock the phase of the tearing mode island without 

preventing further growth. In the Pulsator experiment it was also found that if the current 

was increased further a disruption could be triggered even in a discharge that is not 

otherwise disruptive; thus providing a clear indication of the connection between the 

m=2/n=l island and the major disruption.

The problem with mode locking as a means of stabilizing a tearing mode magnetic 

island is that the island is locked out of phase with the external helical perturbation so that 

increasing the size of the perturbation just makes the island bigger while decreasing it just 

allows it to become unlocked. To suppress the growth of the island the external 

perturbation must be in phase with the mode so that the island has a squeezing force on it 

to retard its growth. This was made apparent in a quasi-linear numerical study of feedback 

stabilization 1̂2,84̂ which showed that, while a feedback signal with the proper phase 

relation can successfully stabilize magnetic island growth, a phase independent or 

dynamical stabilization scheme does not exist. Without feedback, phase information island 

growth is only momentarily reversed when the feedback phase opposes growth, but 

overall stabilization is not achieved. A full non-linear simulation of feedback stabilization 

showed ^  that even when there is no mode rotation the tearing modes tend to flip out of 

phase with the feedback signal applied at the boundary so that growth is enhanced instead 

of retarded. Only by pulsing the feed back signal was it possible to limit the growth of the 

tearing mode islands and prevent a disruption, although this method was not successful 

when mode rotation was included.
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Another way, considered by Holmes et alJ85̂  , to control the amplitude of the 

tearing mode is to modify the current profile near the rational surface by raising the 

temperature outside it. This would reduce the current gradient that drives the tearing mode 

and so stabilize the mode. Reiman ^  showed numerically that this method of island 

suppression could be achieved by locally heating the plasma with rf driven currents 

without the use of feedback control. The calculation was performed self consistently with 

specialization to currents driven by lower hybrid waves, although similar calculations ^  

have been used to explore the feasibility of using electron cyclotron heating (ECH) for the 

purpose.

The techniques of tearing mode stabilization through a feedback signal or current 

profile modification are based essentially on the idea of reducing the available free energy. 

Chu et alJ88̂ consider an alternative method based on increasing the effective singular 

current layer width in order to artificially induce the Rutherford regime in which the 

growth of the mode is slowed down to the flux diffusion time across the layer. This 

happens normally as an island becomes nonlinear but can be induced by externally 

imposed magnetic islands. The difference between this and the feedback stabilization 

scheme is that the harmonic number of the externally imposed islands is required to be 

much higher than that of the tearing mode for the scheme to be effective.

The use of externally applied resonant perturbations for stabilizing tearing modes is 

obviously important for avoiding disruptions. However, here we are more concerned with 

how such effects can be tied in with the behaviour of the tearing mode in order to explain 

the observed MHD activity. This may ultimately prove to be more important by 

contributing to the understanding of how the disruption can occur in the first place.

The work in part II is organised into two parts. In the first, a quasi-linear delta- 

prime analysis is used to calculate the amplitude of the poloidal magnetic field oscillations 

that would be produced by an m=2/n=l saturated tearing mode magnetic island. The 

theory, including a derivation of the expression for Bq1/Bq0 is given in section II-2.1,

while in section II-2.2, the results of the calculation based on electron temperature data
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from LT-4 are used to predict the variation of Bq^Bqq as a function of the value of the

safety factor, q(a), at the edge of the plasma. This is compared with the corresponding 

experimentally observed variation and a mode locking scenario is invoked as a possible 

explanation for the narrow range of q(a) covered by the experimental results as compared 

with theory. A discussion of the results is then presented in section II-2.3.

In the second half of part II are presented some preliminary nonlinear simulations of 

the effect of a corrugated boundary perturbation on the evolution of the tearing mode 

magnetic islands in a flowing plasma to qualitatively model the effect of the limiter or iron 

core. A derivation of the corrugated wall boundary condition is given in section II-3.1 

which is first used in section II-3.2 to study the effect of the flow velocity on the magnetic 

islands produced via forced reconnection by the corrugated boundary. In these 

simulations the walls are brought in close, so that the tearing mode is completely 

stabilized. In section II-3.3 the corrugated walls are separated again to demonstrate mode 

locking and partial mode locking of tearing mode magnetic islands, which is shown to 

occur with a dynamical response very similar to that observed experimentally. At this 

stage my grant for using the Cyber 205 supercomputer ran out so that many obvious 

questions about this work were regrettably left unanswered, although it is hoped to 

continue the investigation at a later date.
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II-2.1 A Quasi-Linear Delta-Prime Model for Poloidal Magnetic Field
Fluctuations

The MHD activity observed in LT-4 f17>18l , as with other tokamaks, is found to 

have a direct correlation with the value of the safety factor at the edge of the plasma, q(a). 

This is summarized graphically in fig.46, which shows a significant peak in the amplitude 

of the poloidal magnetic field fluctuations over the range : 2.5 < q(a) < 2.9, referred to as 

regime III. If, as is generally believed, this activity is a consequence of rotating tearing 

mode magnetic islands then it should be possible to reproduce the same range of activity 

using numerical modelling techniques. Ideally this could be done with a fully nonlinear 

code, however, as an initial step, a far simpler quasi-linear delta-prime analysis is 

used here. The calculation is based on the radial safety factor profiles inferred from 

experimental electron temperature data and on the assumption that the poloidal magnetic 

field oscilations are due to a saturated m/n = 2/1 tearing mode. Using this technique 

Carreras et al.^11̂ were able to calculate amplitudes as a function of q(a) in good 

agreement with results from the Ormak and T-4 tokamaks.

Given the success of the approach it is the aim here to perform a similar calculation 

using temperature profile data from the LT-4 tokamak to verify that the variation of the 

amplitude of poloidal field fluctuations as a function of q(a) in fig.46 can also be 

explained in terms of the saturated tearing mode activity. In the rest of this section is 

provided the details of the model equations used .

Now that we are trying to obtain quantitative results to compare with experimental 

data it is necessary to employ a more realistic geometry. Consider a tokamak of circular 

cross-section with the usual ordering Bö »  Be where B^ and B0 are the toroidal and

poloidal components of the magnetic field. To model this we use a cylindrical 

approximation to the torus ( Bö —> Bz ) and limit our interest to a single helical mode of

the form : f(r,t) exp[ i ( m0 + kz ) ] where k = n/R^ , m and n are the poloidal and 

toroidal mode numbers of the perturbation and r, 9, z, R0 are as defined in figs.50(a) and
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(b). The helical symmetry implies that all quantities are a function of x, r and t only, 

where x = mO+kz so that the problem reduces to a two dimensional one with 

3/3z = (k/m)3/30 . This symmetry together with V-B = 0 also allows the magnetic field 

to be specified in terms of a helical flux function, \yh similar to the flux function in 

equation (18) defined for the slab case :

ß  = ez x VVh -  ^ B z ee + Bz ez (146)

and is related to the vector potential, A, by \|/h = (kr/m) Ae -  Az . \j/h is called a helical

flux function because it is proportional to the flux through a helical ribbon defined by the 

magnetic axis and a helix of constant x at a minor radius of r as in fig.50(b).

The specific aim here is to evaluate the relative amplitude of the poloidal magnetic 

field oscillations, B01/B0O, at the edge of the plasma, r=a, due to a helical tearing mode

magnetic island located at the rational surface, r=rs, where the safety factor, q, defined in 

cylidrical geometry by :

q = - (147)

is equal to the rational fraction m/n. The subscript T  denotes the perturbed quantity while 

the subscript 'O' denotes the zero order background field. Until otherwise stated, the 

helical flux function will be referred to as just \|/, leaving off the subscript 'h' for 

convenience. From (146) the zero order poloidal magnetic field is given by :

k r
B

00
B (148)

and substituting this into (147) gives :

q(r)
- r B z0

R V0 ~ (kr/m) B z0

(149)

The shear in q is then given by :
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q’(r) q
r

Vo + rV0
Vo -  (kr/m) B^

(150)

At the mode rational surface, rs, where y 0'(rs) = 0 and q(rs) = m/n this becomes :

q '(r) “  T
E.) R V0(rs)

r B ns zO
(151)

where Bz0 is taken to be constant with respect to r. The width, W, of the island in the 

narrow island approximation ^  in terms of the amplitude of perturbed helical flux 

function, xjq, is given by :

W
f

4
l V’o(rs) 7

which when combined with (151) gives :

(152)

BzO
W

q’(rs) W2
(153)

By substituting this back into (147) an expression for the zero order poloidal field at r=a is 

obtained in terms of the safety factor and the perturbed helical flux function at the mode 

rational surface as follows :

B Ieo r=a
w

q(a) q'(rs) W2
(154)

Using the standard tokamak orderings in terms of the small inverse aspect ratio, 8 = 

a/R , where Bzl ~ 0(e2), kr/m ~ 0(e), ~ 0(e2), the perturbed poloidal magnetic field

is given approximately by :

B91 r=a 3r r=a (155)

Combining this with (154) then gives the desired expression for the relative amplitude of 

the poloidal magnetic field fluctuations at the edge of the plasma :
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( 156)
w 2 (

ror—
4

1 r= a  -  2 a J q'(rs}
16 (m/n) '  ' Vx( rs) Or • r=a

The task is now to calculate the perturbed flux function, \\q, and island width, W, for the 

saturated tearing mode. To do this a set of reduced resistive MHD equations for the helical 

flux function and velocity stream function in cylindrical geometry are derived ^  in a 

similar manner to those for the slab case in section 1-2.1 by using equation (146), 

assuming incompressibility and only keeping terms of lowest order in e They are :

^  + V -Vy = Ti J -  Eext (157)
9t 1 z

■^■(V-pV<)>) = - e 2- [ V y x V J z ] (158)

J
Z vV 2 k B

________ Z

m (159)

where < J >  is defined the same as in the slab case by V = ez x V<j> + Vz e2. Except for the 

2nd. term in (159) and the neglect of viscosity these equations have the same general form 

as equations (25), (26) and (27) in part 1-2.1. They form the basic set of equations for 

studying the evolution of an m > 2 tearing mode magnetic island in a tokamak type 

plasma.

While the sizes of the magnetic islands are still small compared to the width of the 

diffusion layer their behaviour is adequately described by the linear form of these 

equations, which predicts an exponential growth rate on a hybrid hydromagnetic- 

resistive time scale. However, when the magnetic island exceeds the width of the 

diffusion layer, higher order eddy currents, which oppose the zero order current near the 

rational surface, become dominant and produce a force which replaces the inertia as the 

force which impedes the growth of the mode From this point onwards the inertial term 

in (158) can be neglected so that:

ez-[ V\|/ x VJz ] = 0 (160)
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which was used by Rutherford to show how, at this stage, the growth slows to an 

algebraic rate.

At saturation the \jq mode has essentially the same shape as the linear eigenmode, 

so the factor in the square brackets of equation (156) is estimated using the linear form of 

\ \ f  through :

\j/(r,9,z,t) = Y0(r) + Y1(rd) cos( m0 + kz ) (161)

Substituting this into (160) we find to first order in 8

[
La .
r Or dVr

(162)

which, given the equilibrium toroidal current, Jzo, and the equilibrium flux function, \|/0, 

is suitable for calculating the linear eigenfuntion, \ \ r x , valid for the region outside the 

diffusion layer. Equation (162) is integated numerically in cylindrical geometry using a 

1-D shooting code written by R.B. White.

With the boundary conditions for xjq and \ \ f \  specified by :

m I m-1\|/1 = r , Y 1 = m r  near r = 0

(163)
\|/1 = 0 , y  -  -  1 at r = a .

the code integrates in from the plasma edge and out from the axis toward the rational 

surface at r = rs and then normalizes the results so that \ \r l  is continuous there.

Since the equations are only valid for the region exterior to the diffusion layer, \ \ f \  

is discontinuous at r = rs corresponding to the finite linear A' mentioned in section I-1.1. 

To calculate the saturated island width of the tearing mode magnetic island we employ the 

concept of a nonlinear A', that was also discussed in section I-1.1 and is defined by :

d\\f{ I 

dr ■ r+w/2s

A'(W) 5 --------
r -w/2s

(164)
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where W is the full island width across the separatrix at its widest point. The saturated 

island width, Wsat, is then simply obtained from the condition given in section I-1.1 that 

A'(Wsat) = 0 . A’ is effectively proportional to the free magnetic energy of the initial 

equilibrium that can be released through reconnection of the field lines. The saturation 

condition therefore simply means that the island stops growing when there is no free 

energy left to drive it.

Having specified the initial equilibrium and from it evaluated the linear profile of the 

perturbed flux function and then the corresponding saturated island width, equation (156) 

can finally be used to calculate the amplitude of the B0 fluctuations at r = a corresponding

to a particular helical magnetic island at r = rs with poloidal and toroidal mode numbers 

m and n.
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II-2.2 Results - Comparison with LT-4 MHD Activity

The equilibrium is specified through the following parametrization of the safety 

factor :

1 A (r)

q(r) = q(0) I 1 + ( r / r 0)
2 X(r) "l

(165)

where X(r) = X2 (r/a)2

Values of the parameters q(0), X0, and r0 are determined by fitting with experimental 

electron temperature, Te, profile data obtained from Thompson scattering measurements 

on LT-4. According to Spitzer ^  : r\ «  Te-3/2, so assuming a static equilibrium and 

uniform electric field in Ohm's law the current density varies approximately as Jz Te3/2. 

This establishes the connection between the electron temperature data and the current 

density. From Ampere's law and equation (147) the expression :

B

Z Hn R ^

2 ____
'  q(D 3r (166)

can then be used to relate the current density to the safety factor. This is done by inserting 

the parametrization of q, (165), into (166) to give a corresponding parametrization for Jz

Jz(r) = Jz(0) f l/A , 1 -
f -  1

■ * t f ) 2 V \*J

\

ln(f)

where f = 1 + r (167)

and where Jz(0) is related to q(0) through :

q(0) (168)
n0 R Jz(0)

This was derived from Ampere's Law by assuming that, in the limit r —> 0 , B0 r .
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The fitting parameters are then obtained by fitting the parametrization (167) to the 

LT-4 electron temperature data taken to the 3/2 power while the value of q(0) is evaluated 

using (168) after adjusting Jz(0) so that the total current is equal to that measured directly 

on LT-4.

Ideally, all the Thompson scattering measurements for profile determination should 

be made simultaneously with measurements of the amplitude of the poloidal magnetic field 

oscillations at the edge of the plasma, as was the case on Ormak n̂ \  This would allow a 

point for point comparison of experimental BQ1/Beo measurements with theoretical

values calculated from each q-profile. Thompson scattering measurements on LT-4, 

however, were limited to one per discharge making it necessary to run a series of similar 

discharges to build up a single temperature profile The difficulties in reproducing the 

exact same conditions in each discharge puts obvious limitations on the accuracy, making 

it unrealistic to attempt more than one profile determination, see fig.52(a).

However if we assume that the basic shape of the q-profile remains approximately 

the same, then the parameter r0, in the parametrization for q in equation (165), can be 

varied, keeping q(0) fixed, to obtain different q-profiles for a range of q(a) corresponding 

to a variation in the total current. In this way a plot of B01/Bqo versus q(a) can still be

generated.

Even with this approach a further problem arises because of the scarcity of 

experimental data points, see fig.52(a). With only four data points, accurate to within ± 

70 eV, it was not possible to obtain a unique fit, so a rough hand fit was made from 

which a parametrization was obtained using a least squares fitting code. The data points 

are most scarce towards the outside region of the plasma where the m > 2 rational surfaces 

tend to be and hence where the current density gradients would most sensitively affect the 

size of the magnetic islands. Probably as a consequence of this, the initial fit ( fit(l) in 

table 2.), when used in the calculation, predicted negligible Be amplitudes for all except
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Fig.52(a)
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Table 2

Profile X0 2̂ rz q(0) q(a)

Fit (1) 0.7715 1.2147 0.5502 0.888 3.3333

Fit(2) - 0.77 2.0 0.5311 0.888 3.3333

Fit(3) 0.6 1.7 0.5452 0.888 3.3333



the m=2/n=l mode which peaked around the same range of q(a) as in LT-4 but was an 

order of magnitude too small with B91/Beo ~ 0.02 % instead of 0.3 %.

The saturated island width, which is the dominant factor determining the size of the 

MHD activity, was found by Carreras et a l . t o  be very sensitive to small changes in 

the shape of the profile. With this in mind, a parameter study was made of the behaviour 

of Wsat versus q(a) as a function of Xq and X  ̂the aim being to determine values of these 

parameters which give Wsat and I ^ /B qo for an m=2 island more closely resembling the 

experimental results in fig.46. The results of this study are recorded in figs.53(a),(b) and 

(c) and show that in most cases the saturated island width peaks within a finite range of 

q(a). In particular fig.53(a) shows that increasing X0 : broadens the range of the peak, 

shifts the peak towards larger q(a) and, except for Xq < 0.7, only mildly affects the size of 

the peak. On the other hand fig.53(b) shows that the main effect of increasing X 2 is to 

increase the size of the peak with less change in position as is made clearer in fig.53(c).

Given this information a second fit ( fit(2) in table 2.) was produced by increasing 

X 2 from 1.2 to 2.0 so as to bring the peak amplitude roughly up to that observed 

experimentally, see fig.54(c). However, now the problem is that the peak is too broad. A 

third fit ( fit(3) in table 2.) was therefore made by decreasing Xq from 0.77 to 0.6 so as to 

make the peak narrower, then readjusting X2 to get back to the correct peak amplitude. 

Unfortunately, as noted in the parameter study, decreasing X0 also shifts the peak to a 

lower q(a), so that, although the peak in B ^ / B qo v s . q(a) now has roughly the same 

height and width as the experimental results, see fig.54(c), it is centred on a significantly 

lower q(a). This discrepancy is accentuated by the fact that correcting the calculated values 

of the safety factor of the experimental results for toroidal effects indicates that the range 

of MHD activity occurs at a slightly higher range of q(a), as shown on the upper scale of 

fig.46.

The current and electron temperature profiles corresponding to these fits are plotted 

in fig.53(a) and (b) and show that fit(2) is actually a better fit to the data while fit(3) is
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Fig.54(a)

Fig.54(b)

Fig.54(c)



worse, although all are within experimental error. Further adjustment of and X2 could 

not be made to produce a better fit to the experimentally observed MHD activity. 

Therefore either the theoretical model is not sophisticated enough to predict the correct 

range, which is likely, or the magnetic islands are still there but for some reason the field 

perturbation is not detected outside the narrow range of q(a) shown in fig.46 and 52(c).

It was noted in section II-1.1 that there are several possible sources of asymmetric 

external field perturbations, such as would be produced by the limiter or the single armed 

iron core and according to the vacuum calculation by Dewar *-78l these can interact 

resonantly with the rational surfaces to produce stationary magnetic islands with widths a 

significant fraction of the minor radius. Such islands would, through the coupling of the 

field to the fluid, create a drag effect on the rotating plasma in the vicinity of the rational 

surfaces and would clearly conflict with the tearing mode magnetic islands which 

normally convect along with the plasma. A possible scenario is that when the tearing 

mode islands are small, the external perturbation forces the mode to be stationary with 

respect to the laboratory frame but as the island grows larger, so that a larger region of the 

plasma is prevented from rotating, a point must come where the drag forces on the plasma 

within the island are sufficient to overcome the influence of the external perturbation 

causing the island to get dragged around the torus with the rest of the plasma.

The significance of this scenario here is in the fact that it is only when the magnetic 

islands are unlocked and rotating past the Mimov coils that the temporal fluctuations in 

the poloidal magnetic field are produced. Therefore mode-locking of the islands to an 

external field perturbation could explain the absence of a signal even when the magnetic 

islands are still large enough to significantly perturb the poloidal magnetic field.

A rough criterion for estimating the point of transition to the unlocked state could be 

when the tearing mode islan width exceeds that calculated for the static, forced 

reconnected islands which were found to be roughly 10 % of the minor radius, i.e. 

r » 0.1a By invoking mode-locking below an island width of W = 0.105, as in 

fig.54(a), the detectable B0 signal is then restricted to the range : 2.6 < q(a) < 2.9, which
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brings the theoretical prediction of fit(2), shown in figs.54(b), into good agreement with 

the experimentally observed range of MHD activity as function of q(a), see fig.54(c).

The plausibility of this argument is diminished somewhat when considering how 

the transition to the mode-locked state would occur as function of time. Arguably this 

could occur suddenly with the signal disappearing within one cycle as is observed during 

the irregular MHD activity, see fig.48, or gradually over several cycles with a slowing 

down in frequency. However the regular MHD activity, see fig.48, appears to decay over 

a number of cycles with a steadily decreasing amplitude and with no change in frequency. 

Note that the decrease in amplitude of B0' ( ~ coB0) cannot be due to a decrease in

frequency, co, since the period of the signal does not get longer. This amplitude decrease 

would perhaps be more consistent with a decrease in island size rather than a locking of 

the mode and since the range of MHD activity shown in fig.46 applies to both the regular 

and irregular activity the above mode-locking scenario appears less convincing.

But despite its shortcomings as an explanation for the B0' versus q(a) diagram,

evidence of mode-locking during the irregular MHD activity is overwhelming and in 

section 11-3.3 a numerical investigation is made of the way this might occur.
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II-2.3 Discussion of Results and Conclusions

Even without mode locking there are several discrepancies in the calculation which 

require further qualification. For instance there is the question of the validity of using 

perfectly conducting wall boundary conditions in modelling the LT-4 plasma. In reality, 

the vacuum vessel wall is not perfectly conducting but has a finite resistive skin time and, 

because of the presence of a limiter, it is also separated from the edge of the plasma by 

several centimetres, not right up against the plasma as was assumed in the calculation.

The finite resistivity allows flux penetration of the wall so that it no longer acts as a 

rigid flux surface and therefore no longer provides the stabilization produced by a 

perfectly conducting wall. This, however, is not necessarily the case if the plasma is 

rotating. According to a calculation done by Jensen and Chu ^  a resistive wall will 

stabilize modes just like a perfectly conducting wall if the plasma rotates past it with a 

period, co'1, much shorter than the resistive skin time of the wall, TR(waii) = p-o^aAlw »tie. 

when corR(wall) »  1 where tjw is the resistivity, and 5 is the thickness of the wall. If the 

flow is sheared, however, the effect is destabilizing but only very weakly for the 

parameters of most tokamak plasmas. A report by Rutherford and Furth also indicated 

the same sort of resistive wall stabilization for ideal kink instabilities at the edge of a 

rotating plasma provided the oscillation frequency of the stabilized kinks exceeded the 

rotation frequency of the plasma.

Even assuming that the plasma rotation is fast enough for the resistive wall to be 

treated as if perfectly conducting, the wall is still separated from the edge of the plasma by 

the limiter and therefore its stabilizing effect will be somewhat reduced.

To investigate the effect of moving the conducting wall further out, the calculation 

was extended beyond the lim iter radius at r = a, by adding a smoothly joining 

exponentially decaying tail to the current profile, with the conducting wall boundary 

condition applied at a larger radius at r = b. This is based on the assumption that a diffuse 

plasma, which supports a weak current, exists between the limiter and the wall.
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The destabilizing effect is quite dramatic even when b is only a little greater than a. 

When b = 1.5a the peak saturated island width is almost doubled, producing an almost 

sixfold increase in the BQ amplitude. Even the original equilibrium current profile, fit(l),

resulted in a peak amplitude many times greater than for the experimentally observed 

signal when the wall radius was increased. In fact it was difficult to find a set of 

parameters for the current profile which would not produce such large amplitudes for the 

m=2/n=l mode. It would therefore seem almost necessary to have full perfectly 

conducting wall stabilization to account for the smallness of the experimentally observed 

signal.

The reason for this may involve the limiter. One proposition put forward by 

Freidberg, Goedbloed and Rohatgi to explain the absence of experimentally observed 

external ideal MHD kinks is that the limiter would stabilize such modes by forcing them to 

assume the form of a standing wave with a node occurring at the limiter. The constraint 

can be thought of as a coupling of plus and minus n numbers for each m so that the net 

effect is one of stabilization. Alternatively, it is conceivable that the rotation of the plasma 

past the limiter might have a stabilizing affect by preventing such nonaxisymmetric field 

perturbations from penetrating out beyond the limiter. If the rotation is fast enough the 

limiter may possibly act on the plasma like a conducting wall even though it forms a ring 

at only one point around the torus. It is in the light of such considerations that we justify 

the use of perfectly conducting wall boundary conditions adjacent to the plasma.

The results of the quasi-linear delta-prime calculations, described in the previous 

section, have been based solely on the m=2/n=l saturated tearing mode magnetic island, 

however a spatial analysis of the signal shows the experimentally observed MHD activity 

to have a large, often dominant m=3 component. It has therefore been suggested that the 

MHD activity is actually due to an m=3 tearing or kink mode, since it begins near where 

the q = 3 rational surface enters the plasma. This is especially evident when toroidal 

corrections are made to the q-values, see upper scale in fig.46.
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It is however unlikely that an m=3/n=l mode forms the dominant magnetic island in 

the plasma since no spontaneous m=3/n=l amplitude was produced in the calculation even 

with the conducting walls pulled further out, although this may be due to poor fitting of 

the electron temperature profile in the outer region of the plasma. By the same token it 

would be hard to explain the absence in the plasma of a dominant m=2/n=l island given 

the apparent easily destabilized nature of the m=2 mode shown by the calculation. A 

possible scenario is that there is a small m=3 island which is driven by the m=2 mode 

through the coupling created by the poloidal variation of the toroidal field in the manner 

demonstrated by Finn On this basis it would contribute to the signal but only over the 

range of q(a) for which the m=2 mode is unstable. In fact since the q=3 rational surface is 

closer to the the edge of the plasma than the q=2 surface the Mimov coils would probably 

tend to pick up a larger proportion of m=3 signal even if the m=3 island is much smaller.

A significant m=2 component of the signal is observed on the Mimov coils but its 

dominance should be more evident with an internal detection system. The soft X-ray 

emissions clearly show fluctuations in the temperature and density but since most of the 

flux comes mainly from the hot centre of the plasma they are only suitable in LT-4 for 

distinguishing sawteeth oscilations and m=l modes. Phase scintillation interferometry on 

the other hand detects only density fluctuations and is therefore more suitable for picking 

up signals from the region between those covered by soft X-rays and Mimov coils. 

Results from this technique seem to indicate a large m=2/n=l mode ^  but this is not yet 

conclusive because the method involves a line integral through a volume of plasma which 

makes it difficult to determine the mode structure of the signal.

Spatial analysis of the magnetic coil signals in the small tail of activity of regime II 

in fig.46 reveals it to be almost a pure m=3/n=l mode. It is therefore likely that this 

activity does correspond to a spontaneous m=3 kink or tearing mode. If we assume, as 

proposed earlier, that the absence of an m=2 signal in regime II is because it is mode 

locked then the fact that the m=3 mode is not implies a weaker coupling of the external 

perturbation to the m=3 island. This seems unlikely given that the m=3/n=l rational
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surface is closer to the edge of the plasma and this therefore represents another drawback 

to the mode locking scenario as a means of explaining the narrow range of MHD activity 

of regime III.

In conclusion, although the mode locking scenario provides a neat way to clip the 

unexplainably broad range of activity predicted by the quasi-linear delta prime calculation 

as a function of q(a), it is more likely that its failure to predict the narrow range observed 

experimentally is an artifact of the way in which a single temperature profile was, with 

minimal justification, adjusted to represent the profiles corresponding to a range of q(a). 

More accurate representations of the temperature profile for several values of q(a) would 

probably allow the same calculation to predict a range of activity closer to that observed.

The validity of the calculation is backed up by its successful application to results 

from Ormak and T-4 û \  These devices exhibit broader ranges of MHD activity as a 

function of q(a) than LT-4 which agree more closely with the theoretical predictions 

without invoking mode locking. This could just mean that they do not have sufficient 

asymmetry to induce locking of their islands. In any case the quasi-linear delta prime 

theory has been successfully applied to many situations including a calculation of plasma 

disruptions by Turner and Wesson '■96̂ in which the self consistent interaction of the 

tearing mode evolution with transport processes is investigated.

The major limitation of the analysis, as used here, is the scarcity and poor quality of 

the electron temperature data. The few Thompson scattering measurements are clearly 

insufficient to distinguish the subtle changes in the current profile for which the saturated 

island width is so sensitive. Conversely it is because of this great sensitivity that a 

reasonable fit to the temperature data could be found which was also reasonably consistent 

with the observed amplitudes of the poloidal magnetic field fluctuations.

If mode locking is dependent upon the size of the islands, as suggested, then the 

sensitivity to the current profile could mean that the general transport related fluctuations 

in the current during the discharge may produce changes in the island size sufficient to 

induce a switching back and forth between the locked and unlocked states similar to that
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indicated by the irregular MHD activity. Fig.54(a) indicates that a fluctuation in island 

width of only ~3.% of the minor radius would be required. In any case the overwhelming 

evidence for mode locking during this irregular MHD activity provides the main 

motivation for investigating the process further.
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II-3.1 C o rru g a ted  W all B oundary  C onditions.

In the calculations of the previous section a mode locking scenario involving the 

effect of an external field perturbation in the LT-4 tokamak was invoked without actually 

demonstrating how it would occur or whether it can occur. These questions are, perhaps, 

best tackled using numerical modelling techniques for which the nonlinear 2-D plane-slab 

visco resistive code used in Part I is suitable for doing a qualitative study of the process. 

To simulate the relative motion of the plasma past the walls, a uniform ExB drift in the y- 

direction, Vy , is set up as described in section 1-2.1 by introducing a potential difference 

between them. This is implemented in the code by setting the initial zero order velocity 

stream function a s :

To simulate the periodic field perturbation of the limiter or iron core a sinusoidal magnetic 

field variation can be imposed at the boundary, although to avoid the generation of 

artificial viscous boundary layers it is also necessary to perturb the fluid in the same way. 

This can be achieved by adjusting the boundary conditions to model a corrugated perfectly 

conducting wall as schematically shown in fig. 55.

<J)C (x) = V x Yo y (169)

which is maintained by fixing the wall values a t :

(170)

AY

—

/

\ B

Fig.55 X

j /

I
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The boundary conditions that are required to be satified at this corrugated wall are :

"•Biwail = 0 —> perfectly conducting wall (171)

nV L, = o —> Impenetrable wall (172)

n x ( v  x V ) | waU = 0 —» No generation of vorticity at wall (173)

The equation of the corrugated wall is :

x = Xw + AW cos(kny ) (174)

for which a (non-unit) vector normal to the surface of the wall is :

n = ex + kn AW sin( kny ) ey (175)

Consider first the boundary condition on the magnetic field in equation (171) which 

becomes:

B + B k AW sin( k y ) |
X y n n-7 xw + AW cos(kny)

(176)

The grid in the code is fixed between x = ± Xw and cannot be made to follow the 

corrugation without altering the geometry of the grid and hence the entire structure of the 

code. Alternatively the values of \\f, <}) and £ can be specified at x = ± Xw but so as to be 

consistent with a corrugated perfectly conducting wall. To do this we can take advantage 

of the fact that AW «  Xw and expand the boundary condition, (176), in a Taylor series 

to first order in AW around x = Xw like :

B (X ) +xv w' AW cos(kny) + By( X J k n AW sin( kny ) 

xw

= 0
(177)

then substituting in equation (18) of part 1-2.1 for B in terms of \\f this becomes :

chit d2y
_dy_ dxdy

Xw

AW cos( k y ) +
ch{/
dx kn AW sin( kny ) 0

(178)
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The spectral nature of the code means that it is also necessary to express y  in equation 

(178) in a Fourier expansion in order to extract out the boundary conditions for each 

Fourier component. To be consistent the largest period allowed for the boundary 

perturbation must equal the periodicity length of the plasma so that kn = 27tn/Lp. The 

condition then becomes:

-  < ( X W) m cos( kmy ) + v m(Xw) m sin( kmy )
m=l

f (m+n) cos( km+ny ) + (m-n) cos( km ny ) }
3x

+ -A W  2

aw
( (m+n) sin( k m + n y ) + (m*n) sin( k m _ n y ) )  I

+ -  AW 
2 n sin( kny ) = 0 (179)

Jx„

where km = m k 1 and where we have divided through by k^ In general to satisfy this 

condition the coefficients of each Fourier component must vanish so that the following 

individual boundary conditions for each \\f°m  and y sm are obtained by gathering terms 

with the same arguments :

\|/c (X ) = A  AWT m w ' 2

f

3 V | m-nl a yT m+n

\

d x
T

d x
V x w Xw j

y  (X ) = — AWT rrr w' 2

m-n

m-n
m-n 1 ayT m+n

\

ax
*r

Xw
d x

X w j

aso)

m = 1,2,3,-
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As with the straight conducting wall, the corrugated conducting wall imposes no 

constraint on the \|/c0 component, so it is arbitrarily set to zero to be consistent with the 

prepared form of the initial conditions.

The boundary condition (172) generates an identical set of conditions for the 

Fourier components of <|>:

>C(X )rrr w'
1

r

3 C - n l a<j>cTm+n
= —  AW 

2
V

Ox
T

X.
Ox

<bs (X ) = T -A WTmv w7 2

1

m-n 3<C n l 0 0 sT m+n

\

1 m-n 1
V

1

CV
 

X

1__
__
_ -r

X w

Ox
X w j

(181)

The condition (173) on the vorticity reduces to :

W wall = 0 (182)

which, although quite different from the boundary conditions for \ \ f  and c{),also generates 

an identical set of mode conditions to them except for the zero order mode which does 

have a definite vanishing constraint imposed upon it as follows :

0

Cc(x )w7

C (X )^rrr w7

f

2
V
I

-i-A W
2

V

’ 3C n J ^m+n
\

Ox
“T

x .
Ox

M

m-n Otf Im-n 1 +
d Ĉ m+n

1 m-n 1 Ox Ox
x . /

(183)

The boundary conditions (180), (181) and (183) can be greatly simplified by noting that, 

close to the corrugated wall, the plasma will be dominated by the zero'th and the resonant 

or n'th Fourier modes. If we, therefore, neglect the contributions to all but these modes 

then the corrugation boundary conditions at x = ±XW reduce to :
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when m=n
\i/c (X ) =T mv w' X,w

otherwise

\i/s (X ) = 0 for all m,Tmv w' ’ ( 184)

and similarly for <j) and This is further justified because we are really only interested in 

what is going on well within the plasma, so that the purpose of the corrugation is just to 

create some sort of periodic external field perturbation which will interact with the plasma 

at the neutral line in a similar way to that produced by the limiter or iron core. It is 

therefore not important that the disturbance at the wall have a perfectly sinusoidal variation 

as long as the conditions are sufficiently well behaved not to produce any significant 

boundary layer effects. The corrugated boundary conditions were implemented in this 

simplified form and were found to be quite satisfactory for the purpose, with no 

significant velocity shear being produced at the boundary as was the case when only the 

magnetic field was perturbed. At t = 0 we have :

V o «  = 21n^cosh(Xw)

<t>0« = 2 x V y

C o «  =  0

'  cosh(x)

so the boundary conditions should then take the form :

Vn(Xw,t=0) =-AW tanh(Xw)

< (X W, t=0) = -AW Vy 

Ccn(Xw> t=0) = 0
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However, so as to avoid generating any unwanted Alfven waves the corrugation was 

turned on adiabatically, with the amplitude, AW, increasing (half) sinusoidally from zero 

over a period of time (usually t = 3,000 xA ) up to the desired value for the run.

In all the simulations made so far, only the n=l mode of corrugation with period 

equal to Lp has been used, although the conditions obviously do allow for studies 

requiring finer corrugations.
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II-3.2 Forced Reconnection in a Flowing Plasma

Before employing the corrugated boundary condition in a calculation involving 

tearing mode magnetic islands it is first worthwhile to investigate what its effect will be in 

a plasma without tearing modes. Fig. 14 shows that conducting wall stabilization can be 

used to completely stabilize the tearing instability by having the wall separation less than 

the current channel width. In this section we make use of this fact to study forced 

reconnection in isolation by setting Xw = 1.0 and begin by considering the effect of a 

corrugation with amplitude AW = 0.02 in an initially stationary plasma, i.e.with Vy0 = 0.

As also demonstrated previously f55*56-78! the effect of such a perturbation is for it 

to interact resonantly with the plasma at the neutral line to produce a magnetic island 

considerably larger than the perturbation at the boundary, see fig.56, with the x-point of 

the island forming directly opposite the point of maximum inward amplitude of the 

corrugation.

The original current channel is maintained by a z-directed electric field and non- 

uniform resistivity in the same manner as for the tearing mode simulations of Part I, so 

that the plasma can reach a steady or saturated state. The time taken to reach this saturated 

state after introducing the boundary perturbation is, as with the tearing mode, governed by 

the reconnection rate, except of course, when the amplitude of the corrugation is increased 

more slowly than the reconnection process. This was found to be the case here with 

simulations done with S = 104 taking much longer to reach saturation than when S = 103, 

consistent, perhaps, with the Sweet-Parker scaling. This aspect of forced reconnection 

has been thoroughly investigated by Biskamp so will not be gone into any further 

here.

The general properties of the final saturated state are also similar to those of the 

tearing mode. The current distribution, see fig.56, has a peak at the o-point and a 

narrower peak at the x-point although both are much less prominant than for the tearing 

mode, see fig.8(b). The usual vortical flows associated with the continued reconnection
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after saturation also form with the plasma incident at the x-point being accelerated along 

the current sheet towards the o-point.

The reconnection process produced by perturbing the boundary conditions has been 

studied analytically by Kulsrud and Hahm *-55,56̂ and later by Hu In these a simple 

analytical island solution is derived in the limit of perfect conductivity for a plane slab 

configuration similar to that in fig.55 and the resistive evolution to this state is examined 

using various asymptotic techniques. The island width predicted by the analytical solution 

is much smaller than that determined here but this is presumably because they use a 

simpler initial equilibrium of the form B0 = x/a ey in which the magnetic field increases 

uniformly instead of rounding off to a limit as with the B0 = tanh(x/a) £y equilibrium used 

here. The stronger field away from the neutral line in the former case creates a greater 

tension in the field lines which prevents the island from pushing out as far as in the latter 

case.

The formation of magnetic islands through forced reconnection induced by a 

resonant boundary perturbation is clearly not new and has even been demonstrated 

experimentally by inducing an island large enough to trigger a disruption of a tokamak 

plasma However the mechanism becomes more interesting when the plasma is given 

a uniform bulk flow in the y-direction (parallel to the neutral line) . Then the situation is 

not so trivial and should provide some insight into whether the influence of a boundary 

perturbation such as would be produced by the limiter is diminished at all by the rotation 

of the plasma.

In the simulations performed here an initially uniform zero order flow, Vy0, is 

driven by an electric field, Ex , in the form of an E x B drift maintained by a potential

difference between the walls as described in section 1-2.2 and 11-3.1.

The interesting aspect of this arrangment comes from the basic conflict that exists 

between the zero order flow and the static island produced by the corrugated boundary 

purturbation. To see this note that the magnetic island induced by the boundary
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perturbation divides the plasma into two distinct topological regions of (1) inside and (2) 

outside the separatrix of the island Because of the highly conducting nature of the plasma 

the magnetic field is coupled to the fluid through the so called 'flux freezing' condition. 

The Lundquist number, which is the ratio of the Alfven to the resistive velocity, defines 

how fast the plasma may diffuse relative to the field lines due to the finite resistivity and 

so provides a measure of the strength of this fluid-field coupling. In many situations of 

interest the resistivity is so small that the resistive diffusion can be neglected, so that the 

approximation of S = «> can be employed. In this case the fluid can be considered to be 

exactly coupled to the field so that no relative motion is possible, at least across the field 

lines.

The E x B drift generated by the applied electric field forces the plasma to flow in 

the y-direction. This is all right for the plasma outside the separatrix where the topology of 

the field lines does not inhibit such a motion, but, because of the locally closed nature of 

the field lines within the island region, the flux freezing constraint prevents the plasma 

within the separatrix from doing the same. In fact, except for flows of the magnitude of 

the weak vortical flows associated with the continued reconnection after saturation, the 

zero order flow must be completely excluded from the island region.

The simulation also includes a finite scalar viscosity, which provides a coupling 

between adjacent fluid elements, tending to retard their relative motion. If the viscosity is 

weak then we could expect an island to form in which the zero order flow is totally 

excluded from the island region with a velocity gradient created just outside the separatrix 

depending on the size of the zero order flow, Vy0. However if the viscosity is large the 

drag force exerted by the fluid outside the separatrix on the fluid inside it will tend to 

transfer momentum to the plasma within the island so that it is also dragged downstream. 

But if S is very large then this penetration of the zero order flow would violate the flux 

freezing constraint. To avoid this the island must either be removed, or at least reduce in 

size to where the local value of S is small enough for the flow through the island to be 

consistent with the degree of decoupling allowed by the finite resistivity. This is possible

135



since the Lundquist number decreases towards the neutral line due to the decrease in 

magnitude of the magnetic field, which vanishes on the neutral line. The size of this 

decoupling region will decrease with increasing S and in the limit that S —»oo the plasma 

has only two options: (1) to either form an island with the zero order flow totally excluded 

or (2) not form an island at all and allow the zero order flow to extend across the whole 

plasma.

For a finitely conducting plasma, what happens will depend basically on four 

parameters : (1) the amplitude of the boundary perturbation, AW; the size of the zero order 

flow, Vy0, produced by the applied electric field; and the two coupling constants, v, the 

viscosity and S the Lundquist number. Since it is reasonably clear that increasing AW will 

tend to increase the size of the island, we will only consider, in this initial study, the 

dependence of the forced-reconnected magnetic island on Vy0 in the range between 0 and 

VA for several values of v and S. Note also that we will only ever consider one periodicity 

length with Kp = 0.35.

It was shown earlier that lower numbers of Fourier modes are needed in simulations 

with reasonably high viscosity so most of the simulations of forced reconnection were 

done with v = 0.01 with fewer, but more expensive, simulations run with v = 0.0001.

In fig.56 are arranged a set of contour plots of \}/, Jz and <|> for S = 104, v = 0.01, 

which show the changes to the forced reconnected island that occur with increasing values 

of the zero order flow velocity. They are all referred to a plot of the corresponding 

saturated reconnected flux versus Vy0 which provides a more quantitative measure of the 

changes occurring to the island. Note that with the normalizing factors used here Vy0 is 

actually a dimensionless ratio of the flow velocity to the Alfven velocity, as written 

explicitly on the plot, and hence really represents a magnetic Mach number. The plots 

show that, while Vy0 is around the magnitude of the vortical reconnection flows (approx. 

5x1 CT4 ), the zero order flow is mostly diverted around the island. But because of the 

relatively high viscosity it penetrates the island region when Vyo is not much higher than
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this. As Vyo is increased above the value at which t e zero order flow just penetrates to 

the neutral line the magnetic island is shown to decrease rapidly in size, becoming a thin 

filament for cases when the flow is more uniformly spread across the plasma.

As well as decreasing in size the island forms further downstream, with the position 

of the x-point no longer opposite the maxima of the boundary perturbation. The variation 

of this phase shift with is shown in fig.57(c), to almost round off to a limiting value 

before increasing again as Vy0 approaches VA. It is possible that the mode may start 

rotating for Vy0 close to VA but this is not significant since then the island is negligibly 

small.

The effect of the flow on the current distribution is for the x-point current peak to 

merge with or, perhaps more accurately, be engulfed by the upstream o-point current peak 

so that eventually, as Vy0 approaches VA, there is only a single asymmetric current peak. 

Notice, however, that while the flux magnetic island becomes narrower with increasing 

zero order flow the current peak, or current island, becomes broader, covering a 

considerable fraction of the plasma width.

The same behaviour was exhibited by a set of runs made with S = 10 , v = 0.01, as 

also summarized in figs.57(a), (b) and (c), but with the penetration of the zero order flow 

into the island region and consequent fall in island size occurring at a higher value of V^. 

With S = 103 the rate of reconnection is much higher than for S = 104 so the fall off value 

of Vy0 still corresponds to a value not much greater than the magnitude of the vortical 

reconnection flows (approx. 0.002 VA ). On this basis, and as long as the viscosity is 

high, we could expect the flow penetration and consequent fall in island size to occur at a 

lower value of the lower is the value of S.

On the other hand, with the viscosity reduced to the much smaller value of 

v = 0.0001, the viscous coupling between the plasma inside the island with that outside 

is greatly reduced so that, as shown in fig.57 for S = 103 and 104, the magnetic island is 

able to be maintained at its full width with the zero order flow excluded from inside the
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separatrix for much higher values of Vy0. This is shown specifically for the case with 

S = 104, v = 0.0001, Vy0 = 0.01 in fig.58. Note that since the linear momentum is 

conserved,Vyo becomes equivalent to the average flow velocity in the y-direction after the 

plasma is perturbed. The fact that the flow does not quite vanish inside the separatrix is 

due to the vortical reconnection flows which, for this case, are much smaller than V^. By 

excluding the flow in this way the magnetic island retains many properties of the case 

where there was no zero order flow. For instance, the x and o point current peaks are still 

preserved, although a little distorted, and the phase shift is much smaller than for the 

higher viscosity case in which the zero order flow has completely penetrated.

As noted earlier, whether the island is large or small, the effect of flow on the 

current distribution is quite dramatic and the 3-D perspective plots and contour plots of J z  

in fig.59 show the various forms it takes for different values of V ^, v and S. From them 

it can be seen that reducing the viscosity tends to sharpen the features of the current 

distribution, which at high Vy0, when the flow has penetrated, tend to form a line of 

V-shaped peaks with the arms of one rapped around the next in the line.

Fig.57 shows that as well as delaying the flow penetration and drop in island size to 

a higher Vy0, the weaker viscosity also decreases the size of the transition range. For 

example with S = 103 , v = 0.0001 the island can be decreased from full size to a narrow 

filament just by doubling the zero order flow velocity, whereas for S = 103, v = 0.01 the 

flow velocity had to be increased by a factor of 10 or so to achieve the same end.

It has been shown that the velocity of the zero order flow at which the fall off 

occurs clearly depends on the viscosity and the conductivity of the plasma, decreasing 

with increasing v and S. The reason for the dependence on v is reasonably obvious. The 

dependence on S is made clearer by noting that relative motion of the plasma past the field 

is allowed if it is less than the resistive diffusion velocity, so the critical value of Vyo must 

at least be greater than S '1, even with high viscosity. When the viscosity is weak the 

dependence of the fall off velocity on S and v is more subtle. However the determination
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of the actual dependence will be left for a future investigation except to point out that the 

critical velocity appears to approach VA in the limit that v -> 0 and/or S -> 0.

The high velocity shear that would exist just outside the separatrix in such 

circumstances might be expected to become unstable to the Kelvin Helmholtz 

instability [^-"doo.ioi] resuiting jn the onset of turbulence. This can occur in 

unmagnetized fluids with high Reynolds numbers 1̂02̂ and in inviscid fluids when the 

Mach number exceeds 21/2 However, in a plasma with a magnetic field parallel to the 

flow, Sen ^"1 has shown that even if the plasma is completely inviscid a velocity 

dicontinuity in excess of twice the Alfven velocity is needed for the instability to occur. 

The improved stability in the presence of a magnetic field is simply derived from the 

increased tension of the fluid along the magnetic field lines of force due to the 'flux 

freezing' condition. This is not the case if the flow is transverse to the field and it was 

shown in such cases that the magnetic field has no effect on the instability.

Given the relatively weak flows in tokamak plasmas the likelihood of a transition to 

turbulence via the Kelvin Helmholz instability seems remote ; except perhaps near rational 

surfaces where a component of the magnetic field parallel to the flow may have a null. In 

the slab case discussed here this is equivalent to the neutral line where the By field drops 

to zero. We consider only flows which are sub-Alfvenic away from the neutral line and 

since the velocity shear occurs outside the separatrix it is unlikely that the K-H instability 

will occur in these simulations. It is conceivable, however, that the pan of the separatrix 

near the x-point on the neutral line may have super-Alfvenic flows but this is where the 

velocity shear is weakest, see fig.58, and the instability is also stabilized by the finite 

viscosity. In any case for the parameter values tested, S = 103, 104, v = 0.01, 0.0001 and 

0 < Vyo < VA, no turbulent activity was evident, although when the boundary corrugation 

was turned on suddenly an initial violent oscillation in the reconnected flux occurred when 

Vy0 was close to VA. This, however, always decayed away and is most likely just the 

relaxation response to the sudden change in field at the boundary.

139



S = 104 
v = 0.01 
AW = 0.02 
Vy0 = 0.01

S = 104
v = 104 
AW = 0.02 
Vy0 = 0.01

S = 104 
v = 0.01
AW = 0.02
Vy0 = 0.1

Fig.59

S = 104 
v = 10"1 • 
AW = 0.02 
Vy0 = 0.1

S = 103 
v = 104 
AW = 0.02 
Vy0 = 0.5



In summary it has been shown that a resonant boundary perturbation will still 

produce a magnetic island in a flowing plasma by diverting the bulk flow around the 

island region. This can occur as long as the flow velocity is below a critical value 

dependent on the viscosity and the conductivity of the plasma. Otherwise the flow will 

spread across the whole of the plasma with just a thin filament of an island forming.

The apparent reduced interaction of the boundary perturbation with the neutral line 

at high flow velocities, as signified by the reduced island width, could be interpreted as 

being related to the situation of reduced penetration of magnetic flux into a resistive wall 

when the adjacent plasma has a sufficiently high rotation frequency. The problem with 

this idea, however, is that even though the island may be negligibly small, fig.59 clearly 

shows that the effect on the current remains significant. This is especially evident for the 

case with S = 103, v = 0.0001 and Vy0 = 0.5.

The conditions in a highly conducting tokamak plasma like LT-4 where S ~ 106 are 

probably still such that an island would form unimpeded by the plasma rotation because 

of the very weak viscosity and low rotation frequency.

The dependence of the flow velocity, at which the island is suppressed, on the size 

of the boundary perturbation, AW, will be left for a later investigation.
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II-3.3 Mode Locking : Preliminary Simulations

We now consider the effect of the boundary corrugation in a tearing unstable plasma 

by increasing the wall separation to Xw = 2.5 . This creates an added conflict because now 

a tearing mode magnetic island will spontaneously form in addition to the forced- 

reconnected one. The difference, however, is that while the forced reconnected island is 

fixed in the frame of the stationary boundary corrugation, the tearing mode island is free 

to convect along in the frame of the plasma which, in this case, moves relative to the wall. 

Obviously a moving and a stationary island cannot co-exist on the same rational surface so 

it is expected that a competition will develop between the tendency for the island that 

forms to either convect along with the plasma or become mode locked onto the stationary 

boundary perturbation.

Such a situation is qualitatively similar to that which may occur in the LT-4 tokamak 

because of the asymmetric perturbing effect of the limiter and/or the single armed iron core 

and is, therefore, considered to be a possible mechanism for explaining the stop-start 

nature of the MHD activity observed, see figs.47 and 48.

The aim here is to study the basic dynamical mechanism of mode locking and for 

this purpose the plane slab configuration is adequate since it is far simpler than the actual 

tokamak geometry but still retains the essential elements of the process.

Whether mode locking occurs will depend on S, v, Vy0, AW and Xw etc.. Ideally it 

would be desirable to perform a systematic parameter study of the dependence of mode 

locking on these parameters in a similar fashion to that done in the forced reconnection 

study of the previous section. Unfortunately my grant for using the Cyber 205 super­

computer ran out before this could be achieved and so only a handful of exploratory runs 

was possible. These, however, were sufficient to at least demonstrate the basic 

phenomenon, with results that correspond well with experimental observations.

The initial strategy was simply to test for mode locking of an already saturated 

tearing mode in a flowing plasma by first doing a run with unperturbed walls and then
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using the resultant saturated island state as an initial equilibrium in several runs made with 

different corrugation amplitudes to determine the critical value.

This was based on the assumption that mode locking must occur if given a large 

enough boundary perturbation, which is shown to be the case in a run described in fig.60 

for the case with AW = 0.05 and S = 1000., v = 0.01, Vy0 = 0.01 and Kp = 0.35. The 

evolutions of the x and o point positions clearly show the locking of the island, while the 

variation in \|/(x=0,y=0) shows the corresponding disappearance in the magnetic field 

fluctuation. The third plot shows the additional reconnected flux produced on top of that 

generated by the tearing instability after the mode locking occurs. The amplitude of the 

perturbation was increased smoothly from AW = 0. to AW = 0.05 over a period of 3,000 

ta and shows mode locking occurring well before reaching full amplitude. What is more, 

the transition is shown to occur within one cycle, similarly to that observed 

experimentally, although it is possible that this may not be so for other values of S, v, and

Vy0-

Runs made with smaller corrugation amplitudes show that mode locking still occurs 

in the same manner with amplitudes as low as AW = 0.012, but when AW = 0.01 the 

corrugation was found to be insufficient to fully lock the mode. Instead, as shown in 

fig.61, the island is temporarily delayed for a few cycles while it slowly squeezes past the 

point of maximum inward amplitude of the corrugation and then finally surges free to 

convect along with the rest of the plasma, only to get stuck again at the next peak in the 

corrugation. The process is repeated ad infinitum, producing a longer-cycle distorted 

magnetic field response similar to that recorded on LT-4 during the stage of the discharge 

preceding a major disruption, see fig.47. The implication of this being that the apparently 

isolated bursts of growth and decay often referred to as minor disruptions in LT-4 ^  

may actually be instances of partial mode locking of the magnetic islands. If this is so then 

the fact that they precede a major disruption indicates that the major disruption may also be 

a consequence of the same processes that induce mode locking. Each minor disruption is
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accompanied by a negative voltage spike, a burst of hard X-rays and a dip in both soft X- 

ray and electron cyclotron harmonic emissions, although the plasma current remains 

unaffected, so for this partial mode locking scenario to be valid it must be able to explain 

the occurrence of such phenomena.

Fig.62 shows contour plots of Jz, \ \r , <j> and cross-section plots of Vy at two times 

during the process corresponding to: (a) when the island is temporarily mode locked, and 

(b) just after it has squeezed past a corrugation. The current and magnetic flux function 

contours show the magnetic field to be relatively unchanged throughout the process and 

generally look the same as for a tearing mode island in the absence of flow or a boundary 

corrugation. The plasma motion, in contrast, is dramatically altered during each cycle. 

When the island is locked the flow is mostly diverted around the island similar to that for 

the forced reconnection case of the previous section, but, because the island surges free 

with a velocity initially much higher than the averaged flow velocity, (which is maintained 

by momentum conservation) the pattern is reversed with an almost complete transfer of 

momentum into the island from the surrounding plasma. Although this appears quite 

violent, the plane slab configuration only represents the local region around a single 

rational surface of a toroidal plasma so such a transfer of momentum would probably not 

be quite such a global process in practice.

Keeping AW = 0.012, several runs were made with higher flow velocities. With 

Vy0 = 0.03 the island remained unlocked while for Vy0 = 0.015 the island became 

partially locked in the same manner as when AW = 0.01, Vy0 = 0.01. Since the island 

was fully locked with Vy0 = 0.01, AW = 0.012 this shows that larger amplitude 

corrugations are needed to lock the mode when the flow velocity is increased. This is, 

perhaps, not unexpected since the larger the flow velocity the greater is the momentum 

that has to be diverted around the island by the influence of the corrugation.

Further runs will be done later to determine the effect of v and S, although judging 

from the response with purely forced-reconnected islands, described in the previous
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section, decreasing the viscosity should make it easier to lock the mode by decreasing the 

drag on the plasma within the island

Although the procedure of turning on the wall perturbation after the tearing mode 

magnetic island has saturated is the least complicated way of examining mode locking it is 

not the most realistic since the effect of the limiter and/or the iron core would exist right 

from the beginning of the discharge, before the relevant tearing modes emerge. It would 

probably therefore be more realistic to reverse the procedure and test for the transition 

from the static forced reconnected magnetic island state to the unlocked island state as the 

tearing mode evolves. This could be done by introducing the full boundary perturbation 

right at the beginning of the run, or at least increasing the corrugation amplitude to its 

maximum in a time short compared to the linear growth time of the tearing mode. Such 

simulations could then be used to confirm whether there is a threshold island size for 

unlocking the mode, as suggested in the mode locking scenario described in section 

II-2.2, or whether mode locking is determined more by the linear phase of the tearing 

mode through the interaction of the linear eigenfunction with the wall corrugation.

As a matter of interest, an example of a similar type of mode locking can occur in 

the fluid dynamical system of the earth’s atmosphere as a result of geographical effects. 

An example of this can be seen in the weather maps in fig. 63 which show a high pressure 

vortex (or anti-cyclone) getting temporarily locked in the Great Australian Bight for almost 

a week before squeezing past the south eastern tip of the mainland to continue its journey 

eastwards. Note from the plot of the evolution of the centre of the High how it accelerates 

away from the Bight faster than it approaches it.
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II-3.4 Final Remarks

Much of the research presented in this thesis is part of an on-going study of the 

reconnective processes in plasmas. It is an area which has proven to be a rich source of 

interesting physical phenomena, and it is with anticipation that I look forward to tackling 

the many questions that have arisen from my work so far.
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