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(iii) 

ABSTRACT 

This thesis examines the use of product integration for the 

construction of numerical schemes for integral equations . After a 

brief discussion of the literature in chapter 1 , the product 

integration technique , based on piecewise interpolating polynomials 

is described in chapter 2 for integrals of the form 

where f(t) is ' smooth ' and get) is absolutely integrable . Euler 

Maclaurin sum formula are derived for the cases when get) is 

'smooth' and when get) has a finite number of algebraic and 

logarithmic singularities . The application of these Euler Maclaurin 

expansions to numerical schemes for integral equations is briefly 

discussed. 

In chapter 3 , the smoothness of the solution of the second kind 

Volterra equation 

= f (t) + It f (t) + It g(t ,s ,y(s)) ds 
1 2 0 !t-s 

o s t s T yet) 

is examined. It is shown that 

yet) = u(t) + It vet) , 

where , under appropriate smoothness conditions on fl(t) , f 2(t) and 

get, s, y) , u(t) and vet) are smooth functions which are the 

components of a system of equations of the form 



(iv) 

(M~) 

The smoothness results for get) , established in chapter 3, are 

used in chapter 4 to construct efficient numerical schemes for (~.~). 

These schemes are based on the product integration technique 

des cribed in chapter 2 and makes use of (~.~~.~) in a neighbourhood of 

the origon. Convergence and stability of these schemes are examined. 

In chapter 5, the product integration technique described in 

chapter 2 , is used to construct numerical schemes for the first kind 

Fredholm equation 

f

b 
k(t, s)y(s)ds = 

a 
get) , astsb . 

Convergence results for various choices of k(t, s) and get) are 

obtained . 
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CHAPTER 1 

I NTRODUCTI ON 

1 . 1 Intr oduct i on 

Many problems in mathematical physics can be reduced to finding 

the solutions of integral equations of the form 

and 

"Ay ( t) = f( t) + r K (t, s, Y (s ) ) ds , a S t S T 
a 

"Ay(t) = f(t) + fb k(t, s)y(s)ds , a S t S b . 
a 

(1.1.1) 

(1.1.2) 

Equations of the form (1.1 . 1) are called Volterra equations whilst 

equations of the form (1 . 1 . 2) are called Fredholm equations . If 

"A to, the equations are of the second kind and are of the first 

kind otherwise . 

The usual method of solving second kind equations is to 

discretize (1 . 1 . 1) or (1.1 . 2) at a number of grid points and then to 

replace the integral by a quadrature formula based on those points 

(see, for instance, Linz (1967), de Hoog and Weiss (1972 a) and 

Atkinson (1971 )). This reduces the problem to that of finding the 

solution of a set of equations (non-linear for (1 . 1 . 1) and linear for 

(1.1 . 2)) . In order that such schemes be efficient, it is necessary 

that the quadrature rules used yield ' good ' approximations to the 

integral terms . Thus, special care must be taken when dealing with 

equations where a singularity occurs in the integrand or one of its 

derivatives . Clearly, this requires that the smoothness of the 

solution yet) should be known, since the most efficient quadrature 

rules are those which take the exact nature of the singularity into 
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account . 

For first kind equations , however, numerical schemes as described 

above do not in general converge . This has been illustrated by Linz 

(1967) and Jennings (1972) for linear first kind Volterra and 

Fredholm equations , respectively. However , convergent schemes for 

such Volterra equations have been constructed and analysed by Linz 

(1967), Noble (1964) , Hung (1970) , Kobazasi (1966), Jones (1961) and 

de Hoog and Weiss (1972 b , c) when the kernel X(t , s, ye s )) is 

smooth and linear and by Weiss and Anderssen (1972) and Weiss (1972) 

when the kernel is linear and has an algebraic singularity at t = s 

Numerical schemes for first kind Fredholm equation with singular 

kernels have been constructed by Christiansen (1971) and Noble 

(1971) . Although convergence for these schemes has been demonstrated 

numerically, no analytic convergence results have yet been obtained 

as far as the author is aware . 

It should be noted, however , that numerical solutions of integral 

equations can sometimes be obtained by indirect means . Examples of 

this are the numerical schemes based on the inversion formulae for 

Abel type equations (see , for instance , Minerbo and Levy (1969) and 

Anderssen and Weiss (1973)) and numerical schemes based on 

regularized forms of first kind Fredholm equations (see , for instance , 

Wahba (1970) and Jennings (1972)) . 

In this thesis, we examine the use of product integration to 

obtain direct finite difference schemes for second kind Volterra and 

first kind Fredholm equations where the kernels are singular . We 

attempt to show that this technique is particularly suitable for 

integral equations when the smoothness of the solution yet) , as 

well as the singularity in the kernel can be taken into account . The 

product integration technique was first applied by Young (1954) to 
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integral equations and has subsequently received considerable 

attention in this context by Noble (1964), Atkinson (1967), Linz 

(1967) , Hung (1970) , Noble and Tavernini (1971), Weiss and Anderssen 

(1972), Weiss (1972), de Hoog and Weiss (1972 d) and Anderssen, de 

Hoog and Weiss (1973) . 

1.2 Thesis Outline 

In chapter 2 , the product integration schemes are described . 

Quadrature formulae based on piecewise pOlynomial interpolation are 

constructed and generalised Euler Maclaurin sum formulae are derived 

for the case when the integrand has a finite number of algebraic or 

logarithmic singularities . 

In chapter 3, the smoothness of the solution of the second kind 

Volterra equation 

yet) = f (t) + It f (t) + Jt g(t,s ,y(s)) ds 
1 2 o It-s 

(1.2 . 2) 

is examined . A particular case of this equation gives the solution 

of a heat conduction problem . It is found that 

yet) = u(t) + It vet) 

where u(t) and vet) satisfy a system of coupled Volt erra 

equations . 

The results of chapter 3 are then used in chapter 4 to construct 

a number of numerical schemes for equation (1 . 1.2) based on the 

product integration technique described in chapter 2 . Convergence 

results and asymptotic expansions for the numerical solution are 

obtained using the results of chapter 2 . Stability of the numerical 

schemes is then examined via these asymptotic results. 

In chapter 5 , numerical schemes are constructed for the first 
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kind Fredholm equation 

get) = fb {k(t, 8)p(t, 8)+q(t~ 8)}Y(8)ds 
a 

a S t s b (1 . 2.2) 

where k(t, 8) has a singularity at t = 8 and pet, 8) and 

q(t, 8) are smooth , periodic functions . It is indicated how 

equations of the form (1.2.2) arise naturally in the solution of 

Laplace ' s equation, conformal mapping problems and scattering 

problems. The numerical schemes considered are the product 

integration analogues of the midpoint , trapezoidal and Simpson 

schemes . Convergence results for various choices of k(t, 8) , 

pet , 8) and q(t , 8) are derived . 
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CHAPTER 2 

PRODUCT INTEGRATION 

2.1 Introducti on 

A widely used technique for the evaluation of integrals of the 

form 

I (f) 
g = r f(s )g(s)ds 

o 
(2 . 1.1) 

where f(t) is ' smooth ' and get) is absolutely integrable is 

product integration. In this technique, 

-
I (f) 

g 
is replaced by 

I (f) where f(t) 
g 

is some approximation to f(t) such that I (f) g 

can be calculated in a simple manner . 

The class of methods we shall examine are the product integration 

rules in which f(t) is approximated by piecewise polynomial 

interpolation. Although the convergence of these schemes follows 

immediately from standard results on Lagrangian interpolation, the 

correct rate of convergence for specific choices of get) has not 

been investigated . 

In this chapter , we derive generalised Euler Maclaurin sum 

formulae for schemes where get) may have a finite number of algebraic 

and logarithmic singularities . We then indicat~ how such expansions 

can be used to obtain accurate convergence rates for integral 

equations with weakly singular kernels . 

In section 2 . 2 , we introduce the quadrature rules under 

consideration and prove a basic lemma . Euler Maclaurin sum formulae 

are established for ' smooth ' and ' weakly singular ' get) in sections 

2 . 3 and 2 . 4 respectively . These results are then applied in section 

2 . 5 to obtain accurate convergence results for second kind Fredholm 
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and Volterra equations . 

2.2 The Product Integration Rule 

Let 

o ~ u < u < ... < u ~ 1 
1 2 n 

be a fixed set of points and define 

n 
wet) = IT (t-u ) 

k=l k 
, 

the Lagrangian polynomials 

Lk(t) = w(t)/w ' (uk) (t -uk) , k = 1, ... , n 

and the grids 

t z = Zh Z = o, •.. , m h = l/m 

and 

tZk = t z + ~h , k = 1, ... , n Z = 0 , ..., m-l . ( 2 . 2 . 1) 

On 

Z = 0 , ... , m-l , 

the approximation to f(t) is 

and hence 

I (f) 
g 

m-l 
= I 

Z=o 

(2 . 2 . 2) 



This is the mn point quadrature rule with which we are concerned . 

The weights 

f 1 
g ( t l +s h) Lk (s ) ds , k = 1 , ... , n; l = 0 , . .. , m- l 

o 

are calculated analytically . The error functional for the rule is 

-
E (I) = I (I) - I (I) 

g g g 

-
= I (f-I) 

g 

and an expression for it is obtained in the following lemma . 

Lemma 2. 2.1. If f(t) E cP+l[O , lJ ~ P ~ n , then 

where 

7 

w (t) = w(t)p (t) ( 2 . 2 .5) 
r r 

and p (t) is a polynomial of degree r . 
r 

Proo f . It is clear that 

( 2 . 2. 6 ) 

For 0 S s S 1 , it follows from (2 . 2 . 1) and Taylor ' s theorem that 

r=O 

k=l , ... , n Z = 0 , ... , m- l . 

Hence 
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l = 0, ... , m-l . (2.2.7) 

Since 

(2.2 . 8) 

and 

n vi kL w' (Uk) = 0 , q = 1, .. . , n-2 , 

it follows that 

n 
I (s - Uk) Y'Lk ( s) = Q , Y' = 0, .. . , n -1 . 

k=l 
(2 . 2 . 9) 

For Y' ~ n-l 

Y' n) uq 

= I I (Y' (l)q k 
q=n-l k=l q - w I (~) 

Y'-q 
S • (2 . 2 . 10) 

Substitution of (2 . 2 . 8), (2 . 2.9) and (2.2 . 10) into (2 . 2 . 7) yields 

l = 0 , . . . , m-l, ( 2 . 2 . II ) 

where 

Y' n n+q-l 
= (_1)Y' \ \ (n+Y'-l) q-l uk Y'-q 

PY'(s) (n+Y')! L L n+q-l (-1) w'lu
k

) s . (2 . 2 . 12) 
q=O k=l 



The result follows on substitution (2 . 2 . 11) into (2.2.6) . # 

REMARK. Clearly , w (t) , 
1" 

1" = 0 , .. . , p-n , also depend on 

~ ~ k = 1, ... , n . In addition , it should be noted that lemma 

2.2 . 1 is valid for any absolutely integrable get) . 

For fixed s , 0 ~ s ~ 1 , the sum 

9 

(2 . 2 . 13) 

. l' dE·· fl g(s)f(n+1")(s)ds . lS a genera lze uler approxlmatlon to 
o 

Summation formulae for (2.2 . 13) have been investigated by Lyness and 

Ninham (1967) and the application of their results to (2 . 2 . 4) is the 

basis of sections 2 . 3 and 2 .4. 

2. 3 Smooth g{ t) 

Let f(t) E cP+l [ O, lJ , P ~ nand get) E cP-n+l [o , lJ . 

. f g ( t ) f( n +1" ) ( t ) , we fl' nd Applying the Euler Maclaurln sum ormula to 

m-l ( ) (n+1")( ) 
h I g tZ +xh f tZ+xh 

Z=o 

p-n-1"-l 
+ I 

q=O 

= f
l 

get )/n+1") (t)dt 
o 

1" = 0 , ... , p-n (2 . 3 . 1) 

where B (x) , 
q 

q = 1 , 2 , ... , are the Bernoulli polynomials . 

Substituting (2 . 3 . 1) into (2.2 . 4) and collecting powers of h , 

we obtain 

-

'I 
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..... 

E (f) 
g 
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p-n-l + l{fl Jl ( ) + I hn r+ w (s)ds . get)! n+r+l (t)dt 
r=O 0 r-l'l 0 

(2 . 3 . 2) 

The above equation is a generalised Euler Maclaurin expansion for the 

error functional . 

If k = 1 , ... , n , are chosen such that 

r = 0 ,1, .. . , q < n (2.3.3) 

it is clear from (2.2.5) that 

J1SlW(S)ds = 0 , r=O,l, ... ,q 
o r 

z. = 0 , ... , q-r , 

and hence the first q + 1 terms in (2 . 3. 2) vanish . This may be 

expected since for get) = 1 , (2.3.2) reduces to the Euler Maclaurin 

sum formula for the corresponding composite interpolatory quadrature 

rule (see for instance, Baker and Hodgson (1971)). 

In the case that get) = 1 and a symmetric rule is used, the 

coefficients of the odd powers of h are zero and so the expansion 

is in integer powers of h 2
. For a general get) , however, the 

rule is not symmetric and so this does not happen. 

2.4 Singular g( t ) 

In this section, we shall consider the case where get) has a 

finite number of algebraic and logarithmic singularities . 

-
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Firstly we shall establish an Euler Maclaurin sum formula when 

As in section 2 . 3, expansions for sums of the form 

m-l 
h I g(tZ+xh)z(tZ+xh) 

Z=o 

(2.4 . 1) 

where z(t) is a smooth function are required. Such expansions have 

been derived by Lyness and Ninham (1967) who use Lighthill ' s 

procedure to obtain asymptotic expansions for the integral terms in 

Poisson ' s summation formula 

= I ' exp(-2TIiqx) fl g(s)z(s)exp(2TI~qSlds 
q=_oo 0 J 

(2.4 . 2) 

where the prime on the summation sign indicates that the term 

corresponding to q = 0 has been deleted . 

Applying the results of Lyness and Ninham (1967, Eq. 8 . 1) to 

g(t)f(n+r)Ct) we find that 

m-l fl h I g(tz+xh)fCn+r) (tZ+xh) = g(s)f(n+r)(s)ds 
Z=o 0 

p-n-r hq+l { s- C ) 
+ I -!- h z:;C-S-q , x)1jJo~ (0) 

q=O q 

+ hW(_l)q~(_w_q, l-X)1jJCq)Cl) 
lr 

+ hY(~(-y-q, x-mvk)+(-l)q~(-y-q, mvk-x)11jJ~~)(Vk) 

+ h6(~(_6_q, x-mvi)-(-1)q~(-6-q, mvi-x)11jJ;~)(Vi)} 

( p-n-r+l) + 0 h , r = 0, .. . , p-n , (2 . 4 . 3) 

-
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where 

1jJ0r(t) = f(n+r)(t)(l-t)wlt-vkIYsgn(t-v.) It-v.l
e 

't- t. 

IjJlr(t) = f(n+r)(t)tSlt-vkIYsgn(t-v.) It-v·l
e 

t. t. 

1jJ2r(t) = f(n+r)(t)tS(l_t)Wsgn(t-v.) It-v . l
e 

t. t. 

1jJ3r(t) = f(n+r)(t)tS(l-t)Wlt-vkI Y 

and Z;;(a, x) is the periodic generalised zeta function . The 

periodic generalised zeta function is defined by 

z;;(a, x) = z;;(a, x) , x - X = integer, 0 < x ::: 1 

where z;;(a, x) is the generalised Riemann zeta function (see, for 

instance, Whittaker and Watson (1958)) . 

Substitution of (2.4.3) into (2.2 . 4) yields 

E (f) = Pf hn+r fl W (8 )d8 fl g(8 )/n+r) (8)ds 

g r=O 0 r 0 

".(r-1-)(O) 1 
p-n n+r+S+l r ~01- f -

+ I h I (r-1-)! W1-(8)Z;;(-S-r+1-,8)ds 
r=O 1-=0 0 

(_l)r-1-IjJ(r-1-) (1) 1 
+ p~n hn+r+W+l ~ __ ~~17-1-_ _ _ f W"1 (8 )~( -w-r+1- , 1-8)ds 

/., /., (r-l)! 0 v 
r=O 1-=0 

r 1jJ2(~-1-)(vk) fl [ 
+ 
p~n hn+r +Y+l \' v ( );:( +1- 8-m1Jk' /., /., (r-1-)! 0 W1- 8 ~ -y-r, ) 
r=O 1-=0 

r 1-- ,] + (-1) - z;;(-y-r+1-, m1Jk-8 ) ds 

(r-1-) ( , 1 
P -n n +r+e + 1 r IjJ 31- Vi) f [- ( , 

+ I h I (r-1-)! W1-(8) Z;; -e-r+1- , 8-m1Ji ) 
r=O 1-=0 0 

(2 . 4.4) 

This is the desired Euler Maclaurin expansion for g(t) given by 

(2 . 4 .1). For the important case of end point singularities (i.e . 



g(t) = tS(l_t)W) terms of the form {l Wl(s)~(a , s)ds and 
o 
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can be reduced to sums of ordinary zeta functions 

by the relations 

and 

1 
l - a 

fl ~(a , s)ds = 0 , a < 1 
o 

( f
l 1"-1 

~(a-l)-1" s ~(a-l , 
o 

1" = 1, 2, ... , a < 1 . 

If k = 1, ... , n , are chosen such that 

t w(s)ds = 0 
o 

the first term in (2 . 4.4) is deleted . However , from (2 . 4.4) , 

conditions for higher order convergence depend on g(t) , and 

therefore (2.3.3) does not in general lead to higher order 

convergence . 

(2 . 4 . 5) 

To illustrate this, we take 
-~ 

g( t) = t and determine the 

conditions necessary for optimal convergence in the cases n = 2 and 

n = 3 • 

If n = 2 we require (2 . 4.5) and 

f
l -

w(s )~(~ , s )ds = 
o 

o . (2 . 4 . 6) 

Numerical calculation yields 

U
l 

= . 1182506123 , u
2 

= . 7182932992 (2 . 4 . 7) 

For n = 3 we require (2 . 4 . 5), (2 . 4 . 6) and 

-
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f
l 

s w(s )ds = 
o 

Numerical calculation yields 

14 

o . 

U
l 

= . 04456270208 , u
2 

= . 3909749362 , u
3 

= . 8537066313 . (2 . 4 . 8) 

The quadrature formula with the points given by (2 . 4 . 7) and (2 . 4 . 8) 

has been applied to 

I (f) = fl 12-x dx = 1 + TI/2 • 
g 0 IX 

Numerical results for various stepsizes are tabulated in table 2 . 1 . 

The order of convergence can be seen to be three and four and a half , 

respectively. 

Table 2.1 

Stepsize n=2 n=3 

h E (f) E (f) 
g g 

0 . 2 6 .008 E-6 3.025 E-9 

0 . 1 7 . 004 E-7 1. 505 E-10 

0 . 05 8 . 287 E-8 6 . 956 E-12 

0 . 025 9 . 933 E-9 3. 013 E-13 

The extension of (2.4 . 4) to a get) which includes terms of the 

can be made and sgn (t-v. ).e. f1 1 t-v · 1 
t. t. 

by differentiation with respect to S , w, y and 0 , respectively . 

To illustrate this , we consider the case when 

Putting S, wand 0 to zero, differentiating (2 . 4 . 4) with respect 

to y and then putting Y = 0 , we find that 

-



.. 

r 1 [cf'-Z (Z) I fl + I (r-Z)! -y;7[ (g(t)! n+ (t)) Wz(s)~(-r+Z , s)ds 
Z=o dt t =o 0 

+ PrI-=n
o 

/n+r) (Vk)hn+r+l{iYlh I 1 fl W7( S )(~(-r+z , s -mvk ) 
Z=O (r- Z)! 0 v 

15 

(2 . 4 . 9) 

where 

-d -
1';'(0. , s) = dO. 1';(0. , s) 

This expansion can be simplified slightly by substitution of the 

relations 

1'; ( -q , s) = -B q+ 1 (s) / (q+ 1) , q = 0 , 1 , 2 , ... . 

Again, if (2 . 4.5) holds , the first term in (2 . 4 . 9) is deleted . 

2. 5 The Application to Integral Equations 

Atkinson (1967) considers the numerical solution of linear 

Fredholm integral equations of the second kind with singular kernels , 

where 

y(t) = G(t) + A fl K(t , s)y(s)ds , os t s 1 , 
o 

(2 . 5 . 1) 



r 
K(t , s) = I Pk(t , s)Qk(t, s) , r> 1 , 

k =l 

and Pk(t , s) , Qk(t , s) , k = 1, "', r , satisfy 

(i) Qk(t , s) is continuous on 0 ~ s , t ~ 1 

(ii) r IPk(t , s)lds is bounded , and 
o 

Important cases of Pk(t , s ) are 

It-slY , Iv-slY , 0 > Y > -1 , lnlt - sl , b tlv-sl . 

o ~ V ~ 1 
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(2 . 5 . 2) 

(2 . 5.3) 

For illustrative purposes it is sufficient to consider the case 

K(t , s) = pet , s)Q(t , s) 

The application of product integration to the integral term in 

(2.5 . 1) yields the numerical scheme 

j=l , .. . , n 'Z- = 0 , ..., m-l , ( 2 • 5 • 4 ) 

where 

and Y. . denotes the numerical approximation to y (t . . ) 
~ ~ 

Atkinson 

has shown that if A is not an eigenvalue of (2 . 5 . 1) , then (2 . 5 . 4) 

has a unique solution for sufficiently small hand 

max 
j=l , ... ,n 

i=o " . . ,m-l 

Iy (t . . ) -Y .· I = O(E) 
'Z-J 'Z-J 



where 

E = max 
j=l, . . . ,n 

i=O , . •. ,m- l 
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I
m-l n 
L L W 2.k (t. .) Q (t . . , t 2.k)Y (t. .) 

2.=0 k=l 1-J 1-J 1-J 

- jl K(t .. , S}Y(S)dsl . (2 . 5 . 5) 
o 1-J 

We shall indicate how the results of section 2 . 4 can be extended to 

obtain accurate convergence estimates for (2 . 5 . 5) . It will be 

assummed that Q(t, s)y(s) is p + 1 times continuously 

differentiable with respect to S 

The direct application of the results of section 2 . 4 yields the 

following estimates for E : 

(i) E = O(hn jl W(S)ds) + O(hn+l +Y) for pet, s) = Iv-slY 
o 

and 

(ii) E = O(hn fl W(S)dS) + O(hn+linh} for pet, s) = i~lv-sl . 
o 

However for the case pet, s) = It-slY or i~lt-sl , (2 . 4 . 4) and 

(2 . 4 . 9) are no longer valid, since the singularity can be at 

s = t. . , j = 1, .. . , n ; i = 0, .. . , m-l , and thus depends on 
1-J 

h. The extension of section 2 . 4 to these cases is obtained in the 

following way . First, the integral terms in (2.4.2) are rewritten as 

f
l ( . I Jl (2TfiQt . . sl 
o g(s)z(s)exp 2Tf~QsJds = t ij 0 g(tijs)z(ti/)exp h1-J Jds 

(
2

Tf
i Q

t " J jl + (l-t~'J. }exp h 1-J g((l-t . . )S+t . . )Z((l-t .. }S+t . . } x 
" 0 1-J 1-J 1-J 1-J 

(
2TfiQ (l-t ij) sl 

exp h Jds , j=l, ... ,n 1- = 0 , ... , m-l . (2 . 5 . 6) 

-
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For 

g( t) = It . . -t I Y , 0 < t.. < 1 , 
~J ~J 

(2 . 5 . 7) 

equation (2 . 5 . 6) becomes 

where 

h = hit . . ; 
~J 

o < t .. < 1 , (2 . 5.8) 
~J 

h = hi (l-t .. ) . 
~J 

The singularities of the integrands on the right hand side of (2 . 5.8) 

are now end point singularities independent of t .. 
~J 

and so asymptotic 

expansions in hand h respectively for the corresponding integrals 

can be calculated in a similar way to Lyness and Ninham (1967) by 

Lighthill's procedure . 

Define 

and 

where 

Clearly 

G
l 

(t . . , T) 
~J 

= fl (1-S)Yz (t .. S)exp(2niTs)ds 
o ~J 

G
2

(t .. , T) = fl sYz((l-t . . )s+t .. )exp(2niTs)ds 
~J 0 ~J ~J 

-
t = qlh 

G
l 

(t . . , t) and 
~J 

T = q Ih q = 0, 1, 2, ... . 

G
2

(t .. , t) are the Fourier transforms of 
~J 

the generalized functions 

and 

rl>l (t . . , s) 
~J 

= (l-S)Yz(t . . s)H(s)H(l-S) 
~J 

-



¢2(t .. , S) = sYz((l-t .. )S +t . . )H(s)H(l-S) 
'l-J 'l-J 'l-J 

where H is the Heaviside step function defined by 

__ {10 s ~ 0 
H(s) 

s < 0 

For k ~ 0 , let 

and 

1/Jl (t. " S) 
'l-J 

1/J2 (t. " S) 
'l-J 

Rl (t . . , s) 
'l-J 

R
2

(t .. , S) 
'l-J 

R3 (t . . , S) 
'l-J 

k 
= I 

q=O 

(-t .. )q ( ) 
'l-J z q (t . . lo-s )q+YH(l-S ) 

q ! 'l-J) 

k 
= I 

q=O 

R
4

(t .. , Sl = ~ (-l)q a
q

1/J2 (t .. 11 (l- S)qH(l-S) 
'l-J ) q~o q ! asq 'l-J ' ) 

Then it follows from Lighthill ' s theorem that 
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Gl (t .. , T) = f+oo {Rl(t . . , S)+R 2(t . . , s)}exp( 27TiTS)ds + O(jT!-k-l) 
'l-J _00 'l-J 'l-J (2 . 5 . 9) 

and 

G
2

(t .. , T) = f~ {R
3

(t .. , S)+R4(t .. , sHexp(27TiTS)ds + O( !T!-k-l) 
'l-J 'l-J 'l-J 

_00 (2 . 5 . 10 ) 

The generalized Fourier transforms in (2 . 5 . 9) and (2 . 5 . 10) can be 

evaluated by standard integrals (see, for instance, Lyness and Ninham 

(1967 , Eq . (6 . 14))) . Substituting the resulting asymptotic expansions 
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for Gl(t .. , q/h) and G
2

(t . . , q/h) , q = 0 ,1, ... ,into (2.4.2) 
~J 7-J 

we obtain in the same way as Lyness and Ninh am (1967) 

k hq+l { cfi ( 11 + I -,- 2 ( -q, oX) - 1 t - t . . 1 Y z ( t ) 
q=O q . dtq 7-J t=o 

O<t . . <l , k?:.o . 
~J 

Hence it is easy to verify that for g(t) defined by (2 . 5 . 7) , 

equation (2 . 4.4) remains valid if the order term is replaced by 

In a similar way it can be shown that for 

order terms in (2 . 4 . 9) have to be replaced by 

g(t) = inl t-t . ·1 
7-J 

o (in (t .. )hP+l /-tY.~n] + 0 (in (l-t . . )hP+l!(l-t .. )p-n] 
7-J / ' 7-J ~J 7-J 

and 

We thus obtain the estimates 

As an example consider the equation 

f
TT 4 

y(t) = 1 + I Pk(t, s)Qk(t , s)y(s)ds 
o k=l 

where 

o ::: t ::: TT , 

the 
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Sln --2-; Sln --2-; 

{ 

. (t-S\} { . (t+S\ } 

= (t;s) + tn (t+S)(21T- t -S) , 

P3(t , s) = tn(21T- t-S) 

which has the solution , 

yet) = 1/(1+1Ttn2) . 

Atkinson has appli ed the product Simpson rule (Ul = 0 , u2 = ~ , 

U
3 

= 1 , f: w(s)ds = oj to this equation . Although the rate of 

convergence was observed to be approximately O(h4) , only o (h3
) 

convergence was established. The above estimates yield o (h4tnh) 

convergence . 

The above analysis , can also be extended to Volterra integr a l 

equations with singular kernels . In particular , the important cas e 

yet) = f(t) + Jt g(t ,s ,y(s)) ds 
o It -s 

t ~ 0 

will be treated in some detail in chapter 4 . 
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CHAPTER 3 

SMOOTHNESS OF A SECOND KIND VOLTERRA EQUATION 

3. 1 I ntroducti on 

As noted in chapter 1 , finite difference schemes for the second 

kind Volterra equation 

y ( t) = f( t) + r K (t, s, y (s ) ) ds ,os t s T 
o 

(3 . 1.1) 

are usually constructed by discretizing equation (3 . 1.1) at a number 

of grid points and then replacing the resultant integrals by quadrature 

formulae. For example , let 

t. = ih 
'l-

'l- = 0 , .. • , N; h = TIN 

Then , discretizing (3.1.1) at these points yields 

y(t.) = f(t.) 
'l- 'l-

K(t., s , y(s))ds . 
'l-

In order that the quadrature formulae used to approximate the 

integrals K(t. , s, y(s))ds be efficient , it is necessary to 
'l-

know the smoothness of the kernel K(t , s, yes)) , or in particular 

the smoothness of the solution yet) . 

Equation (3.1.1) with 

K(t, s, y) 
= g(t ,s,y) 

It-s 

(3 . 1.2) 

where get , s, y) ~s ' smooth ', has received considerable attention 

(see Chambre (1959), Levinson (1960) and Keller and Olmstead 

(1971)). This equation arises for instance in the heat conduction 

problem 



II 

23 

dW(X,t) 2 
= 

d w(x ,t) x > 0 t > ° at dx2 
, 

w(x , 0) = ° (3 . 1.3) 

dW(O ,t) 
= C (w( 0 , t) - f( t) ) t > ° dX 

where ~(y) and f(t) are assummed to be continuous . In this 

case , it can be verified (see Mann and Wolf (1951)) that 

satisfies 

F(t) = w(O, t) - f(t) 

F(t) = -f( t) - J:-. It C(F(s)) ds 

liT ° It -s 

The solution can then be found using the relation 

W(X , t) = 

(3 . 1.4) 

The smoothness of the solution of equation (3 . 1 . 1) with the 

kernel given by (3.1.2) has been investigated by Miller and Feldstein 

(1971) who show under suitable smoothness conditions on get, s, y) 

and f( t) that 

y ' (t) = o(t-~) as t + 0 

In this chapter, we extend this result and show that if 

then 

yet) = u(t) + It vet) 

where u(t) and vet) are smooth under suitable smoothness 

conditions on fl(t) , f
2
(t) and get , s, y) and satisfy the system 

of equations 
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o S t s T (3 .1.5) 

where 

and 

= g(t ,s,u+I.SV)-g(t ,s,u-I.SV) 

21.S 

( t v) = g(t ,s,u+I.SV) +g(t ,s ,u-I.SV) 
g2 ,s, u , 2 

The system (3 . 1.6) provides an alternative for the numerical 

(3 .1. 6) 

computation of yet) in a neighbourhood of the origin . This will be 

examined in chapter 4 . 

In section 2 . 2, we establish a number of basic lemmas . Th e 

equivalence of (1 . 1.1) with the kernel (3 . 1 . 2) and (3 . 1 . 5) and the 

smoothness of u(t) and vet) are examined in section 3 . 3 . 

3.2 Preliminaries 

In this section , we shall establish a number of lemmas which will 

be required in the subsequent analysis. 

LEMMA 3.2.1. Let fl(t) , f 2(t) and get, s , y) be oontinuous 

with respeot to t and s on 0 S sst sTand gLobaLLy Lipsohitz 

oontinuous with respeot to y Then~ (1 . 1 . 1) with the kerneL given 

by (1.1.2) has a unique oontinuous soLution yet) on [ 0 , TJ . 

Proof. The result follows from the usual contra-ction mapping and 

translation argument on C[O , TJ # 

LEMMA 3.2.2 . Let 
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for some constant L and all u, ul ' u2 ' v, vl and 

Then the system of equations 

1 It Y'+~ 
u(t) = fl(t) + r -S-gl(t , s, U(S), v(s))ds J 

t ° It-s 

° s t s T J 1" = 0 ,1, ... (3.2.2) 

vet) 

has a unique solution u(t), vet) E C[o, TJ 

Proof . Let K be a positive constant such that 

On defining 

x(t) = Kv(t) , 

the result follows by the application of a contraction mapping and 

translation argument on C[O, TJ to the corresponding system of 

equations for u(t) and x(t). # 

DEFINITION . The resolvent R(t) associated with a given kernel 
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function aCt) E Ll(O , T) is defined as the unique Ll solution of 

the linear equation 

R(t) = aCt) + I t a(t-s)R(s)ds , 0 ~ t ~ T . 
o 

Remark . If the kernel function aCt) is non- negative a . e ., 

then the resolvent R(t) is non - negative a . e . (see Miller and 

Feldstein (1971)). 

LEMMA 3. 2. 3 (Tricomi (1957) , Chapter 1) . If X(t) is the 

so Zution of the Zinear equation 

then 

X(t) = f(t) + I t a(t-s) X(s)ds ~ 0 ~ t ~ T ~ 
o 

X(t) = f(t) + I t R(t-s)f(s)ds ~ 0 ~ t ~ T . 
o 

LEMMA 3. 2.4. Let fl(t), f 2(t) E C[O, T J and u(t) , vet) be 

the soZution of the system 

u(t) 

o ~ t ~ T , r = 0 , 1 , .. , (3.2 . 3) 

vet) (u(s )+/Sv(s))ds , 

then~ 

o ~ t ~ T , r = 0 ,1, ... (3 . 2 .4) 

v et ) 

where R(t) is the resoZvent associated with the kerneZ function 



- k2 
aCt) = 2Lt . 

Proof. Clearly from (3.2 . 3) , 

Let 

Then from (3.2.3), x(t) satisfies 

and applying lemma 3.2.3 we find that 
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(3 . 2 . 5) 

o ~ t ~ T 

(3.2 . 6) 

The result for 0 < t ~ T follows from (3 . 2 .5) and (3 . 2 . 6) . From 

lemma 3.2 .2, u(t) , vet) E C[O, TJ and the result follows . # 

unique continuous solutions of the systems 

(3 . 2 . 7) 
I

t r+3f 
u1(t) = fl(t) + ~ _s_ g (t, s, u1( s), v1(s))ds 

t r 0 It-s 1 

and 
1 It r+3f 

u
2
(t) = ql(t) + - _s_ k (t, s, u2(s), v2(s))ds 

t r 0 It-s 1 
(3 . 2 . 8) 

with respect to t , s, u and v on 0 ~ s ~ t ~ T ~ _00 < u ~ 

v < 00 and gl(t, s, u , v) and g2(t, s, u , v) satisfy (3.2.1). 
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Then 

and 

where 

1 It r+~ 
- _s_ (gl(t, s, u

2
(s), v

2
(s))-k

1
(t, s, u

2
(s) , v

2
(s)))ds ~ 

t
r 

0 It-s 

-f
2
(t) = f

2
(t) - q2(t) + 

and R(t~ is the resoZvent associated with the kerneZ 2Lt-~ 

Proof. Define 

C1(t , s) = 

w(t) = v1(t) - v
2
(t) , 

gl(t ,s,u
1
(s),v

1
(s))-gl( t ,s,u

1
(s), v 2(s)) 

w(s) 

o 

o 

g2 (t ,s ,u
1 

(s) ,v
1 
(s)) -g2 (t ,s ,u

1 
(s) ,v 2( s)) 

IS w(s) 

o 

w(s) f: 0 , 

; w(s) = 0 , 

; z(s) = 0 , 

IS w(s) f: 0 , 

IS w(s) = 0 , 



g 2 (t ,s , ul (s) ,v 2 (s) ) -g 2 (t ,8 ,U
2 

( S) ,V 2 (S) ) 

Z(S) 

o 

Clearly from (3.2.1), 

Subtraction of (3.2.8) from (3.2.7) yields 

and it follows from (3.2. 9) that 

29 

z(s) f; 0 , 

z(s) = 0 . 

Let xlCt) , x
2

Ct) E C[O, T J be two non-negative functions such that 

I z C t) I IflCt)1 L r l' = - xlCt) + _ _s_ (rslw(s)I+lz(s)l)ds , 
t1' 0 It -s 

IwC t )1 = If2
(t) I - x

2
(t) L r l' + --k _s_ (rslw(s) 1+ Iz(s) I )ds 

t1'+ 2 0 It -s 

Then from lemma 3 . 2 . 4 , 
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The result follows Slnce R(t), xl(t) and x2(t) are non-negative . # 

LEMMA 3.2.6. Let f(t), get) E C
2n

C_b, bJ ~ b > 0 and define 

F( t) = It {f( It) - f( -It) } 

and 

G(t) = g(it) + g(-It) . 

Then~ F(t), G(t) E cf[o, b2] . 

Proof . The result lS clearly true for n = 0 . Assume the 

result is true for n = r and consider the case n = r + 1 . 

Clearly, 

F ' (t) = _ 1_ {f( it) -f( - It)} + ~{1' (it) +f' (-It)} 
21t 

From Taylor ' s theorem with integral remainder, 

_1_ {f(It)-f(-it)} = 1'(0) + ;; {Jl (l-s)f"(sit)ds 
2it 0 

-C (l-S )1"( -sit)ds} . 

Hence, 

- -where f(t), get) satisfy the hypothesis with n = r It follows 

that F( t) E ~+l [SJ , b ~ • Similarly , G( t) E ~+l CO , TJ and the 

result follows by induction. # 

COROLLARY 3.2.1. Let get , s, y) be n times oontinuousZy 

differentiabZe with respeot to t and s on 0 ~ s ~ t ~ T and 2n 

times oontinuousZy differentiabZe with respeot to y for 

_00 < y < 00 . Then sgl(t, s, u , v) and g2(t , s , u, v) where 

gl(t , s, u , v) and g2(t, s, u, v) are defined by (3 .1 . 6) are n 

times oontinuous Zy differentiabZe with respeot to t , s , u and v on 

O~s~t~T ~ 
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3.3 Smoothness Results 

We first consider the r elat i on 'between yet) defined by (3 . 1 . 1) 

with the kernel given by (3 . 1.2) and u(t) and vet) defi ne d by 

(3 . 1.5) . 

THEOREM 3. 3.1. If 

(i) fl(t) , f 2(t) E C[o , T J and 

(ii) get , s, y) is aontinuous with res peat to t and s 

on ° S ss t sTand gZobaZZy Lipsahitz aontinuous 

with respeat to y ~ 

then (3 . 1 . 5) and (3 . 1 . 1) ~ with 

and kerneZ given by (3 . 1 . 2)~ have unique aontinuous soZutions u(t) , 

vet) and y(t) . Furthermore ~ 

yet) = u(t) + It vet) . 

Proof . Existence , continuity and uniqueness of u(t) , vet) and 

yet) follows from lemmas 3 . 2 . 2 and 3 . 2 . 1 . The result follows since 

u(t) + It vet) satisfies (3 . 1 . 1) with the kernel given by (3 . 1 . 2) . # 

We shall now exami ne the smoothness of u(t) and v(t) . Since 

inductive arguments will be us ed , it is convenient to consider the 

more general problem 

r+~ ( ) s gl t ,s ,u(s) ,v(s) 
ds u(t) 

-It-s 

r = 0 , 1 , ... (3 . 3 . 1 ) 

or equivalently , 
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Y'+~ ( 'I 

f

l ts gl t,ts ,u(tS),V(tS)) 
u(t) = fl(t) + ---=-------- cis 

o Il-s 

Y' = 0 , 1 , ... (3.3 . 2) 

Formally differentiating (3 . 3 . 2), we obtain 

1 ft SY'+~ {ag 1 
u ' (t) = Fl(t) + -----:u- -- -a- (t , s , u(s), V(S))U ' (S) 

tY' 0 It-s u 

where 

ag l } 
+ av- (t , s , u(S) , V(S))V ' (S) cis , 

ag } 
+ av2 

(t, s , u(S) , V(S))V ' (S) cis , 

= f{(t) + fl SY'+~ {gl(t, ts, u(ts) , vetS)) 
o Il-s 

ag l ag l } 
+ tat (t, ts, u(ts), vets)) + ts as- (t, ts , u(ts) , vets)) cis , 

and 

fl ~ {~gt2 = f~(t) + a (t, s , u(tS), vets)) 
o Il-s 

ag2 } 
+ s as- (t , ts , u(ts) , vets)) cis . 

We now consider the system 
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Vet) = Fl(t) + ~ r sr+i fgl 
(t, s, u(s) , v(s))V(s) 

t r + 0 It-s au 

ag 
V(S))V(S)}dS , + av

l 
(t, s , u(s), 

(3 . 3 . 3) 

Vet) = F
2
(t) + _ 1_ r sr+l f g2 

(t , s, u(s), v(s))v(s) 
r+~ 0 It-s au 

t 2 

ag
2 

+ av (t , s , u(s) , V(S))V(S)}ds . 

In the following lemma, we prove that under appropriate conditions 

on f 1 ( t), f 2 ( t) , g 1 ( t, s , u, v) and g 2 ( t , s, u , v) , (3 . 3 . 3) has 

a unique continuous solution on [ 0 , TJ which coincides with u ' (t) 

and v ' (t) where u(t) and vet) are the solution of (3.3 . 1) . 

LEMMA 3. 3.1. Let 

be oontinuously differentiable with respeot to t and 

t, s , u and V respeotively f or 0 ~ s ~ t ~ T and 

(ii) 

j
ag

2 j - - < L au ~ 
L = const . 

Then the solution of (3.3 . 1) is oontinuously differentiable and 

satisfies 

u ' (t) = wet) 

and 

v ' (t) = vet) 

where vet) and vet) is the unique oontinuous solution of (3 . 3. 3) . 

Proof . It follows from lemma 3 . 2.2 that (3 . 3.3) has a unique 

continuous solution. Using the same argument as in Miller and 

Feldstien (1971) (theorem 1), we may assume that sgl(t , s , u , v) 



and g2(t, s , u , v) have compact support . 

Let 0 be a real number in the range 0 < 0 < T12 . For 

o < h ~ 0 and 0 < t ~ T-C , 0 = olT , define 

and 

Then 

z(t , h) = u(t(l+h)) -u(t) 
th 

wet , h) = V(t(l+h)) -v(t) 
th 

, t > 0 , 

, t > 0 • 
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ts ( l+h ) , u (ts ( l+h )) , V (ts ( l+h ) ) ) -g 1 (t, ts , u ( ts ) , V ( ts ) ) } cis . 

By the mean value theorem , 

(l+h)gl (t(l+h) , ts(l+h) , u(ts(l+h)) , v(ts(l+h))) 

- gl(t , ts, u(ts) , vets)) 

= hgl(t(l+h) , ts(l+h) , u(tS(l+h)) , V(tS(l+h))) 

dgl + th ar- (t+G(th) , tS(l+h) , u(tS(l+h)) , V(tS(l+h))) 

dg
l + tsh as- (t , ts+n(tsh) , u(tS(l+h)) , v(tS(l+h))) 

dg
l + (u(ts(l+h))-u(ts)) au- (t , ts, £l(ts) , v(ts(l+h))) 

dgl + (v(ts(l+h))-v(ts)) av (t , ts , u(ts) , VCts)) , 

where 0 < G(th) < th , 0 < n(tsh) < tsh , £l(ts) lies between u(ts) 

and u(tS(l+h)) and vets) lies between vets) and V(t S(l+h)) . 

Hence 
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1 Jt r+i {dgl 
z (t , h) = F 1 (t , h) + r+ 1 s__ au- (t, s , u (s ), V ( s +s h ) ) z (s , h) 

t 0 /t-s u 

dgl } 
+ av- (t , s, u(s) , v(s))l.J(s , h) ds , (3 . 3 . 4) 

where 

fl(t(l+h))-fl(t) Jl r+~ 
F 1 ( t , h) = th + s__ g 1 (t ( l+h ), ts ( l+h ) , 

o h-s 

dg
l 

u(ts(l+h)) , v(ts(l+h))) + t at (t+G(th) , tS(l+h) , 

dg
l 

u(ts(l+h)) , v(ts(l+h))) + ts as (t, ts+n(tsh), 

u (ts (l+h )), V (ts ( l+h ) ) )}ds . 

Similarly 

1 (t Sr+l {dg2 
l.J ( t, h) = F 2 ( t, h) + -- -- -d - (t, s , u (s ), V (s +h ) ) z (s , h) 

t r +i ' 0 It-s u 

(3 . 3 . 5) 

where 

dg
2 

ts(l+h) , u(ts(l+h)) , v(ts(l+h))) + as (t, ts +S(tsh), 

u(tS(l+h)) , V(tS(l+h)))}ds 

o < a(th) < th , 0 < S(tsh) < tsh, u(s) lies between u(s) and 

u(s+sh) ,and v(s) lies between v(s) and v(s +sh) . On defining 

and 

z(O, h) = lim Fl(t , h) 
t+0 
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w ( 0 , h) = F 2 ( 0 , h) + (~)! (1"+ l )! :~ 2 (0 , 0 , U ( 0) , V ( 0 ) ) z ( 0 , h) , 
(1"+~) ! 

it follows from the application of lemma 3 . 2.4 to the system 

(3 . 3.4) - (3.3.5) that z(t , h) and wet , h) are continuous on 

o s t s T-c. Define 

and 

{G~l (t, s , u(s) , v(s+sh)) - :~l (t , s , u( s ) , V( S ))] U( S ) 

(,gl ag J } + Lav- (t, s, u(s) , v(s)) - a/ (t, s, u(s) , v(s)) V(s) dB , 

{[;~2 (t , s , u(s) , v(s+sh)) - :~2 (t , s , u(s) . v(S))]U(S) 

+ [~~2 (t. s , u(s) , v(s)) - ::2 (t . s , u(s) , V(S))]V(S)}dB 

Let E be a positive real number . Since sgl(t . s , u , v) and 

g2(t , s, u, v) have compact support , there exists an hO s uch that 

for 0 < h < ho ' 

and o S t S T-C . (3 . 3 . 6) 

Hence , the application of lemma 3.2.5 to the systems (3 . 3 . 3) and 

(3 . 3 . 4)-(3.3.5) and the subsequent use of (3 . 3 . 6) yields 



\ z (t, h) -V (t) \ 

and 

\ w ( t, h) -V ( t ) \ ~ \ Q 2 ( t , h) \ + _1 -3 r R ( t -s ) s 1"+1 { \ Q 1 (s, h) \ 
2t1"+2 0 

~ e: (1 + _1-3 r R( t-s )Sr+1( l+1S)ds 1 
2tr +2 0 
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for 0 ~ t ~ T-~ , where R(t) is the resolvent associated with the 

kernel 2Lt-~ . From Miller and Feldstien (1971) (lemmas 2 and 4), 

and hence 

Thus, 

and 

R(t) ~ ~ a.e. on 0 ~ t ~ T 
It 

\z(t, h)-V(t)\ ~ De: 

C = canst . 

o ~ t ~ T-8 , D = canst . 

\ w ( t , h) -v ( t) \ ~ De: 

z(t, h) + vet) 

wet, h) + Vet) 

uniformly on 0 ~ t ~ T-8 Since 8 is arbitrary, vet) and vet) 

are the continuous right derivatives of u(t) and vet) respectively 

on 0 ~ t < T. In addition, from the uniform convergence to Vet) 

and Vet) , respectively , it follows that for any inter.val 

I = {t, ~ ~ t ~ T-81 the sets {z( o, h) : 0 < h < 8} and 



{w ( ., h) o < h < 8} are equicontinuous and hence 

lim z(t, h) = lim z(t-h, h) = U(t) , 
h+o h+o 

lim wet , h) = 
h+o 

lim W (t-h , h) = 
h+o 

vet) 

uniformly on I. This implies that U(t) and Vet) are the left 
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hand derivatives of u(t) and vet) respectively on I . A simple 

argument shows that U(t) and Vet) are the left derivatives of 

u(t) and vet) respectively at t = T . This completes the proof . # 

We can now prove the principal result of this chapter. 

THEOREM 3. 3.2. Let 

(ii) get , s, y) be n times oontinuously differentiable 

with respeot to t and s on 0 ~ s ~ t ~ T and 

2n times conUnuously differentiable with respect to 

y on _00 < y < 00 ~ and 

(iii) get, s, y) be globally Lipschitz continuous with 

respect to y. 

Then~ the solution u(t) , vet) of (3.1.5) with gl(t , s, u , v) and 

g2(t , s, u , v) defined by (3.1.6) is n times continuously 

differentiable. Furthermore ~ u(m)(t) and v(m)(t) ~ m = 0 , ... , n 

is the solution of the equations obtained by formally di fferentiating 

(3 . 1.5) m times. 

Proof . From corollary 3.2.1 , it follows that sgl(t , s, u , v) 

and g2(t , s, u , v) are n times continuously differentiable with 

respect to t, s, u and v on 0 ~ s ~ t ~ T, _00 < u, v < 00 • 

The result follows by induction and lemma 3 . 3 . 1 . # 

The above result can be extended, when fl(t), f 2(t) and 
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get, s , y) are analytic. 

THEOREM 3.3.3. Let 

(i) fl(t) and f 2(t) be real analytic in a neighbourhood 

of 0::: t ::: T ~ 

(ii) get, s, y) be real analytic in an open set containing 

all real ordered triples (t , s , y) ~ 0::: s ::: t ::: T ~ 

_ex> ::: y ::: ex> and 

(iii) equation (3 . 1 . 5) have a unique continuous solution 

u(t), vet) in an open set containing the interval 

o ::: t ::: T 

Then u(t) and vet) are analytic ~n an open set containing 

o ::: t ::: T . 

Pr oof. It follows from (ii) and (3 . 1 . 6) that gl(t , s , u , v) 

and g2(t , s , u , v) are real analytic in an open set containing the 

real ordered quadruples (t , s , u , v) , 0::: s ::: t ::: T, _ex> < u, V < ex> • 

For s > 0 define 

D(S) = {z -s ::: Rez ::: T+s IImzl ::: d , 

P = Max{ Ifl (z) I, If2(z) I ; z E D( s )} , 

E(s) = {(z , zs , y) : z E D( s ) , 0 ::: s ::: 1 , Iy I ::: P+l} , 

F(s) = {( z , zs , p, q) . z E D(S) , o ::: s ::: 1 , Ip I, Iql ::: P+l} , 

M = Max{lg(z , zs , y)l , lag ay (z , zs , y) I : z E D( s) , 

0 ::: s ::: 1 , Iy I ::: 2P+2} 

and 

G(s) = {z : -s ::: Rez ::: s , IImzl ::: s/2} . 

Choose s such that fl(z) and f 2(z) are analytic on D( S ) and 

gl(Z , lV , u , v) and g2 (z , lV , u , v ) are analytic on F( s) . Let 
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H(£) denote the set of all functions ¢, real analytic in the 

interior of G(£) , continuous on G( £) and satisfying 

[~(z)\ ~ P+l for z E G(£) . Given ¢ , ~ in H(£) , define 

= () fl IS ( ~(SKZ)jds flz + z--glz , sz,¢(sz), 
o Il-s 

(3 . 3. 7) 

where K = IE. As in lemma 3 . 2 . 2 , K is introduced to obtain a 

contraction mapping. From (3 . 1. 6) it follows that 

\R
l 
(¢, ~)(z) \ ~ P + (IEM)/2 

IR
2

(¢ , ~)(z) I ~ IE (P+M/2) 

Hence, if £ < £ , £ = min{l , 11M2} , then (3 . 3 . 7) is a mapping 
0 0 

from H x H into itself. It can easily be verified that (3.3 . 7) is 

a contraction mapping and consequently u(z) and v(z) are real 

analytic in the interior of G(£) . 

This result can be extended in the following way . If u(t) and 

vet) are real analytic in a neighbourhood of 0 ~ t ~ T+O 

T, 0 > 0 then (3.1.5) is rewritten as 

[let) r ISH ( u( T+s), v( T+S )) ds u(T+t) = + ~ gl T+t, T+S, 
o It-s 

0 ~ t ~ T-T , 

1 r 1 u( T+s) , v( T+s) ) ds v(T+t) = f
2
(t) + -- -- g2 (T+t, T+S, 

IT+t 0 /t-s 

where 

+ fto IS ( = fl (T+t) gl T+t, s , U(S) , v(s)) ds 
h+t-s 

and 



41 

Clearly fl(t) and f
2
(t) are real analytic in the interior of 

R(E) = {z : 0 S Rez S E, IImzl S E/2} for some E > O . From (iii), 

(3.3.7) can be replaced by 

he Jl ISZ+T { ( = U(T+Z) + z~ ----- gl T+Z, T+SZ, 
o Il-s 

~(T+SZ) , ~(T+SZ))-gl(T+Z, T+SZ, U(T+SZ), v(T+sz))}ds 

(3 . 3. 8) 

J; Jl = v( T+Z) + _z___ __1_ {g 2 (T+Z, T+SZ, 
h+z 0 Il-s 

As previously, U(T+t) and V(T+t) can be shown to be analytic in 

the interior of R(E) for E sufficiently small . If 0 is chosen 

such that E ~ 20 > 0 , this process can be continued with 

Since u(z) and v(z) are bounded for z E D(E) , it follows 

from the form of (3 . 3. 8) that the interval [E, TJ can be covered by 

a finite number of applications of the above process . # 



CHAPTER 4 

NUMERICAL SCHEMES FOR SECOND KIND VO LTE RRA EQUATIONS 

WITH SINGULAR KERNELS 

4.1 I ntroducti on 
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In chapter 3 . we have shown that . under appropriate smoothness 

assumptions on fl(t) , f
2
(t) and g(t . s. y) • the solution of the 

second kind Volterra equation 

o ~ t ~ T (4 . 1 . 1) 

has the form 

y(t) = u(t) + It v(t) 

where u(t) and v(t) are the components of the solution of the 

system (3 . 1.5). Since . from theorem 3.3 . 2 . u(t) and v(t) are 

smooth . derivatives with respect to s of g(t . s . y(s)) may become 

unbounded in a neighbourhood of the origin . This indicates that 

quadrature rules for integrals of the form 

J
ti g(t .• s.y (s)) 

- '/, cis - . 
o ~ 

I(t .) 
'/, 

i = 1 •...• N , 

'/, 

and hence the associated numerical schemes for (4 . 1 . 1) will often 

yield low order convergence . if they are based on polynomial or 

piecewise polynomial approximations to (t .• s. y(s)) • 
'/, 

i = 1 . ... . m 

However . from theorem 3 . 3 . 2 . u(t) and v(t) and hence 

gl (t . s . u(s) . v(s)) and g2(t . s . u( s ) . v(s)) are smooth and this 

suggests that the system ( 3 .1 .5 ) be used to obtain numer ical 
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approximations to y(t) . This approach however has two drawbacks: 

(i) The computation involved in solving a system of equations 

is necessarily greater than solving a single scalar equation . 

(ii) The system (3 . 1 . 5) is unstable in the sense that while the 

solution yet) may not grow rapidly, the individual components u(t) 

and vet) may grow exponentially . To illustrate this , we consider 

y (t) = 1 - It Y (s) as , 
o It-s 

which , by a Laplace transform argument , has the solution 

y (t) = expC'rrt )erfc( v'TIt) 

where 

The solution of (3 . 1.5) is given by 

and 

u(t) = exp(nt) {erfc(IITt)+erfc(-ITIt)} 
2 

vet) = exp(nt) {erfc(v'TIt)-erfc(-IITt)} 
21t 

Which grow exponentially . 

In this chapter , we suggest numerical schemes for (4 .1. 1) which 

are hased ' on (3 . 1.5) only in a neighbourhood of the origin and on 

(4.1 . 1) for the ~est of the interval . In this way, it is possible to 

take advantage of the smoothness properties of u(t) and vet) 

without ·letting· the instability of the system (3 . 1 . 5) become dominant 

and also minimises the extra computation involved in solving the 

system of equations. As an example, schemes based on the product 

integration analogues of Simpson ' s rule are treated in detail . An 

alternative scheme whi~h can be applied when the derivatives of 
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g(t, s, y) are known explicitly is also suggested . 

In section 4.2 , some notation is introduced and a number of 

lemmas required for the subsequent analysis are established . The 

numerical schemes are given in section 4 . 3 and their convergence is 

examined in section 4.4. Asymptotic results and a numerical 

example for the ' Simpson ' schemes are given in sections 4 . 5 and 4.6, 

respectively. The alternative scheme is outlined in section 4 . 7 . 

4.2 Preliminaries 

Since in this chapter we only consider the product integration 

analogues of Simpson's rule and 11 it is u
3 

= ) , 

convenient to simplify slightly the notation used in chapter 2 . In 

particular, we define 

t. = ih 
7.-

2 
w(t) = IT 

k=o 

'Z- = 0 , ... , m 

(t-k) , 

h = Tim , 

Zk(t) = w(t)H(t)H(2 - t)/(w ' (k)(t - k)) k 

3 
W(t) = IT (t-k) 

k=o 

and 

= 0 , 1 , 2 , 

Lk(t) = W(t)H(t)H(3-t)/ (W'(k)( t -k)) , k = 0 , ... , 3 

where H(t) is the Heaviside step function defined by 

H( t) 0 {: , 

t :': 0 

t < 0 . 

The following lemmas will be required in sections 4 . 4 and 4 . 5 . 

LEMMA 4.2. 1. The~e exists a oonstant K suoh that 
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i-l I 1 ~ _ _ K-"T"" 
"1 1 3k (.; -1 )Jf ~ 
&= (2(i_l)2 " 

i ~ 2 . 

Proof. 

i-l I 1 1 1 

l=l l~(i-l)~ ~ (i-l)Jf + (i-l)~ 
+ t-2 

___ 1 __ ds 

1 ~ ~ s2(i-l-s) 

LEMMA 4. 2. 2. If f(t) 1-S oontinuously differentiahle ~ 

0 ~ u ~ 1 ~ o < S < 1 and u # s ~ then 

i-l f(tl+sh)ltl+sh 
t. I 1- f( S ) IS ds k 

+ o(~1 h I = + h 2 .r:t: f (t .) et( u , s) 

l=o lti+'Uh-tl-sh 
1- 1-

, 
o~ It: 

1- 1-

i = 1, ... , m (4 . 2.1) 

and 

i = 1, "', m (4 . 2 . 2) 

where 

r;(~ , l - s+u) s > u 

et( u , s) = 

r;(~ , u-s) - 1 u > s 

and r;(-s, a) 1-S the generalised periodio zeta funotion . 

Proof. Since 

It f(s)g(s)ds = t r f(ts)g(ts)ds , 
o 0 

the lemma follows immediately from the generalized Euler Maclaurin 

sum formula for integrands with algebraic singularities given in 

Lyness and Ninham (1967) (Equation (2.4 . 3)) for u = 0 or 1 



For s > u , the result for (4.2.1) follows in the same way by 

the generalised Euler Maclaurin sum formula, since it is easily 

verified that 

i-l f(tZ+sh)ltZ+sh i-l f(tZ+(s-u)h)ltZ+(s-u)h 
h L = h I ----~--- + O(h) . 

Z=o Iti+Uh -tz-sh Z=o Iti-tZ-(s-u)h 

If u > s , then 

i-l f(tZ+sh)/tZ+sh 
h L = h 

Z=o Iti+uh-tz-sh 

i 
L 

Z=O 

f(tZ+(l-u+s)h)/tZ+(l -u+s)h 

It . - t -(l-u+s)h 
-z.+l Z 
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k f(t .)it. 
_ h 2 -z. -z. + 0 (h) 

Iu-s 

Again, the use of the Euler Maclaurin sum formula yields the required 

result. 

The result expressed by equation (4 . 2 . 2) can be established in a 

similar way. # 

If the hypothesis on f(t) in lemma 4 . 2.2 is weakened, we can 

obtain : 

LEMMA 4.2. 3. If f(t) is continuous, 

f( t+h) - f( t) = 0 (h ~, 0 ~ t ~ T , 

o ~ u ~ 1, 0 < S < 1 and u t s , then 

h iii f(tl+shl~ ~ J
ti 

Z=o Iti +Uh-tz-sh 0 

i = 1, ... , m 

and 

1 , ... , m . 

Proof. Clearly 



where 

t. 
f 1- f(s )/8 ds 
o It:=S 

1-

i-l f(tz+sh)/tz+sh 
I h ----'--

z=o Iti+Uh-tz-sh 

Jl f(tZ+xh)~ ax 
o Iti-trxh 

Max I c = o~t~T It f(t) I 

The term which is summed can be shown to be O(h~) by the 

generalised Euler Maclaurin sum formula. The second part of the 

lemma follows in a similar way. # 

4.3 Numerical Schemes 
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First, we shall describe the finite difference schemes proposed 

by Linz (1969) for equations of the form 

y(t) = f(t) + It g(t, s, y(s))p(t, s)ds , 0 ~ t ~ T (4.3.1) 
o 

where g(t , s, y(s)) is 'smooth' with respect to sand p(t, s) 

may contain integrable singularities or singularities in its 

derivatives. We note that (4.3.1) may be a system of equations. 

Discretising (4.3.1) we obtain 

y (t .) 
1-

1- = 0, ... , m. (4.3. 2) 
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As mentioned previously , replacing the integral terms in (4 . 3 . 2) by 

quadrature rules will yield a numerical scheme for (4 . 3 . 1) . Since 

p(ti , s} may be singular , suitable quadrature rules are those based 

on product integration . In particular let 

i =q, ... , m 

be the approximation to g(t ., s , yes)} on o s s st. 
-z, 

Product 
-z, 

integration then yields the quadrature rule 

g(t ., s , y(s)}p(t. , s)ds ~ 
-z, -z, 

-z, = q , ... , m , 

where 

t. 
( -z, 

= J C·Z(s)p(t ., s)ds o -z, -z, 

This leads to the numerical scheme 

y. 
-z, 

i 
= f(t.) + I B· 7g(t ., tn Y7) 

-z, Z=o -z,I- -z, I- I-
i=q , ... , m , (4.3.3) 

where y . 
-z, 

denotes the numerical approximation to y (t.) The -z, 

scheme (4.3 . 3) requires q starting values Yo ' ... , Yq - l 
which 

must be determined independently . If B .. t 0 the scheme is 
-z,-z, 

implicit and explicit otherwise . Implicit schemes require the 

solution of a nonlinear equation at each step. 

The concept of a repetition factor as introduced by Linz (19 67) 

for second kind Volterra equations with ' smooth ' kernels (i . e. 

pet , s) = 1 ) can be generalized in the following way to include the 

scheme (4.3.3) . 

DEFINITION . The scheme (4.3.3) has a repetition factor p if 
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P is the smallest integer such that 

C . ..,(t) = c. ..,(t) , 0 s t s t. , 
~& ~~.& ~ 

for l = 0, ... , i-p , where r is a fixed integer independent of 

In the remainder of this chapter , we shall consider schemes 

which are obtained in the following way. 

If i is even, g(ti , s , yes)) i ::: 2 is approximated by a 

piecewise quadratic interpolating to g(t., s, yes)) 
~ 

at the points 

t 2l , t2l+1 and t 2l+2 • If i is odd this can be extended as 

follows: 

( a) 

on 

g(t., s, yes)) 
~ 

is approximated by a piecewise quadratic 

and a cubic interpolating to g(t. , s , yes)) 
~ 

at 

t. 3' t. 2' t. 1 and t . on [t. 3' t .J , or 
~- ~- ~- ~ ~- ~ 

(b) On [0, 3h] g(t ., s, y (s)) is approximated by a cubic 
~ 

interpolating at 0, h, 2h and 3h and on [3h, t.J by a piecewise 
~ 

quadratic interpolating at t 2l+1 , t2l+2 and t 2l+3 · That is , 

( a) 

C2i , 0 (s) = 2.0 ([) , 

C2i ,n (s) 
(S-t 22._2 j 2. (S-t 2l j 2. ... , i - l , = 2.2 h + = 1 , ·0 h , 

C2i ,n+l (s) 
(S-tnj l = 0 , •. " i-l , = 2.1 h , 

C2 · 2'(s) 
(S -t2i - 2 j = 2.2 h ~, ~ 

C2i+l , l (s) = C 2i ,2. (s) , 2. = 0 , . . . , 2i-3 , 
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C2i+l 2i_2(8) l2 (8 -t ~i-4j (8 -t 2i-2 j = + LO h , , 

C, , (8) 
(8-t 2i _2 j = Lr h r = 1 , 2 , 3 

2t.+ 1 , 2t. - 2+r , , 

(b) 

C2i , l (8) = C 2i , l (8) l = 1, . . " i-2 , 

" 
Lr([) C2 , 1 (8) = r = 0 , 1 , 2 

t.+ , r 
, 

C2i+l , 3 (8) = L3([) + lO (8-
h
3h j 

" (8-tn _l j 
C2i+l,n (8) = l.l h l = 2 , i ... , 

C2i+l,n+l (8) = 
(8-t 2l _1) 

l2 h + l (8-t 2l+l j 
-0 h l = 2 , . . . , i-l , 

C , , = l2(8-t~i-ll . 
2t.+l , 2t.+l J 

The methods (a) and (b) have a repetition factor of one and two 

respectively and can be thought of as generalizations of the schemes 

Simpson #1 and #2 for Volterra integral equations of the second kind 

with 'smooth' kernels investigated by Linz (1967) and Noble (1964) . 

Clearly the above can be generalized to piecewise pOlynomial 

interpolation of higher order. However the present schemes contain 

most of the features of the more general class and most of the 

analysis given in the sequel generalizes easily . A similar analysis 

can also be used to obtain corresponding results for the block by 

block methods suggested by Linz (1969) . 

We now apply the above to obtain numerical schemes for the 

solution of (4 . 1.1). As suggested in section 4.1 , approximations to 

u(t) and vet) are obtained on 0 ~ t ~ a , a > 0 , via (3 . 1 . 5) . 

For a ~ t ~ T , (4.1.1) can be rewritten as 



51 

y Ct+a) = P(t+a) + It g (t+a,s+a,y(s+a)) as , o :s t :s T-a (4 . 3 . 4) 
o It-s . 

where 

The term P(t+a) is approximated by applying product integration t o 

each of the terms on the right hand side of 

f
a g(t+a,s,y(s)) as = fa ISgl(t+a,s,u(s) ,v(s)) ds 

o I t +a-s 0 It+a-s 

+ f

a g 2 ( t +a ,s , u (s ) , v (s ) ) 
--------- ds , 

o It+a-s 

where gl( t , s, u , v) and g 2(t , s , u, v) are given by (3 . 1 . 6) . 

For example , i f a = t , then 
2n 

and 

where 

r ISc . z (s) 

Q2n+i , l = 2n +1.- , 

0 It.+a-s 
1.-

r [S-t j 
Q2n+i , 2n = 

ISZ
2 

~n - 2 

0 It .+a-s 
1.-

r C2 
. Z(s) 

p . Z = n +1.- , ds 
2n+1.- , It .+a-s 0 

1.-

ds , l = 0 , ... , 2n-l , 

ds 

, l = 0 , ... , 2n-l , 
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r (S- t ) 
p . = 

Z2 _ ~n.2 ~ 
ds 2i't+'/... , 2n 

0 I t .+a-s 
'/... 

Z = 0 , ... , 2n are approximations to and 

v (t z) res pe ctively . Using this approximation for F(t+a) , a 

s cheme applied to (4.3 . 4) is then used for the calculation of y(t) 

on a S t S T . 

For ~he analysis of these composite methods it is sufficient to 

investigate the schemes for (3.1.5) and (4.3.4) separately. Although 

(4.3.4) has a 'smooth' solution, it is of the form (4 .1.1 ). Hence, 

for notat ional convenience, we shall conside~ the schemes applied to 

( 4 . 1.1) rather than (4.3.4) and assume that the solution is 'smooth'. 

The finite difference methods for (4 .1. 1) corresponding to (a) 

and (b) are 

'/... 

y~. = f (t .) + It. f 2 (t.) + L W . . ,g (t., t7> Y7)', 
v 1 '/... '/... '/... Z=O '/...(.. '/... (.. (.. 

i= 2 , ... , (4 . 3. 5a) 

a!1d 

i 
y . = fl (ti ) + It. f

2
(t.) + L wag(ti , t z, YZ) 

'/... '/... '/... Z=O 

i = 2, .•. , m (4.3.5b) 

wher e 

t. Ca(s) 
Wa Io '/... ds = , 
~ 

'/... 

t . 
Ca(s) 

w· z I '/... ds = 
. '/... ~ 0 

'J--

and Yi ' y. are the approximations to Y (t.) Similarly, the 
'/... '/... 
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schemes for (3 . 1 . 5) are 

= 2, •• • , m (4 . 3. 6a) 

+ _1_ 
-z.. 

v . = f2 (ti ) L W
U

g
2 

(ti , t z, uZ' V Z) 
-z.. /"t: Z=O 

-z.. 

and 

-z.. 

u. = fl (t i ) + L xUgl(ti , t z, uZ' ;Z) 
-z.. Z=O 

= 2 , ••• , m (4 . 3. 6b) 

1 
i 

v. = f2 (tJ + -- L w
U

g2 (ti , t z, uZ' ;Z) 
-z.. It': Z=O 

-z.. 

where 

t . 
/SCiZ(s) 

Xu f -z.. ds = , 
0 ~ 

-z.. 

and 
t. A 

A f -z.. 
/SCiZ(S) 

Xu = ds 
0 ~ 

-z.. 

Note that the schemes (4.3 . 5 a , b) and (4 . 3 . 6 a , b) require starting 

values at t = 0 and t = h 

4 . 4 Conve rgence Results 

In the sequel , we shall assume that g (t , s , yes)) , 

gl(t , s , u(s) , v(s)) and g2 (t , s , u(s) , v(s)) are sufficiently 

smooth. Subtracting (4.1 . 1) from (4 . 3 . 5a) , (3 . 1 . 5) from (4 . 3 . 6a) 

and defining 
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a. . = x . - x(t .) , 
-z.. -z.. -z.. 

S. = u . - u (t .) 
-z.. -z.. -z.. 

y . = (V.-V(t.));r-
-z.. -z.. -z.. -z.. ' 

we obtain 

-z.. = 2 , ... , I, (4 . 4 .1 ) 

and 

-z.. 

Si = z~O Xu (gl(t i , t z' uZ' VZ) -gl(ti , t z' U(t Z)' V(t Z)))+ Qi 

-z.. = 2 , ... , m , (4 . 4 . 2) 

where 

t . 

I -z.. IS 
-- gl(t ., s, u(s) , v(s))ds 

o ~ -z.. 
-z.. 

_ (i g2 (ti , 8 , "(8) ,V(8) 1 
o ~ 

ds. 

-z.. 

Corresponding equations for (4.3 . 5b) and (4.3. 6b) are obtained by 

"" " replacing a.., W. 7 ' P. , •.. by a.~., W. 7 ' P. , • . . . 
-z.. -z.. ,v -z.. " -z.. ' v -z.. 

The following lemma examines the asymptotic behaviour of 

" " " Q ., R. and P. , Q., R. . 
-z.. -z.. -z.. -z.. -z.. 

P . , 
-z.. 
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LEMMA 4.4, 1, There exis t continuously differentiable functions 

P. 
2'l-+r = h~CP (t

2
. ) + o( h4 ) J 

r Hr ~J 
2'l-+r 

Q . = h~ ~ 1jJ (t . ) + o( h4 ) J 

2'l-+r 2'l-+r r 2'l-+r ) 
1t2i+r 

7 

R2i+r = h2Gr (t2i+rJ + 

"- "- "-

Corresponding relations for P . , Q . 2'l-+r 2'l-+r and R . J 2'l-+r 

with cP (t), 1jJ (t) and G (t) replaced by ~ (t), ~ (t) 
r r r r r 

respectively are also valid. 

r = 0 , 1 

"-

and G (t) 
r 

Proof. For simplicity, denote g(t , s, yes)) by get , s) . By 

defini tion , 

Applying lemma 2 . 2.1 with h replaced by 2h , ul = 0 , u = ~ 2 

and u
3 

= 1 , we find that 

where 

The result for P . now follows by the application of lemma 4 . 2 . 2, 
2'l-
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with u = 0 , to the right hand side of the above equation, since 

J: w( 2s) = 0 . 

To obtain the required asymptotic estimate fo~ P we fl'~st note ... 2i+l' ... 

that Lagrangian interpolation yields the estimate 

3 

k~og(t2i+l ' t 2i+k - 2) 

(2i+1 Lk [8-t~i_2 J dB 

t 2i - 2 It 2i+l-s 

t . 
= f 2'l-+l 

t 2i - 2 

g(t 2i +l'S) 4 
---- cis + O(h) . 

Hence, we find that 

+ f
t2i+l _g~(t~2=i=+1='=S~) 4 cis + 0 (h ) . 
t 2i - 2 It 2i+l-s 

Proceeding in the s ame way as for P2i ' but using lemma 4.2 . 2, with 

U
l 

= 1 , yields the result . 

The other estimates follow in the same way . # 

Remark. Note that the proof of lemma 4 . 4 . 1 is very similar to 

the method used in sections 2 . 2 and 2 . 3 to establish Euler Maclaurin 

sum formulae. The only difficulty is that which arises when 'l- is 

odd . 

We shall now prove some convergence results for the schemes 

(4.3. 5 a , b). 

THEOREM 4.4.1 . Let get , s, y) be gZobaZZy Lipsohitz oontinuous 

with pespeot to y and 
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x - x(t ) = 6 x - x(t ) = 8 6 = 0(6) J 8 = 0(8) r r r J r r rJ r r J 

r = 0 , 1 . 

Then there exist constants K J K such that 

and 

1 a·1 :so K h2 + - J 
A A (7 h8 J 

1- It:-
1- = 2 , ••• , m . 

1-

Proo f. Since the arguments for the scheme (4 . 3 . 5a) can be 

extended to (4 . 3.5b) , only the scheme (4 . 3 . 5a) will be consider ed . 

Let y. , 1- = 2 , " ' , m , be the solution of (4 . 3 . 5a) obtained with 
1-

exact starting values , i . e . 

y. = W. OK (t ., 0 , y ( ° )) + W. lK (t ., h , y ( h ) ) 
1- 1- , 1- 1- , 1-

i 
+ I Wi,ZK(ti , t z' yz) , 1- = 2 , ... , m . (4 . 4 . 3) 

Z=2 

Clearly 

a . = (y . -y .) + (y . - y (t .)) . 
1- 1- 1- 1- 1-

(4 . 4 . 4) 

We now estimate the terms in brackets separately . Subtraction of 

(4 . 3 . 5a) from (4.4.3) y i elds 

y. - y . = W. o(g(t ., 0 , y(O))-g(t ., 0 , yo)) 
1- 1- 1- , 1- 1-

Let C be a constant such that 

1 g ( t i ' rh , y ( rh )) - g ( t i ' rh , y) 1 :so IC 6 , r = 0 , 1 ; 1- = 2 , "' , m , 

and 
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jw . j 
1, , 1' 

l' = 0 , 1 1,=2 , ... ,m . (4 . 4 . 6) 

Then, defining 

a. = j (Y . -y .) ft.j , 1, = 2 , • .. , m , 
1, 1, 1, 1, 

multiplying (4.4 . 5) by It£, taking absolute values and applying the 

Lipschitz inequality for get , s, y) , we find that 

i 
I i = 2 , ... , m , 

l =2 

where L is the Lipschitz constant of get , s , y) with respect to 

1, 

y . Since I jWi,lj/!tl 
l=2 

i = 2 , .. . , m , are uniformly bounded , 

it follows in the same way as in Linz (1969) that 

a . S Kho 
1, 

1,=2 , ... , m . 

Toestimate jy .-y(t .)j , we examine (4 . 4 . 1) with y =y(t) 
1, 1, l' l' 

l' = 0 , 1. Using the Lipschitz continuity of get , s, y) and 

lemma 4 . 4.1 , we obtain 

jy.-y(t.) j S L 
1, 1, 

i = 2, ... , m . 

Hence, using the arguments in Linz (19 69 ), we obtain 

7 

jy.-y(t .) j s Khz 
1, 1, 

i=2 , ... , m . 

The result follows. # 

A similar convergence result for the schemes (4 . 3 . 6 a , b) can 

also be obtained . 
a THEOREM 4.4.2. Let get , s, y) and ay get , s , y) be globally 

Lipsohitz oontinuous with respeot to Y ~ 

ur - u (t r ) = 0r ~ vr - v(tr ) = nr ; 0r ' nr = 0( 0 ) ~ l' = 0 , 1 

and 
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- u(t ) = 6 - v (t ) 6 "-

u ~ v = nr ; nr = 0(0) ~ l' = 0 , 1 . 
l' l' l' l' l' 1" 

Then there exist oonstants K, K suoh that 

I ~i I , \y ·1 s K(h~ + ~J ~ 1- = 2 , .. . , I ~ 
1- It: 

1-

and 

Is . I, I y . I S K (h ~ + oh 1 ~ i = 2 , ... , I . 
1- 1- ~J 

1-

Proof. Again , we shall only examine the scheme (4 . 3 . 6 a) as the 

analysis extends simply to (4 . 3 . 6 b) . As in theorem 4 . 4 . 1, we write 

~ . = (u.-~.) + (~ . -u(t . )) 
1- 1- 1- 1- 1-

and 

y . = {(v . -v . )+(v. -v(t ·)H~ 
1- 1- 1- 1- 1- 1-

where u . and V. are the components of the solution of (4 . 3 . 6 a) 
1- 1-

obtained with exact starting values . 

Let C be a constant such that 

Ig (t ., rh, u(rh) , v(rh))-g (t ., rh, u."" V ) I S IC 0 P 1- P 1- ~. l' 

p = 1, 2 ; l' = 0 , 1 i = 2 , ... ,m, 
3 

Ix . I S 
/Chi 

0 , 1 2 , -- l' = 1- = ... , m 
1-1' ~ 

1-

and 

IW . I /Ch 0 , 1 i 2 , S l' = = ... , m 
1-1' ~ 

1-

Then, defining 

~ . = I (~ . -u·)~1 , i = 2 , ... , m 
1- 1- 1- 1-

and 

y = l(v .-v .)t · 1 , i = 2 , ... , m 
1- 1- 1-
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we obtain in a similar way to theorem 4 . 4 . 1 , 

m 1\2-1 - -s. ::: It: L I ---:r-- (s2-+Y 2-) + Cha , 1.- = 2, •.• , m 
1.- 1.-

, 
2- =2 2-

m Iwill 
y . ::: It: L I (i32- +y 2-) + Cha , i = 2, .•. , m 

1.- 1.- 2-=2 Iii 
Hence , 

m 
I + 2Cha , i = 2 , ... , m . 

2- =2 

m 
Since I is uniformly bounded , it follows in the 

2-=2 

same way as in Linz (1969) that 

- -s. + y . ::: Kha 
1.- 1.-

1.- = 2 , ... , m • 

The estimates for lu .-u(t.) I and Iv .-v(t .) I follow in a similar 
1.- 1.- 1.- 1.-

way . # 

4.5 Asymptotic Expans i ons and Numerical Stability 

Suppose that in (4.3.1) a perturbation of(t) in f(t) causes 

a change oy(t) in yet) , i . e . 

yet) + oy(t) = f(t) + of(t) + I: pet , s )g(t , s , y(s) +oy(s))ds . 

Then , neglecting the O(oy2) term , we obtain 

It a 
oy(t) = of(t) + pet , s) ag 

(t , s, y(s ))oy(s) ds 
o y 

( 4 . 5 .1) 

The linearized equation (4 . 5 . 1 ) characterizes the sensitivity of 

(4.3 . 1) with respect to a perturbation in f(t) . This sensitivity 

must be reflected in the growth of the discretization error and the 
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propagation of rounding errors in finite difference schemes for 

( 4 . 3 . 1) . Hence , the best we can expect for a finite difference 

method is that the leading term in the asymptotic expansion of the 

error grows in a similar way to the solution of (4 . 5 . 1) . In this 

case, the scheme will be called numerically stable . 

We shall first derive an asymptotic error estimate for the 

scheme (4.3.5 a) . To study the effect of rounding errors , we shall 

consider the propagation of the starting errors y - y (t ) = 0 
r r r 

o = O( 0) , r = 0 , 1 
r 

Without loss of generality , we take the 

starting errors to be non-zero. 

To simplify the notation , we introduce 

G(t , s) = ~~ (t , s , yeS)) 

and 

g(t ,o,y , )-g(t ,o ,y(t )) 
r r 

z (t) = 0 
r r 

r = 0 , 1 . (4 . 5 . 2) 

The following theorem examines the asymptotic behaviour of the 

numerical solution. 

THEOREM 4. 5. 1. Let ~r(t) ~ r = 0 , 1 ~ be the solution of the 

system 

and let x(t) be the solution of 

where 

f
t G(t ,s)z (s) 

F (t) = a r ds 
r r ° It -s 



and 

7 

a = 4 
1 3 

Then 

a2i+r = h2~r(t2i+r) + COZO(t2i+r)W2i+r ,0 + CIZ1(t2i+r) W2i+r,1 
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+ hx (t
2

• ) 
'Z-+r 

r = 0 , 1 ; 'Z- = 1, ••• , m/2 . 

Proof . Applying Taylor 's theorem to (4 . 4 . 1) and using theorem 

4 . 4 . 1 and lemma 4.4 . 1, we obtain 

+ W2 · OC OZO(t 2 · ) + W2 · lC 1Z l (t 2 · ) 'Z-+r , 'Z-+r 'Z-+r , 'Z-+r 

r = 0 , 1 'Z- = 1, ... , m/2 . (4.5 . 4) 

From the linearity of (4.5.4), we can write 

a . = p . + q. , i = 2 , "', m 
'Z- 'Z- 'Z-

where 

2i+r 7 

\' W . ~G(t . , t~)P~ + h2:cp (t 2 · ) 
L. 2'Z- +r, £.. 2'Z-+r "" r 'Z- +r Z=2 

r = 0 , 1 i = 1, ... , m/2 (4 . 5.5) 

and 

2i+r 
q2i+r = Z~2 W2i +r , ZG (t2i+r' tZ)qz + W2i +r,OCOZO(t2i+r) 

[ 
h&O] + W2 · lOlz 1 (t 2 . ) + 0 ---'Z- +r, 'Z- +r ~ 

vt2i+r 

r = 0, 1 

Let 

q . = W. 0 Z (t.) + w. lOlZl(t.) + a. 
'Z- 'Z- , O 0 0 'Z- 'Z- , 'Z- 'Z-

Substitution into (4.5.6) yields 

'Z- = 1 • ••• , m/2 . (4 . 5.6) 

i=2 .... , m . 



63 

i 
c. = I w. '1 c (t ., t'1)C'1 

1, l=2 1, , & 1, & & 

i = 2, ''', m . (4.5.7) 

Clearly , 

Since 

= J2h lr(*1 dt w. 
1.. , r 0 It.-t 

1, 

2h l (-htj 
= J r dt 

o It .+2hs 
1, 

= _a_r_h_ + 0 (4J , r = 
It .+2hs i!] 

0 , 1 o ~ s ~ 1 i ~ 2 (4.5.8) 

1, 

it follows that 

3 

C(t 2i+r , t2l+k)ZO (t2l+k)ds + O((i_l~Jjlln + O(~) , 
21.. +r 
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o ( h~ J 
~2' 1.-+1" 

1" = 0, 1 i = 1, ... , m/2 . (4 . 5 . 9) 

Applying the Euler Maclaurin sum formula for integrands with 

algebraic singularities and lemma 4 . 2 . 1 to the right hand side of 

(4 . 5 . 9) , we obtain 

1.-zL Wi,zG(ti , tZ)WZ,OZo(t Z) 

i = 2, ... , m . ( 4 . 5 . 10 ) 

Similarly, 

1.-

Z~2 Wi,ZG(ti , tZ)WZ,lZl(t Z) 

i=2, ... ,m (4 . 5 .11) 

Since x(t) satisfies an equation of the form (4.1 . 1) it follows from 

the results in chapter 3 that 

Ix(t+h)-x(t) I = O(h~) , OS t S T - h . 

Hence, using lemma 4.2.3 , 

1" = 0 , 1 i = 1 , ... , m/2 . (4 . 5 . 12) 
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Let T. = c. - hx(t.) 
~ ~ ~ 

i = 2 , .. . , m . Then , subtraction of 

(4 . 5 .12) from (4 . 5.7) and the use of (4 . 5.10 ) and (4 . 5 .11 ) yield 

T. = 
~ 

i lh~8j I w. 7 c(t ., t7)T7 + 0 - , 
2-=2 ~ v ~ v v It: 

~=2 , ... , m . 

~ 

Hence , in the s ame way as in theorem 4 . 4 . 1 , 

3 

T. = 0 (h281 
~ ~J 

i=2 , ... , m. 
~ 

To estimate Pi ' (4.5.5) is rewritten as 

i-l i -l+r 

P2i+r = I W . 7C (t. . t 7)P 7 + 
2~+r , 2v 2~+r ' 2v 2v I W . 7 C (t. t )p 

2~+r, 2v+l 2~+r' 22- +1 22-+1 
2-=1 2- =1 

+ h ~<P (t
2

. ) + 0 ( h 
4 

1 , r = 0 , 1 
r ~+r ~J 

2~+r 

~ = 1, ... , m/2 . 

In a similar way to (4.5.8), we obtain 

W. 7 
~ , 2v+r 

= 

0<8 < 1; r=O ,l; 2 2- = 2 , ..., i - 3r ; i = 2 , ..., m • 

An analogous analysis to that used for the estimation of c. 
~ 

yields 

r = 0 , 1 ~ = 1 , ... , m/ 2 . 

Hence , the result follows. # 

In the following theorem , an asymptotic error estimate for the 

scheme (4 .3.5 b) is given . 

THEOREM 4. 5. 2. Let z (t) be defined ana2-ogous2-y to (4 . 5. 2) . 
r 

Let 2
r
(t) ~ r = 0, 1 ~ be the 802-ution of 

r = 0 , 1 (4 . 5 . 13) 
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and x'" (t) b h 7· r ~ r = 0 , 1 ~ e t e SOvut~on of 

X (t) 
r 

r = 0, 1 

where 

'" It G(t ,s)z (s) 
F (t) = r ds ~ r = 0 , 1 

r 0 /S./t-s 

= 1 
"3 ~ 

= 2 3 ~ Co = 26/72 ~ 

do = 86/72 ~ d
l 

= 75/72 Then 

7 

a2J +
w 

= hi2 (t. '+ g z (t . ,~. + 6 z (t . \~ . 
v ~. r 2~+r) 0 0 2~+r) 2~+r , 0 1 1 2~+r) 2~+r , 1 

+ h';; ( t 2 . ) + 0 [ h 
4 

] 
r ~+r !t

2i
+
r 

+ [h~g ] ~ 
o !t

2i
+

r 

r = 0 , 1 ; ~ = 1, ... , m/2 . 

Proof . The proof proceeds as for theorem 4 . 5 . 1 . The only 

difference is that the repetition factor is two and hence estimates 

such as (4.5.8) are no longer valid for all ~ but depend on 

whether i is even or odd . The ramifications of this are that the 

error due to the inexact starting values no longer varies continuously 

with t. . # 
~ 

From (4 . 5 . 3) , we obtain 

where 

A(t) = ~~o(t) + ~~ (t) + It G(t ,s) A(s)ds . 
1 0 It-s 

Hence , ~r(t) , r = 0, 1, and x(t) are obtained as the solutions 

of equations of the form (4.5.1), which implies that (4.3 . 5 a) is a 

numerically stable scheme for (4.1.1). 
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From (4 .5 .13) , 

" \(t) 

where 

~ (t) " " It G(t ,s) ~l(S)ds = <po(t) + <Pl(t) + 1 o /t-s 

" " _ ~ (t) _ ~ It G(t ,s) " "2(t) = <PO(t) "2 (s)ds 1 3 o It - s 

Hence , 2 (t) , r = 0 , 1 (and, clearly , also x (t) , r = 0 , 1 ) r r 

may have unstable growth for a stable equation (4 . 1 . 1) . For 

instance , if G(t , s) = -1 , it follows from a Laplace transform 

that ~2(t) behaves like exp(~ tJ . Thus the scheme (4 . 3 . 5 b) 

is not numerically stable. 

It is clear that the preceeding arguments can be generalized to 

show that all methods based on piecewise polynomial interpolation and 

having a repetition factor of one are numerically stable . On the 

other hand , numerical instability may occur in methods with a 

repetition factor greater than one . For Volterra integral equations 

of the second kind with smooth kernels, this result has been 

established by Linz (1967) and Noble (1969 ). 

Asymptotic error estimates similar to those given in theorems 

4 . 5 . 1 and 4.5.2 , can be obtained for the schemes (4 . 3 . 6 a , b) . 

However , since the system (3.1.5) is unstable , for practical purposes 

the schemes (4 .3.6 a , b) can not be regarded as being numericall y 

stable with respect to equation (4.1.1) . As indicated previously , it 

is therefore necessary to terminate the schemes (4 . 3 . 6 a , b ) before 

the instability becomes dominant. 
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4.6 Nume rical Example 

The investigation of the radiation of heat from a semi-infinite 

solid having a constant heat source leads to the equation (see for 

instance , Keller and Olmstead (1971)), 

1 It l-x
4

(s) x(t) = - dB • 
liT 0 It-s 

The compos ite scheme (4 .3.6 a) on 0 S t S a and (4.3.5 a) on 

a S t S 1 was applied to this problem with various step sizes. 

Starting values u(O) and v(O) were obtained via (3.1.5), i.e., 

u(O) = gl(O) 

v(O) = g2(0) + 2g(O , 0 , u(O)) 

The other starting values (ul , u
2

' vl and V
2

) were obtained by 

applying one step of ~he block-by-block method suggested by Linz 

(1969) to (3.1 . 5). All the resultant nonlinear equations were solved 

by a Newton Raphson iteration, 

The numerlcal results for various stepsizes h are tabulated in 

table 4 . 1. 

4. 7 An Al ternati ve Formulation 

From chapter 3, the solution of (4.1.1) has the form 

yet) = u(t) + It vet) 

where u(t) and vet) are the components of the solution of ( 3 .1.5). 

The derivatives of yet) will therefore , in general , become 

unbounded in a neighbourhood of the origin. This difficulty , however , 

can be avoided, if we extract a truncated Taylor series expansion 

(about the origin) of vet) multiplied by It from yet) In 

partic~lar, if u(t) and vet) are suitably s mooth , then 



t 

0.1 

0 . 2 

0 . 3 

0 . 4 

0 . 5 

0 . 6 

0 . 7 

0 . 8 

0 . 9 

1.0 

a = 0 .5 
h = 0 . 1 

3 . 53715229E-l 

4 . 88883032E-l 

5 . 78790512E-l 

6 . 42585689E-l 

6 . 89183436E-l 

7 . 24398475E-l 

7 . 51593944E- l 

7 . 7319008lE-l 

7 . 9068814lE-l 

8 . 0514419lE-l 

Table 4 .1 

a = 0 .45 
h = 0 . 05 

3 . 53823239E-l 

4 . 88809522E-l 

5 .78796717E-l 

6 .4254277lE-l 

6 . 89216386E-~_ 

7 . 24 383572E-l 

7 . 51600536E-l 

7 . 73187020E-l 

7 . 90685735E-l 

8 . 05144999E- l 

a = 0 . 475 
h = 0 . 025 

3 . 5381893lE-l 

4 . 88802420E-l 

5 . 78790942E-l 

6 . 42539428E-l 

6 . 89214888E-l 

7 . 24383127E-l 

7 . 51600597E-l 

7.73187284E-l 

7 . 90686053E-l 

8 . 05145307E-l 

a = 0 . 4875 
h = 0 . 0125 

3 . 53818448E-l 

4 . 88801735E-l 

5 . 78790440E-l 

6 .42539175E-l 

6 . 89214802E- l 

7 . 24383123E-l 

7 . 51600626E-l 

7 . 73187322E-l 

7 . 90686089E-l 

8 . 051453 39E-l 

0'> 
LO 
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u(t) = yet) - It I 
k=o 

= yet) - It vet) 

is p times continuously differentiable . As (theorem 3. 3 . 2) 

u(k)(t) and v(k)(t) , k = 0 , . .. , p are the components of the 

solution of the system of equations obtained when (3 . 1 . 5) is 

differentiated k times, we can obtain u(k)(O) and v(k)(O) , if 

the derivatives of fl(t) , f 2(t) and get, s , y) are known 

analytically, by letting t tend to zero in these equations . When 

p = 2 , for example , we obtain 

u(O) = fl (0) 

V (0) = f 2 (0) + 2g (0, 0 , u( 0) ) , 

u ' ( 0) = f { ( 0) + 2 ~~ (0, 0 , u ( 0 ) ) 

and 

v ' (O) = f~(O) + 2 ~~ (0,0, u(O)) + ~u ' (O) ~~ (0,0 , u(O)) • 

Since u(t) is smooth , gl(t, s, u(s) , v(s)) and 

g2(t , s , u(s), v(s)) will be smooth, if get , s, y) is suitably 

smooth. Hence , if (4.1.1) is rewritten as 

u(t) = fl(t) + It (f2(t)-v(t)) + 

I
t ISgl(t,s,u(s),V(s))+g2(t ,s,u(S),V(S)) 
--~----------------~--------------- ds , 

o It -s 

product integration schemes {based on piecewise polynomial inter-

polation to gl(t , s , u(s), v(s)) and g2(t , s , u(s), v(s)) } for 

the above equation should yield reasonable results . 

The scheme corresponding to the Simpson scheme (a) is 
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'Z-

u. = fl(t.) + ~ (f2(t.)-v(t.)) + I {'xagl (ti , t z' U z, V (t z)) 'Z- 'Z- 'Z- 'Z- 'Z- Z=o 

+ wa g2(ti , t z' U z, V(t z) )} i = 2, . . . , m • 

The scheme corresponding to the Simpson scheme (b) is obtained by 
A A 

replacing XiZ and WiZ by XiZ and WiZ respectively. 

Convergence results corresponding to theorem 4 . 4 .1 and asymptotic 

results corresponding to theorems 4 . 5.1 and 4.5.2 can easily be 

obtained for these schemes. 
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CHAPTER 5 

THE NUMERICAL SOLUTION OF FI RST KIND 

FREDHOM EQUATIONS WITH WEAKLY SINGULAR PERIODIC KERNELS 

5.1 Introduction 

The numerical solution of a Fredholm equation of the first kind 

Ky = t k(t , s)y(s)ds = f(t) , a::: t ::: b 
a 

(5 .1. 1) 

poses a number of theoretical and practical difficulties . Some of 

these may be illustrated by considering the case when k(t, s) is 

symmetric , square integrable and has a complete set of orthonormal 

eigenfunctions <t> (t) 
l' 

with associated eigenvalues A 
l' 

l' = 0 ,1 , 2, ... with \A):': \A1'+l \ . In this case , 

00 

k(t, s) = I 
1'=0 

A <t> (t)<t> (s) , a . e . 
l' l' l' 

and so a perturbation 

00 

af( t) = I 
1'=0 

a <t> (t) , 
l' l' 

in f(t) causes a perturbation 

00 a 
ay( t ) = I A

1' 
<t>1'(t) 

1'=0 l' 

in the solution . Since the operator K is compact, 

zero as l' increases . As the components 

A tends to 
l' 

in af(t) are 

amplified by a factor l / A 
l' 

in ay(t) , the rate at which the 

eigenvalues tend to zero will characterize the sensitivity of C5 . 1 . 1) 

to perturbations in gCt) . 
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It must be expected that the sensitivity inherent in (5 . 1 .1) will 

manifest itself in the approximate solutions obtained by the 

application of numerical schemes (such as finite difference schemes) 

directly to (5 . 1 . 1) . Hence , direct methods will fail to yield 

satisfactory results , if the eigenvalues tend to zero too quickly or 

if the data f(t) contains highly oscillatory errors . In these 

cases , schemes should be based on a regularized form of (5 . 1 . 1) (see 

Tikhonov (19 63 a) , (1963 b)) where the solution will depend 

continuously on the data . 

The behaviour of eigenvalues of Fredholm operators has received 

extensive investigation . As a general rule, the smoother the kernel , 

the faster the eigenvalues tend to zero . Consequently, it may be 

expected that direct methods will be unsuitable unless the kernel or 

one of its derivatives is singular or discontinuous . In fact, many 

Fredholm equations which arise in pract ical applications have kernels 

which are s ingular at t = s . A typical example is 

(5 . 1 . 2) 

where (x(t) , wCt)) is the parametric equation of a plane, closed , 

smooth and simple curve . Details about applications where this 

kernel arises are given in section 5 . 2 . 

A number of methods for the solution of first kind Fredholm 

equations with singular kernels have been proposed , (see for instance 

Noble (1971) and Christiansen (1971)) . Convergence of these methods 

has been observed , but, as far as the author is aware , no convergence 

results have been established . 

In this chapter, we examine the product integration analogues of 

the mid-point (of . Noble (1971)), trapezoidal and Simpson schemes for 

the equation 
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t {k(t , s )q(t , s)+p(t , s)}y(s)ds = J(t) , a S t S b (5 .1.3) 
a 

where q(t , s) and pet , s) are periodic and ' smooth ' and k(t , s) 

is periodic and has a singularity at t = s . In particular , we 

shall examine the case when the eigenfunctions of the operator 

associated with the kernel k(t , s) are 

(i) cos 

(ii) cos 

( iii) sin 

2TIrt 
(b - a) , 

TIr t 
(b - a) , 

2TIrt 
sin (b-a) 

or r = 0 , 1 , 2 , .. . . 

It will be assumed in the sequel that (5 . 1 . 3) has a unique , periodic 

and ' smooth' solution . 

In section 5 . 2 , a number of applications for the Fredholm 

equations under consideration are given . Numerical schemes , b ased on 

product integration , for (5 . 1 . 3) are derived in section 5 . 3 and the 

convergence of these schemes is then investigated in section 5 . 4 . A 

numerical example is given in section 5 . 5 . 

5.2 Some Applications of First Kind Fredholm Equations 

Let u(x , w) satisfy Laplace ' s equation 

u + u = ° (x , w) E S xx WW ' 
(5 . 2 .1) 

subject to the Dirichlet boundary condition 

u (x , w) = J( x , w) , (x , w) E C (5 . 2 . 2) 

where S is the region enclosed by the plane , close d smooth and 

simple curve C given by 

x = x(t) , ° s t S 2TI 

and 
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w = wet) ,os t S 2'IT • 

It is well known (see, for instance, Greenberg (1971 , Ex . 6 . 3)) that 

{
(X2(S)ty2(S))2t4(X(S)Xl(S)tY(S)yl(S)) 2}U( .() ()'ds 

2 2 x , Y , .:t;s,ys) (5 . 2 . 3) 
x (s)+y (s) 

where vex , w) satisfies (5 . 2 . 2) and (5 . 2 .1) for (x , w) f S , 

a an denotes the normal derivative at the boundary C and 

1 { 2 2} U ( x , w, S, n) = 4'IT in ( x- S) t ( w -n ) 

For (x, w) E C , equation (5.2 . 3) reduces to 

f

2'IT 
f(x(t) , wet)) = k(t , s)y(s)ds 

o 

where k(t , s) is given by (5.1. 2) . 

Other problems which may be reduced to integral equations with 

logarithmic kerne ls are given by Christiansen (1971) and are 

summarised below: 

(i) The solution of the reduced wave equation in two 

dimensions . This yields equations (see Noble (1962)) 

with kernels which can be expressed as a Hankel 

function of order zero and thus has a logarithmic 

singularity . 

(ii) Electrostatic· and low frequency electromagnetic 

problems (see Mei and van Bladel (1963)) . 

(iii) The computation of conformal mappings (see Symm 

(1966) , (1967) and Hayes , Kahaner and Kellner (1972)) . 

(iv) Electromagnetic scattering problems (see Tanner and 

Andreasen (1967)). 
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(v) The propagation of acoustic and classic waves (see 

Banaugh and Goldsmith (1963 a , b) ). 

5.3 Numerical Schemes 

In this section , we shall construct finite difference schemes 

for (5 . 1.3) which are based on the product integration analogues of 

the midpoint, trapezoidal and Simpson rules . 

Let 

h = 
b-a 

m 

and again introduce grids 

and 

t. = a + ih , i = 0 , ... , m 
"I, 

t . L = a + (i-~)h , i = 1, ... , m . 
'1, - "2 

Discretization of (5.1 . 3) on these grids yields 

J
b { k (t ., s) q ( t . , s) +p (t ., s)} y (s ) cis = f (t . ) , 
a "I, "I, "I, "I, 

i = 0, "', m-l (5 . 3 . 1) 

and 

i = 1 , .. . , m . (5 . 3 . 2) 

In order to obtain numerical schemes , the left hand side of 

(5 . 3 . Uor (5 . 3 . 2) is replaced by a quadrature formula . However , 

since k(t , s) is singular at t = s , quadrature formulae based on 

approximating k(t ., s)p (t ., s)y(s) 
"I, "I, 

and 

by a polynomial or piecewise polynomial will generally yield poor 

results . More suitable formulae are obtained by product integration 



I 

where p(t. , s)y(s) 
'!- or P(ti_~ ' s)y(s) is replaced by an 

approximation p(t ., s) 
'!-

The quadrature weights 

b 

f k (t ., s) P (t " s) ds , i = 0 , ... , m-l 
a '!- '!-

or 

'!- =l, ••• ,m 

are evaluated analytically. 

For the product integration of the midpoint scheme, 

P(ti_~' s)y(s) is approximated by a piecewise constant; viz . 

= i =l, ... , m 

where 

and H(t) is the heaviside step function . This leads to the 

quadrature formula 

n 
I a · 7 P(t . k' t 7 _l,..)y(t 7 _ k2) , 

7-=1 ,!-" '!--2 "'2 " 
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i = 1 , ... , m (5 . 3 . 3) 

where 

Since the term q(ti_~' s)y(s) is 'smooth ', a suitable approximation 

for the second term on the left hand side of ( 5 . 3 . 2) is 

I 

I 

...... 
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~ = 1 •...• m . (5 . 3 . 4) 

Replacing the integral terms in the left hand side of (5.3.2) by 

(5 . 3 . 3) and (5 . 3.4) yields the scheme 

i = 1 , . . . , m (5 . 3. 5) 

where YZ z = 1 , ... , m denotes the numerical approximation to 

In the trapezoidal scheme, p(t. , sJY(S) 
~ 

is approximated by a 

piecewise linear function . Since pet, s) and yet) are periodic , 

we use the approximation 

p(t . , SJY(s) ~p(t., SJ 
~ ~ 

where 

Xl(t) = (hh t ) H(h-t) + (t +~-b) H(b-h-t) , 

Xz(t) = 

Z=2 , ... , m 

and H(t) is the Heaviside step function . 

In a similar way to the midpoint scheme we obtain 

~ = 1 , .... m (5 . 3 . 6) 

where 



and Yl denotes the numerical approximation to y(t l _
l

) . 

For the Simpson scheme, p(t. , S)yCs) is approximated by a 
'/.. 

piecewise quadratic. In particular , we assume that m is even and 

that 

where 

A1Ct) = 

A2k Ct) = 

A2k+lCt) = 

where 

p(t ., s)ycs) ~ p(t. , S) 
'/.. '/.. 

lo(*)HC2h-t) + l2(t+~h-bjHCb - 2h-t) 

(t-t 2k- 2 j k II h H(t-t?k_2)H(t 2k-t) , = 1 , ... , m/2 , 

(t-t 2k_2j 
l2 h H(t-t2k_2)H(t2k-t) 

l Ct) 
l' 

1'=0 , 1,2. 

This leads to the scheme 
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i = 1, . . . , m C5 . 3.7) 

where 



I 
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= 4/3 

y 22.-1 = 2/3 

and Yz. denotes the numerical approximation to 

REMARK. The numerical schemes in this section , are very similar 

to those proposed by Atkinson (1967) for second kind Fredholm 

equations . 

5.4 Convergence Results 

Initially , we shall examine the midpoint scheme C5 . 4 . 5) for the 

equation 

f: 7T 
kCt - s)yCs)ds = gCt) ,os t S 27T C5 . 4 . 1) 

where kCt) is square integrable , periodic with period 27T and 

even . In this case it is easy to verify that 

where 

and 

00 

kCt - s) = I 
r=O 

00 

= I 
r=O 

A cosrC t-s ) 
r 

A {sinrtsinrs +cosrtcosrs} 
r 

1 f27T 
AO = 27T kC s )ds 

o 

1 f27T 
A = - k C s ) cosrs ds , 

r 7T 0 
r > 0 . 

a . e . 

The results for this problem are summarized in the following theorem . 

...... 
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THEOREM 5. 4.1 . If yCt) is two times oontinuousZy differentiabZe~ 

and A satisfies 
r 

and 

K > 0 
1 

then the midpoint soheme C5 . 3 . 5) appZied to C5 . 4 .1) is oonvergent in 

the sense that 

3 

11::11 2 S K2hz-Q ~ K2 = oonst . ~ 

where 

and 

Proof. From section 5.3 , with a = 0 and b = 2n , we obtain 

fn a .. = k(t . k-s)ljJ .Cs )ds 
1.-J o 1.- -2 J 

t . t . 

COSFS~ } 

00 

J J J J = I A {SinFt k sinrsds + cosrt. ~ r 1.- - 2 1.--
r=O t . 1 t' l J- J-

cosr(t .-t .) 
1.- J 

i = 1, ... , n J = 1, ... , m . 

Since 

cos[Cnp+r)(t . -t.)] = cosr(t .-t .) , p = 0 , 1, ... 
1.- J 1.- J 

it follows that 

m-1 
a .. = I d cosr(t .-t .) 

1.-J r=O r 1.- J 
C5 . 4 . 2) 
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where 

and 

= 2sin (1';) I 
p=O np+1' 1'=l , •.. ,m. (5 . 4 . 3) 

Define the m x m matrix 

A = (a .. ) 
1-J 

and the m x 1 vectors 

y = (y l' ... , Ym) T , 

... , 

and 

e: = ( e: l' ••. , e: m) T • 

Then (5 . 3.5) can be written in matrix form as 

Ay = f . 

In addition, Z satisfies an equation of the form 

Az = 9 + r 

and so it follows that 

Ae: = r , (5 . 4 . 4) 

where 

e: = ( e: l ' •.. , e: m) T • 

From (5 . 4.2) , it can easily be verified that A is a circulent 

matrix (see, for instance, Varga (1962)) and consequently 

A = EPE- l 



'. 

where 

and 

with 

and 

E = (e Z) = (m-~exp(ilt) J ' 

E-
l 

= (e Zr *) = (m-~exp(-ilt)J 

P = mdo 1 

= ~(d +d I Pr 2 1"-1 m-r+l) 1" = 2, ... , m • 

Taking norms in (5.4 . 4) yields 

and since 

where 

it follows that 

From the conditions on Ar and (5 . 4.3), we obtain 

if m is sufficiently large, and hence 

It now remains to estimate IIr112 . Clearly 
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(5 . 4 . 5) 

(5 . 4 . 6) 

(5 . 4 . 7) 

(5 . 4 . 8) 

(5.4 . 9) 

(5 . 4 . 10) 

-



m- l 
1' . = I 

'1.- 1-=0 

As in chapter 2 , we obtain the Poisson summation formula , 

00 

f

2TT 
k(ti_~-X)Y ' (x)dx 

o 
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{b (t. k)CoS2TTnS+C (t . k)sin2TTns} nm '1.- - 2 nm '1.- - 2 = I i = 1 , ... , m , 

where 

and 

Since 

n=l 

b (t) 
n 

= 2 f2TT k(t-x)y ' (x)cosnxdx , n = 1 , 2 , .. . 
o 

cn(t) = 2 (TT k(t-x)y ' (x)sinnxdx , n = 1 , 2, .... 

f
l 

(s-~)cos2TTnsds = 
o 

o , n = 0, 1 , ... 

it follows that 

1'. = h I (s-~)sin2TTnsdsc (t. J + O(h2) 00 Il 
'1.- n=l 0 nm '1.--'2 

Assuming that the only singularities of k(t) are at -2TT , 0 and 

2TT , we find that 



I, 

Cn(t) = 2y / (t) rTf k(t-s)sinnsds + 2 J 2Tf k (t-s)(y / (s)-y / (t»)sinnsds 
o 0 

Since k(t-s) (y/(s)-y/(t») is Lipschitz continuous, we obtain 

and hence 

Consequently, 

J: Tf 
k(t -s ) (y '( t)-y /(s »)sinnsds = o(~) 

Cn(t) = 2y ' (t)sinnt J:
Tf 

k(s)cosnsds + o(~) 

= 2TfY /(t )sinntAn + o(~) . 

sinnmt. kA 
r. = -hy / (t~. -k

2
) I ___ 'Z-_-.....,:2=--..:.n...,;.m + 0 (h 2) 

'Z- v n=l n 

00 

since sinnmt. L = 0 , and hence 
'Z--?§ 
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C = const . (5 . 4 . 11) 

The result now follows on substitution of (5.4 . 11) into (5 . 4 . 10) . # 

To illustrate this result, consider the case when 

k(t) = 109(sin 1%1) , 

which arises when the curve in (5.1.2) is a .circle with radius J; 

and centre at the origin. Then, 

and hence, 

Ao = -log2 

A = -l/r , r = 1, 2 , ... 
r 

J; 
1/£11

2 
S Kh , K = const . 

The above result for the scheme (5.3.5) can easily be extended to 

equations of the form 



f 

... 

f
27T 

{k(t-s)+p(t , s)}y(s)ds = get) , 
o 

o s t S 27T , 
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(5 . 4. 12) 

where pet, s) is periodic and ' smooth '. In this case we obtain an 

error equation of the form 

(A+hBh: = r 

where A is defined as previously and 

B = (b .. ) = (p (t . , , t. ,)) 
t.J 1,. -"2 J -"2 

Multiplication of (5.4.13) by -1 
A yields 

Let let , s) be the ' smooth ' solution of the equation 

(5 . 4 . 13) 

(5 . 4 . 14) 

f7T k(t-T)!(T, S)dT = pet , s) , os t , s S 27T . (5 . 4 . 15) 
o 

For example , if 

k(t) = lnlsin t/21 

we find from the Fourier representation of k(t) and pet, s) that 

Then it follows from theorem 5.4.1 that 

where 

and 

C = (0 .. ) , 0 .. = 0(1) • 
t.J t.J 

If -1 is not an eigenvalue of the operator 

Fy = f: 7T 

let , s)y(s)ds 

it follows from the theory on the numerical solution of second kind 

I 
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Fredholm equations (see , for instance, Atkinson (1971)) that the 

matrix I + hF has a bounded inverse if h is sufficiently small . 

Thus multiplication of (5 . 4 . 14) by (I+hF)-l and taking norms yields 

Kll r l1 2 < --- p K = const . , 

where p is defined by (5.4 . 9) . 

Since 

it follows that 

liE 112 p 

Hence , we obtain 

COROLLARY 5. 4. 1. Let the hypothesis of theorem 5 . 4 . 1 be 

satisfied and in addition Zet (5.4 . 15) have a unique continuous 

soZution. Then if -1 is not an eigenvaZue of the operator F ~ the 

scheme (5 . 3.5) appZied to (5.4.12) is convergent and 

3 

IIEI12 S Khz-
q ~ 0 < q < 3/2 ; K = const . 

REMARK. Equation (5 . 1.2) can be written in the above fo r m with 

k(t-s) = 109(sin /t;sI1 

and 

p(t , s) 

Convergence for the scheme (5 . 3.5) can also be established for 

equations of the form 

l .... 
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J

27T 
k(t-s)q(t, s)y(s)ds = f(t) , 

o 
o S t S 27T • (5 . 4.16) 

LEMMA 5.4.1. Let the solution of (5.4.16) be twice continuously 

di fferentiab le ~ p . > 0 
'Z-

( or < 0) ~ i =l, ... ,n (where p. 
'Z-

defined by (5.4.8)) and 

p = min 
lsiSn 

If~ in addition~ q(t, s) satisfies 

o < q < 3/2 ~ 

(i) q( t , s) is periodic and symmetric~ 

(ii) q(t , t) > 0 (or < 0) ~ and 

K = const . 

(iii) J27T J27T q(t, s)q(t)q(s)dsdt > 0 (or < 0) for all 
o 0 

non zero functions q(t) ~ 

then the scheme (5.3.5) applied to (5.4.16) is convergent and 

K = const. 

Proof . Under the above hypothesis , there exists a set of 

functions rp)t) , r = 0 , 1, ... , such that 

00 

q(t , s) = I 
r=O 

S rp (t)rp (s) 
r r r 

The error equation for this case is 

S > 0 
r (or s < 0) . 

r 

are 

Ae; = r (5 . 4 . 17) 

A = (q (t. " t. 1..) a . . ) 
'Z--~ J-"2 'Z-J 

T 
and a .. is given by (5.4.2). Multiplication of (5 . 4.17) by e; 

'Z-J 

yields 

I 



Defining 

T 
= E r 

E = (<I> Ch/2)t:.
l

, • •• , <I> C2TT-h/2)t:. ) 
r r r m 

it can easily be verified that 

r = 0 ,1, ... , 

where and P are the m x m matrices defined by C5.4.5), 

C5.4.6) and C5.4 .7), respectively. Since 

it follows that 

where 

Hence 

q = Inf 
OStS2TT 

IqCt, t) I • 

and the result follows as previously . # 
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RE~~RK. Using a combination of the arguments in corollary 5 . 4.1 

and lemma 5 .4.1 we can obtain corresponding results for 

J
2TT 

{kCt-s)qCt, s)+pCt, s)}yCs)dS = gCt) , 
o 

o S t S 2TT • 



The above analysis can easily be extended to 

r kCt , s)y(s)ds = gCt) , os t < TT , 
o 

where 

00 

ket o s) = L 
1'=0 

A COS1'tCOS1'S 
l' 

a . e . 

As in theorem 5.4.1 , we obtain an error equation , 

m 2m-l 

I I 
j=l 1'=0 

d COS1't . LCOS1't. LE. = 1' . 
l' 1--~ J -~ J 1-

i = 1 , ... , m , 

where d 
l' 

l' = 0 , ... , 2m-l , are given by (5 . 4 . 3) with m 
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(5 . 4 . 18) 

replaced by 2m and h 
TT 

= 
m Defining the 2m dimensional vectors 

e: and r where 

A 

E . = E . 
1- 1-

E • = E • 
m+1- m+l-1-

i = 1 , .. . , m 
1'. = 1'. 

1- 1-

we find that 

2m 2m-l 

I L 
j=l 1'=0 

d COS1't. LCOS1't . LE. = 1' . 
l' 1- -~ J -'2 J 1-

1- = 1 , . .. , 2m 

and 

2m 2m-l 

L L o , i = 1 , •.. ,2m , 
j=l 1'=0 

and hence 

2m 2m-l 1 A A 

L L d COS1'(t.-t.)E . = 1'. 
j=l 1'=0 l' 1- J J 1-

i = 1 , ... , 2m . 

Convergence now follows as previously . In a similar way we can 

establish convergence for (5 . 4.18) when 



00 

k(t , s) = I 
1"=1 

A sin1"tsin1"s 1" a . e . 
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The results of corollary 5.4 . 1 and lemma 5 . 4.1 can easily be verified 

for these kernels . 

We shall now indicate how the above results can be extended to 

the trapezoidal (5.3 . 6) and Simpson (5 . 3.7) schemes . 

Firstly , we shall examine the trapezoidal scheme (5.3 . 6) for 

equations of the form (5.4 . 1) . In this case , we obtain 

a .. 
t.J 

= J27T k(t . l-s)X'(s)ds o 1.- J 

= I A {sin1"t. 1 J27T X · (s)sin1"sds+cos1"t . 1 f027T Xj(S)cos1"Sds} 
1"=0 1" 1.- 0 J 1.-

00 

m- l 

4sin
2 (~) 1.1" 

h1"2 
COS1"(t .-t .) 

1. J 

= I d cosr>(t .-t .) , 
1" 1. J 

i , j = 1 , ... , m , (5 . 4 .19 ) 
1"=0 

where 

and 

4sin2 [1";) 00 A 
d = I mp+1" 

1" = 1, "', m-l 1" h 2 
, 

p=O (mp+1") 

Since (5.4.19) is of the same form as (5 . 4 . 2) , the results follow in 

the same way as in theorem 5.4.1. In particular , it can be shown 

that under the hypothesis of theorem 5 . 4.1 that , 

K = const. , 

where 

e: = ( e: l ' ... , E: m) T 



I 
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with 

'€.l=y(tl-l)-Yl ' l=l, •.. , m . 

Clearly, the analysis easily extends to the results given in 

corollary 5.4 . 1 and lemma 5.4.1 . It can also be verified that the 

results remain valid when the eigenfunctions are cosrt or sinrt 

r = 0 , 1 , •.. . 

The application of the Simpson scheme (5 . 3. 7) to (5 . 4 .1 ) yields 

a . . 
1-J 

= f2TT k(t . l-s)A.(s)ds 
o 1- - J 

00 

= I 
r=O 

A Ci. .cosr(t . -t.) 
r rJ 1- J 

where 

Ci.0 ,2l-1 = 2h/3 l = 1, ... , m/2 

Ci.0 2l = 4h/3 , l = 1, ... , m/2 , 

h(3+cos(2rh)) - ~ sin(2rh) 
r 

Ci.r , 2l-1 = -----------r~2-h~2----------

and 

Ci. = 
r,2l 

4hcos(rh) - ~ sin(rh) 
r 

l = 1, ... , m/2 

l=1 , . .. , m/2 

It follows that 

where 

a.· = 
1-J 

d . = 
rJ 

m-l 
L 

r=O 

00 

L 
p=O 

d .cosr(t .-t.J 
rJ 1- J 

A Ci. • 
mp+r mp+r ,J 

(5 . 4 . 20) 

r = 1, 2 , ... 

r = 1,2 , .... 
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As previously , the error equation for (5 . 3. 7) has the form 

Ae; = r 

where 

A = (a .. ) 
1-J 

and hence 

(5 . 4 . 21) 

From (5.4 . 20) , it follows that 

where E - 1 
and E are given by (5.4.5) and (5 . 4 . 6) , 

are given by (5.4.7) with d~ replaced by d~l and d~2 

respectively , 

with 

odd 

even 

and 

Hence 

and since 

and P2 

where Im/2 denotes the m/2 x ·m/2 identity , it follows that 

I 

I 



where 

with 

and 

It can easily be verified that the eigenvalues of 

where 

and 

Since 

and 

where 

and 

r = 1, ... , [m/4 J+l 

Pr+l ,2 = -4cos(rh)or+l + 4sin(rh)'r+l 

a 
r+l 

'r+l 

= 'IT 00 {Amq+r Amq+m_r } 
2 I 2 + 2 

h q=O (mq+r) (mq+m-r) 
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are 



95 

it follows that 

b = sin(rh){, a -, a} 
r+l r+l m/2+r+l m/2+r+l r+l r = 1 , ... , [ m/4 ] • 

If 

A = 0 (r -q) , 0 < q < 5/2 , 
r 

a similar argument to that for the midpoint scheme (5 . 2 . 5) yields 

7 

Thus , if 

(for instance if 

(5.4.21) gives 

IIrl12 ~ KhZ , K = const . (5 . 4 . 22) 

A = ar-q ) , then substitution of (5 . 4 . 22) into 
r 

K = const. 

The above result does not generalize immediately to lemma 5. 4 .1 since 

and are different. However , all the other results for the 

midpoint scheme (5.3.5) can be extended to the Simpson scheme 

(5 . 3 . 7). 

In many cases , the analytic calculation of the elements 

a .. 
1"J 

= f 2TI k (t . k ' s) 1jJ • (s ) ds , 
o 1,,-2 J 

a .. 
1"J 

= f2TI k (t ., s)X.(s)ds 
o 1" J 

or 

f
2TI 

a .. = k(t ., s)A.(s)ds 
1"J 0 1" J 

is difficult or even impossible. However , it is often possible (for 

instance, by extraction of singularities) to obtain approximations of 

the form 
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a . . = a . . + 0 (hn) , n > q+ .~ 
1.,J 1.,J 

To illustrate this we consider the case when 

k(t , s) = 10g(sin\t;sI1 

~ logclt-sll + 109[s::1:fS1j 

For It-sl < TI , suitable coefficients can be obtained by applying 

product integration to the term 10g(lt-s\) and ordinary quadrature 

[sinl~I'j 10g~ -a . . 
1.,J 

instead of If we use to the term 

the error equation has the form 

where 

Q = (q. 0) , q .. = O( 1) 
1.,J 1.,J 

and 

b . = 00) . 
1., 

This gives 

K = const . 

Convergence can now be established as previously . 

5. 5 Numerical Results 

a . 0 

1.,J 

In order to demonstrate the convergence , the schemes were 

applied to 



which has the solution 

y( t) = cost . 

The coefficients a .· were calculated as suggested at the end of 
1,J 
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section 5.4. In table 5.1, II E. II 2 and 11~1100 where E is defined as 

previously , are tabulated for the three schemes with various step-

sizes h It can be s een that the convergence is slightly better 

than the order ~ (midpoint (5 .3.5) and trapezoidal (5 . 3.6) , 

schemes) and 5/2 (Simpson ' s (5. 3 .7) scheme) predicted . This was 

also found to be the case for a number of other examples . 

TABLE 5 . 1 

h=7T/4 h =7T/8 h=7T/16 h =7T/32 

IIElioo 1.173E-2 3 . 736E-3 1.026E-3 2 . 672E- 4 
Midpoint 

IIEII2 2.S31E-2 1. 078E-2 4 . 12SE-3 1. S13E-3 

li E 1100 3 . 193E-2 8.4S2E- 3 2 . 166E- 3 S . 480E- 4 
Trapezoidal 

IIEII2 6.387E-2 2 . 39lE- 2 8 . 664E-3 3.100E- 3 

IIE//oo 1. 86SE-2 1. S82E- 3 1. 291E- 4 1 . 134E- S 
Simpson 

1IE// 2 
2.806E-2 3 . 374E- 3 3 . 912E-4 4 . 903E-S 

REMARKS . The foregoing analysis and numerical example indicates 

that the Simpson method will in general yield superior results to the 

midpoint and trapezoidal schemes. However , it must be remembered 

that the calculation of 

A = (a . . J 
1,J 

I , 



98 

is more difficult and that this may offset the superior accuracy for 

a given stepsize. 

It is clear from section 5.4 that when the schemes are applied 

to (5 . 4.1) , premultiplication and postmultiplication of A by 
-1 E 

and E respectively will lead to a diagonal matrix (midpoint , 

(5 . 3.5) and trapezoidal (5.3.6)) or a matrix of the same form as 

(5 . 4.22). Hence , for this case , the use of fast Fourier transform 

techniques will yield effecient inversion methods for the resulting 

system of linear equations. This will also be the case for (5.4 . 18) . 
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