
Energy-aware Occupancy
Scheduling

Boon-Ping Lim
July 2017

A thesis submitted for the degree of
Doctor of Philosophy of

The Australian National University



c© Boon-Ping Lim 2017



Except where otherwise indicated, this thesis is my own original work.

Boon-Ping Lim
29 July 2017





To Dad, Mum & The Teochew’s Ginna





Acknowledgments

I am sincerely grateful to the many people who have contributed in some way to
the completion of this thesis. My PhD supervisory panel and collaborators, Sylvie
Thiébaux, Menkes van den Briel, Hassan Hijazi, Christfried Webers and Pascal Van
Hentenryck have been extremely supportive during these past four years.

Pascal pointed us to optimisation problems in the smart building space, seeding
the topic of this thesis. Working on a cross-diciplinary research topic is never easy.
Even more so when I started with nearly zero background in HVAC and optimisa-
tion. Sylvie has provided invaluable insights and immense guidance on my research.
She has given me the freedom to explore various research topics, pushed me to test
my limits and connected me to the right people whenever I stumbled into obsta-
cles. Meanwhile, she knew when to pull me back on track and help me stay focus
throughout each milestone. I enjoyed our time spent together writing papers and
she was instrumental in helping me crank out the papers that we published together,
one in particular with only a few hours to spare before the deadline! I love our
conversations and her company throughout the regular discussion meetings and our
trips together to AAAI’15, CP’16, CSIRO Newcastle etc. Beyond research, I greatly
appreciate her close personal support over the years. She taught me to treat life from
different perspectives, from lifestyle, food, music to relationships, which significantly
differ due to the distinct cultural differences between us. I think the decision of writ-
ing an email to her for a PhD position back in May 2012 might be one of the most
life-changing decisions I have made. She was and remains my best role model as a
scientist, mentor and teacher.

Menkes sparked my interest on mixed integer programming. He taught me to
spend more time on understanding a problem, instead of formulating a solution
quickly with an existing model at hand. He inspired me to create simple models that
work efficiently. He taught me that all models are wrong, hence developing one that
is useful, is more essential than solving all problems at once in a single model. I’d
definitely have a rough time without him in my supervisory panel, simply because
I feel comfortable debugging a model with him and asking him silly questions, and
then things work out pretty well! The office atmosphere has changed ever since his
departure to start a company. I still think fondly of the funny sounds and finger
gestures he made to cheer-up everyone on the floor.

Despite him not being on my supervisory panel, I have worked closely with
Hassan on non-linear programming and robust optimisation. He struck me as a
passionate researcher when he came to me a day before the conference deadline,
and said to me:“Hey Boon Ping, I’ve a better idea to model the solution!”. It was
impossible to re-run large-scale experiments within a day, but indeed his attitude

vii



influences me to keep on thinking and improving on the solution without being
limited by a deadline.

Whilst I did not end up working on a Machine Learning topic, Chris has been
helpful in providing career advice and suggestions many times during my PhD
study. I enjoyed very much the long chats we had periodically after each milestone.

I am indebted to all of them because without their help this thesis would never
have been completed.

I like to thank all current and past students/co-researchers in Data61/CSIRO,
formerly NICTA, particularly those that I have had the pleasure of spending my
time with: Paul Scott, Terrence Mak, Buyu Liu, Jing Cui, Ksenia Bestuzheva, Kar-
Wai Lim, Swapnil Mishra, Arthur Maheo, Cody Christopher, Franc Ivankovic, Frank
Su, Fazlul Hasan Siddiqui, Karsten Lehmann, Alan Lee and Felipe Maldonado Caro.
Thanks to Jun-Yong Kwak for generously sharing his research data. A special word of
thanks goes to Phil Kilby, Patrik Haslum, Alban Grastien, Andreas Schutt, Tommaso
Urli, Marian-Andrei Rizoiu, Enrico Scala, Dan Gordon, Carletton Coffrin, Michael
Norrish, Lexing Xie, MiaoMiao Liu and Cheng-Soon Ong. Their generous shar-
ings on technical knowledge in optimisation, planning and scheduling, large neigh-
bourhood search, constraint programming, energy systems, machine learning and
research skills in general have been invaluable. Furthermore, I would miss all the
great fun we had playing foosball, literally every day, and board games every Mon-
day. I still get a laugh when I reminisce about us confusing, tricking and bluffing
each other while playing Avalon. After working for 7 years, it was a tough deci-
sion opting out of climbing the corporate ladder and to follow my childhood dream.
However, I have certainly appreciated and enjoyed doing research throughout my
stay at ANU/Data61. Each person listed has played some role in my time here.

Additionally, I’d like to thank the Malaysian community in Canberra, especially
Ayeli de Marillac and Yee-Harn Teh, for making my stay here so much more enjoy-
able and homely. I also thank my friends back home, especially Ligin Lem, Swee-
Kean Chiam, Siew-Kiang Tan, Sok-Hooi Teng, Shiek-Wei Tan, Sheau-Horng Ng, Zhu
Ying, Pitt Ong and Chin-Chee Cheah, for providing the support and friendship that
I needed. We were in touch, literally, 24/7 through whatsapp, messenger, telegram,
wechat and LINE. These past several years have not been an easy ride, both academ-
ically and personally. Without their constant encouragement, I would not have gone
this far.

I would also like to thank Ettikan K. Karuppiah, Eiichi Muramoto, Poh-Kit Chong
and Chia-Ching Ooi for playing an important role during the application stage of my
PhD position. They wrote me reference letters, reviewed my statement of purpose
and advised me about how to survive in a PhD program. Over the years I was
comfortably settling in my corporate job, Chia-Ching and Poh-Kit were constantly
nagging me about when I would pursue a PhD. It is great that I have eventually
fulfilled my word after more than 10 years!

I especially thank my dad, mum, brothers, sister and our extended family for
their understanding and unconditional support. I know I always have my family
to count on when times are rough. A special word of thanks goes to my younger



brother, for showing us miracles after a dreadful accident that almost took his life in
November 2016. He has once again shown to us that being adventurous, persistent
and never giving up are our common family traits. That holds us through ups and
downs, and drives us to live life to the fullest.





Abstract

Buildings are the largest consumers of energy worldwide. Within a building, heating,
ventilation and air-conditioning (HVAC) systems consume the most energy, leading
to trillion dollars of electrical expenditure worldwide each year. With rising energy
costs and increasingly stringent regulatory environments, improving the energy ef-
ficiency of HVAC operations in buildings has become a global concern. From a
short-term economic point-of-view, with over 100 billion dollars in annual electric-
ity expenditures, even a small percentage improvement in the operation of HVAC
systems can lead to significant savings. From a long-term point-of-view, the need
of fostering a smart and sustainable built environment calls for the development of
innovative HVAC control strategies in buildings.

In this thesis, we look at the potential for integrating building operations with
room booking and occupancy scheduling. More specifically, we explore novel ap-
proaches to reduce HVAC consumption in commercial buildings, by jointly optimis-
ing the occupancy scheduling decisions (e.g. the scheduling of meetings, lectures,
exams) and the building’s occupancy-based HVAC control. Our vision is to integrate
occupancy scheduling with HVAC control, in such a way that the energy consump-
tion is reduced, while the occupancy thermal comfort and scheduling requirements
are addressed. We identify four unique research challenges which we simultaneously
tackle in order to achieve this vision, and which form the major contributions of this
thesis.

Our first contribution is an integrated model that achieves high efficiency in energy
reduction by fully exploiting the capability to coordinate HVAC control and occu-
pancy scheduling. The core component of our approach is a mixed-integer linear
programming (MILP) model which optimally solves the joint occupancy scheduling
and occupancy-based HVAC control problem. Existing approaches typically solve
these subproblems in isolation: either scheduling occupancy given conventional con-
trol policies, or optimising HVAC control using a given occupancy schedule. From
a computation standpoint, our joint problem is much more challenging than either,
as HVAC models are traditionally non-linear and non-convex, and scheduling mod-
els additionally introduce discrete variables capturing the time slot and location at
which each activity is scheduled. We find that substantial reduction in energy con-
sumption can be achieved by solving the joint problem, compared to the state of the
art approaches using heuristic scheduling solutions and to more naïve integrations
of occupancy scheduling and occupancy-based HVAC control.

Our second contribution is an approach that scales to large occupancy scheduling
and HVAC control problems, featuring hundreds of activity requests across a large
number of offices and rooms. This approach embeds the integrated MILP model into
Large Neighbourhood Search (LNS). LNS is used to destroy part of the schedule and
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MILP is used to repair the schedule so as to minimise energy consumption. Given
sets of occupancy schedules with different constrainedness and sets of buildings with
varying thermal response, our model is sufficiently scalable to provide instantaneous
and near-optimal solutions to problems of realistic size, such as those found in uni-
versity timetabling.

The third contribution is an online optimisation approach that models and solves
the online joint HVAC control and occupancy scheduling problem, in which activ-
ity requests arrive dynamically. This online algorithm greedily commits to the best
schedule for the latest activity requests, but revises the entire future HVAC control
strategy each time it considers new requests and weather updates. We ensure that
whilst occupants are instantly notified of the scheduled time and location for their re-
quested activity, the HVAC control is constantly re-optimised and adjusted to the full
schedule and weather updates. We demonstrate that, even without prior knowledge
of future requests, our model is able to produce energy-efficient schedules which are
close to the clairvoyant solution.

Our final contribution is a robust optimisation approach that incorporates adap-
tive comfort temperature control into our integrated model. We devise a robust
model that enables flexible comfort setpoints, encouraging energy saving behaviors
by allowing the occupants to indicate their thermal comfort flexibility, and providing
a probabilistic guarantee for the level of comfort tolerance indicated by the occupants.
We find that dynamically adjusting temperature setpoints based on occupants’ ther-
mal acceptance level can lead to significant energy reduction over the conventional
fixed temperature setpoints approach.

Together, these components deliver a complete optimisation solution that is effi-
cient, scalable, responsive and robust for online HVAC-aware occupancy scheduling
in commercial buildings.
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Chapter 1

Introduction

Buildings are the largest consumer of energy worldwide, accounting for around 40%
of the world’s energy supply [MacDonald, 2004]. Within a building, heating, ven-
tilation and air-conditioning (HVAC) systems consume the most energy, leading to
trillion dollars of electrical expenditure worldwide each year.

Recent statistics show that, in the United States, offices and universities expend
about 31% of the total electricity consumption in the commercial building sector.1

This is equivalent to 387 billion kWh of electricity per annum [Energy Informa-
tion Administration, 2012]2. Amongst that, nearly 40% of the consumption is used
for space heating, cooling and ventilation.

Similar consumption patterns are shown in Australia. Both office and university
buildings utilise approximately 12 billion kWh of electricity per annum. HVAC is
responsible for a substantial portion of the energy used - approximately 46% of the
total building electricity consumption [Pitt and Sherry, 2012]. Figure 1.1 illustrates
a breakdown of the electricity consumption in commercial offices and universities
in the United States and Australia. While these graphs reflect only statistics from
two countries, they epitomize the end-use split of electricity consumption in most

Figure 1.1: Electricity consumptions of commercial offices and universities by end use in the
United States (left) & Australia (right).

1Commercial buildings consist of buildings used for education, food sales, food service, healthcare,
lodging, mall & mercantile, office, public assembly, public order and safety, religious worship, service,
warehouse and storage and others.

2See Table E5 at https://www.eia.gov/consumption/commercial/data/2012/c&e/pdf/e5.pdf

1
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commercial offices and universities worldwide.
With rising energy costs and increasingly stringent regulatory environments, im-

proving the energy efficiency of HVAC operations in buildings has become an im-
portant issue. From a short-term economic point-of-view, with over 100 billion dol-
lars in annual electricity expenditures even a small percentage improvement in the
operation of HVAC systems can lead to significant savings. From a long-term point-
of-view, the need of fostering a smart and sustainable built environment calls for the
development of innovative HVAC control strategies in these buildings.

1.1 Problem Addressed

There are substantial opportunities to reduce the HVAC energy consumption in com-
mercial offices and universities, given their significant energy consumption.

In conventional building operations, HVAC systems run according to a pre-
defined occupancy schedule. They maintain a minimum air flow rate to ensure
prescribed indoor air quality standards, and keep the zone temperature within a
pre-defined comfort range using real-time temperature measurements in a reactive
manner. One weakness of this control logic is that it ignores occupancy dynamics:
it treats unoccupied zones of the building in the same way as occupied ones, which
results in substantial energy waste.

Recent studies have shown that energy consumption can be significantly im-
proved by adopting more complex control strategies that exploit measured or pre-
dicted occupancy information [Agarwal et al., 2010; Erickson and Cerpa, 2010; Erick-
son et al., 2009; Goyal and Barooah, 2013; Goyal et al., 2013; West et al., 2014]. For
instance, model predictive control strategies determine supply air flow rate and tem-
perature over longer time horizons in such a way as to optimise energy consumption,
whilst remaining within air flow and temperature bounds that reflect the predicted
occupancy of various building zones [Goyal et al., 2013]. These strategies are natu-
rally capable of pre-cooling zones if this reduces consumption or if it is necessary to
meet the comfort bounds.

Another body of recent research has investigated the proactive control of occupancy
in order to minimise HVAC consumption [Chai et al., 2014; Klein et al., 2012; Kwak
et al., 2013; Majumdar et al., 2012; Pan et al., 2012]. Many office and university build-
ings offer some scope for occupancy control via their room booking and scheduling
systems. For instance meetings, lectures, exams, use of special purpose rooms, and
other short-term activities can be scheduled to occur at times and in rooms that are
beneficial from an energy standpoint. Unfortunately, existing occupancy scheduling
approaches assume conventional HVAC control strategies [Kwak et al., 2013]. More-
over, since working from first principles using models of the HVAC and the building
is computationally expensive, they typically adopt suboptimal scheduling strategies
guided by proxies for the optimisation criterion. One such proxy is the minimisation
of the number of rooms used and of the time gap between successive meetings; it
is used to guide the search towards solutions that take advantage of thermal inertia
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and schedule meetings to take place back-to-back in as few rooms as possible [Pan
et al., 2012; Majumdar et al., 2012].

In this thesis, we go an important step beyond existing work: we look at the
potential for integrating building operations with room booking and occupancy
scheduling, and combine the benefits of both research trends above. More specif-
ically, we explore a new way of reducing HVAC consumption in commercial build-
ings, by jointly optimising the occupancy scheduling decisions and the building’s
occupancy-based HVAC control.

As mentioned before, existing work considers either one or the other subprob-
lem: either scheduling occupancy given conventional control policies, or HVAC con-
trol using a given occupancy schedule. From a computational standpoint, the joint
problem is much more challenging than either, as HVAC models are traditionally
non-linear and non-convex, and scheduling models additionally introduce discrete
variables capturing the time slot and location at which each meeting is scheduled.
This problem is regarded as a non-linear hybrid discrete-continuous problem, which
is challenging to solve and optimise. A core aspect of this research will thus be to
design models that are amenable to optimisation, while being sufficiently accurate.

The key research question we tackle in this context poses a substantial challenge
but can be expressed concisely:

Can we design optimisation methods that integrate occupancy scheduling
with HVAC control, in such a way that the HVAC consumption is reduced, while
the occupancy thermal comfort and scheduling requirements are addressed?

In answering this question, we will provide a holistic approach that improves the
energy efficiency of HVAC operations in buildings over state-of-the-art mechanisms.
This will allow the HVAC systems to operate more efficiently and at lower cost.
Building occupants will benefit through effective controls that assure their thermal
comfort, while reducing their carbon footprint.

We identify four unique research challenges that should be simultaneously ad-
dressed in order to achieve our goal, which form the motivations for the work in this
thesis:

1. The integrated model should be computationally efficient and achieve optimal
energy reduction by fully exploiting the capability to coordinate HVAC control
and occupancy scheduling.

2. Given sets of occupancy schedules with different constrainedness and sets of
buildings with varying thermal response, the model should be sufficiently
scalable to provide instantaneous and near-optimal solutions to control and
scheduling problems of realistic size.

3. The model should be able to handle impromptu scheduling requests and re-
spond in an online manner.
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4. The model should enable flexible and robust control and scheduling, by consid-
ering the dynamics of external weather and occupants’ thermal comfort prefer-
ences.

When combined, these parts deliver a novel mechanism that is efficient, scalable,
flexible and robust for energy-aware occupancy scheduling in commercial buildings.

1.2 Contributions

1.2.1 Integrating HVAC Control with Occupancy Scheduling

The first key contribution of this thesis is an integrated model that solve a joint HVAC
control and occupancy scheduling problem [Lim et al., 2015a]. Existing approaches
typically solve these subproblems in isolation. A naïve combination would be to
schedule occupancy in a first phase using existing methods, and then control HVAC
based on this occupancy schedule. In contrast, we model and solve the joint HVAC
control and occupancy scheduling problem. This results in an integrated approach
whose benefits exceed the naïve superposition of both of its parts, as the schedul-
ing fully exploits the capabilities of the underlying occupancy-based HVAC control
across available times and locations.

In more detail, the joint problem we consider is that of deciding the respective
times and locations (rooms) of a set of meetings or similar activities, as well as the
HVAC supply air temperature and air flow rate for each zone and time, in such a way
as to optimise the overall HVAC consumption over a long time horizon. The schedule
complies with the HVAC and building dynamics models, and with comfort and air
flow rate bounds that depend on the scheduled zone occupancy. It also satisfies
typical meeting scheduling constraints, including constraints on meetings times, on
meeting locations (e.g. room capacity, equipment availability), and on participant
attendance conflicts.

Figure 1.2 illustrates the integration of HVAC control and occupancy scheduling
in a building. To achieve this, the joint model we develop consists of three core-
components:

1. A HVAC control model that simulates the physical HVAC system and allows
controlling its operations,

2. a building thermal model that simulates the thermal dynamics based on inter-
nal and external heat gains, and

3. an occupancy scheduling model that incorporates the occupancy activities,
preferences and requirements.

Following Goyal et al. [Goyal and Barooah, 2012; Goyal et al., 2013], we fo-
cus on variable-air-volume (VAV) based HVAC systems, which serve over 30% of
the commercial building floor space in the United States [Energy Information Ad-
ministration, 2012]. The VAV-based HVAC systems allow us to model zone-based
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Figure 1.2: Integrated HVAC control and occupancy scheduling.

HVAC control, which is a crucial component for occupancy-based HVAC control.
This model incorporates fan, air-conditioning and heating operations of each zone
in the building, and estimates the energy consumption as a function of the HVAC
control inputs (i.e. the conditioned air temperature, outdoor temperature, supply air
temperature and flow rate).

We adopt a lumped resistance-capacitance (RC)-network to model the building
thermal dynamics. This model incorporates building thermal resistance, thermal ca-
pacitance, solar gain, internal heat gain and enthalpy into the estimation of zone
temperature fluctuation. As buildings with different build-up (such as walls’ mate-
rials, windows’ facing etc.) possess different indoor climate conditions, we consider
buildings with different thermal resistances and thermal capacitance. This allows us
to demonstrate the energy-efficiency of different building types, and showcase the
importance of picking the right rooms and times for energy savings.

Our scheduling model takes a list of meeting requests consisting of meeting time
windows, duration of the meeting, list of attendees, and optionally a preferred room.
We consider schedules with smaller size and constrainedness in the initial stage of
our work, demonstrating the benefit of our model over existing approaches. We then
introduce schedules with higher complexity and constrainedness to showcase the
scalability of the model.

When combined, these three core components form an integrated model that
determines the times and locations of a set of occupant activities, and a set of HVAC
control inputs (i.e. the supply air temperature and air flow rate) for each zone, in
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such a way as to minimise HVAC consumption.
Our initial model consists of a mixed-integer non-linear programming (MINLP)

model. What makes this especially challenging is the presence of bilinear terms in
the HVAC control, which involves non-linear non-convex constraints. To address
the challenges caused by the presence of non-linear HVAC control constraints, we
relax them in a principled way using McCormick’s relaxation to obtain a mixed-
integer linear (MILP) model guaranteed to provide a lower bound on the objective
function. Given the highly-constrained nature of meeting scheduling with HVAC
control, solving the integrated problem as a MILP seems to be a reasonable choice.
MILP easily manages the interaction between meeting scheduling and the impact it
has on HVAC energy consumption.

As a further refinement, we then introduce a HVAC standby mode for operating
out of business hours in our integrated model. In conventional operations, the HVAC
is turned off outside of business hours (typically 6pm-6am) and restarts early in the
morning to ensure that building temperature is comfortable by start of business.
With our standby mode, the HVAC can decide to re-activate at night if this results in
reduced consumption. Perhaps surprisingly, we show that in certain circumstances,
anticipating an early morning meeting by activating the HVAC at night to cool the
supply air whilst the outside temperature is still low, can reduce consumption over
waiting for the pre-defined HVAC turn on time. This feature also greatly improves
the feasibility of the solution by activating the HVAC over night to achieve targeted
occupied room temperature on the next day.

Our results show that the integrated model achieves substantial reduction in
energy consumption compared to the state of the art approaches using heuristic
scheduling solutions and to more naïve integrations of meeting scheduling and
occupancy-based HVAC control. The MILP model developed is efficient enough for
occupancy-based HVAC control, and can be used in a range of applications. Once
built, such a schedule can be used in any building equipped with an occupancy-
based HVAC controller by simply complementing the occupancy forecast [Mamidi
et al., 2012] with the occupancy information captured in the schedule. Our approach
can even be used with a conventional HVAC control system by constraining the
bounds on supply air flow rate/temperature and the temperature setpoints to be
those found in the optimal solution to the joint problem.

1.2.2 Scaling to Large Problems

Statistics show that meeting frequency in commercial buildings is significant and
continues to grow [Romano and Nunamaker, 2001; Kim and Rudin, 2014]. In the
United States alone, fortune 500 companies are estimated to hold 11 million formal
meetings daily and 3 billion meetings annually [Romano and Nunamaker, 2001].
Amongst that, 83% of the meetings last up to 2 hours [Kim and Rudin, 2014]. From
another survey collected from the University of Southern California [Kwak et al.,
2013], there are daily 300 unique meetings per regular day across 35 group study
rooms in their university’s library.
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This motivates our next step where we expand our integrated model to solve
large-scale problems. Our second contribution in this thesis is a Large Neighbour-
hood Search (LNS) approach that is capable of handling hundreds of incoming meet-
ing requests across a large number of offices/rooms [Lim et al., 2015b]. The scale of
control and scheduling problems grow exponentially with the number of meetings
and locations. The exact method using MILP is typically too expensive for such large
scale instances. Hence, to tame the problem complexity further and scale to large
problems, we combine the MILP model with LNS.

LNS is a technique for finding good or near-optimal solutions via iterative opti-
misation through multiple destroy and repair steps in smaller neighbourhoods. LNS
is used in the destroy step to remove all meetings in a small number of randomly
selected zones. MILP is used in the repair step to solve the resulting subproblem and
repair the schedule to near-optimality within a limited runtime. This hybrid model
allows us to easily navigate through the solution space and escape local minima.

One crucial criteria of this approach is the need of identifying optimal LNS pa-
rameters that govern the behavior of the LNS heuristics. There are two key param-
eters to tune: (a) the number of rooms to destroy, and (b) the MIP runtime limit
for the repair step. One important decision when implementing the destroy step
is determining the amount of destruction. If too little is destroyed the effect of a
large neighbourhood is lost and if too much is destroyed then the approach turns
into repeated re-optimisation. Another important decision is whether the repair step
should be optimal or not. An optimal repair will be slower than a heuristic, but may
potentially lead to high quality solutions in a few iterations.

There are numerous values that these parameters can take on. As a result, some
parameter tuning will be essential in achieving good performance overall. We use the
sequential model-based algorithm configuration (SMAC) methodology [Hutter et al.,
2011] on an independent set of problems to optimise the parameters of the number of
rooms to destroy and the MILP run time. Specifically, we generate problem instances
with different degrees of constrainedness and train the parameters to achieve the best
quality for all input scenarios.

What we find in our experiments is that this approach is reasonably responsive
and fast in providing near-optimal solutions. Given benchmark sets of different
complexity and constrainedness, the model outperforms the MILP model in terms
of (a) solution optimality given a time limit, and (b) solution feasibility of the HVAC
control and occupancy scheduling.

1.2.3 Handling Online Requests

Our third contribution is an online approach that models and solves the joint HVAC
control and occupancy scheduling problem [Lim et al., 2016]. The previous two
approaches are offline methods: they assume that all activities to schedule and other
parameters such as the weather forecast and the solar gain are known in advance.
Although both settings generate energy-efficient schedules, they nevertheless limit
the practicability of the models in the real world. A recent survey shows that 56%



8 Introduction

of meeting requests were made within 1 day before the actual meeting day [Kwak
et al., 2013]. Thus, the ability to handle impromptu requests is crucial. Moreover, the
ability to update HVAC controls following a change in forecast is also essential.

Our online algorithm greedily optimises and commits to the times and locations
for the latest requests, leaving the rest of the current meeting schedule fixed but re-
vising the entire future HVAC control strategy. This ensures that whilst participants
are instantly notified of the scheduled time and location for their requested activity,
the HVAC control is constantly re-optimised and adjusted to the full schedule and
weather updates.

As in the offline case, we formulate the online model using mixed-integer pro-
gramming (MIP), and combine MIP with large neighbourhood search (LNS) so as to
scale to problem with large number of online requests and building zones. Given
the relatively smaller number of meetings in online scheduling compared to offline
scheduling (while the search space remains large in terms of the number of building
zones), this hybrid model is highly efficient in finding near-optimal solutions. Our
experiments demonstrate that the quality of the online solution is, on average, within
1% of that of the solution returned by the clairvoyant offline HVAC-aware algorithm
[Lim et al., 2015b].

1.2.4 Enabling Adaptive Temperature Control

The final contribution of this thesis explores adaptive temperature control in our
joint HVAC control and scheduling model [Lim et al., 2016]. Existing approaches
typically assume fixed comfort bounds on the occupied zone temperature. In the
fixed comfort bounds model, when a zone is occupied, the zone temperature must
lie within standard cooling and heating setpoints (e.g. 21◦C-23◦C). We introduce the
notion of thermal comfort flexibility by departing from these fixed comfort bounds.
Instead of keeping the room temperature within standard setpoints, the occupants
are encouraged to conserve energy by accepting some temperature deviation from
the default setpoints. To achieve this, we formulate adaptive temperature models
that leverage occupants’ thermal comfort flexibility and outdoor temperature, and
use them in a principled way to decide occupants’ schedules and optimise HVAC
control.

Specifically, we explore two adaptive temperature control schemes: (a) the maxi-
mum temperature deviation aware approach (MTDA), and (b) the outdoor tempera-
ture aware approach (OATA). The first scheme limits the maximum temperature de-
viation allowed at any time throughout the activity period, whilst the second scheme
considers the outdoor temperature. We first define a deterministic model that calcu-
lates a cumulative temperature violation threshold based on the selected scheme. This
threshold bounds the total temperature deviation throughout the activity period, en-
abling adaptive temperature control whilst assuring that the thermal comfort is kept
within the occupants’ tolerance level. Whilst the deterministic model is simplistic
and effective, it is hard to cope with the uncertainties on the thermal flexibility of
every occupant in a meeting. To cope with these uncertainties, we resort to a ro-
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bust optimisation approach. In particular, we adopt the ellipsoidal uncertainty sets
approach, and provide a probabilistic guarantee to the thermal comfort satisfaction
level indicated by the occupants. Our experiments show that, when occupants are
reasonably flexible, the integration of adaptive temperature control generates higher
energy savings than the fixed temperature control approach.

As an additional advantage, adaptive temperature control reduces the constrained-
ness of our online scheduling and control problem. This can make the problem solv-
able when fixed temperature bounds cannot be met, which often occurs for instance
when a late request needs to be scheduled in the immediate future in a room whose
current temperature is far away from the comfort band. In our experiments, adaptive
temperature control solves a large number of instances that are unsolvable under the
fixed temperature control model.

1.3 Potential Integration with Building Management Systems

We have developed a working prototype for the mathematical models discussed in
Section 1.2. In this section, we explore the potential of integrating this prototype with
building management systems (BMS).

This is motivated by the fact that today’s BMS tend to look at the building sub-
systems such as HVAC control, lighting control, blind control, plug load control
in isolation, not exploiting the complementary functions of the various subsystems
to minimise energy consumption. BMSs also tend to be rigid, not exploiting the
wealth of information on existing and future building occupancy and the forecast
energy load of the building. A significant opportunity lies in integrating room and
occupancy scheduling into the BMS. Research has been conducted to develop inte-
grated and intelligent BMS systems in smart buildings [Honeywell, 2016; Building-
IQ, 2014b,a; Yan, 2012; Smith et al., 2011; Klee and Gigot, 2011], however none of
these systems consider integrating occupancy scheduling with building operations.
Indeed, the BMS at reservation times should be capable of determining which rooms
are most adequate from an energy-efficiency standpoint given the expected room oc-
cupancy, the predicted temperature profile of the building’s zones and the forecast
outdoor weather.

Figure 1.3 illustrates how our software prototype can be integrated to the existing
BMS system. This figure shows the input (label A), process (labels B & C) and output
(label D) of the integrated system. Our system receives the following as inputs:

1. a set of occupancy requests including time windows, duration, attendee list,
and optionally their temperature flexibility, preferred locations and facilities
required from the occupancy management system (A1). These system can be
either a room booking system, a meeting appointment system or a timetabling
system, and

2. the buildings physical model, the components settings and the components
limitations of the building’s HVAC control from the Building Automation Sys-
tem (A2).
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Figure 1.3: Potential integration with building management system & room booking systems

These inputs allow us to calculate and configure appropriate constant values and
constraints for the scheduling model (B1), the building thermal dynamic model (B2)
and the HVAC model (B3). We then run our integrated model (C) to identify the opti-
mal HVAC control and the best occupancy schedule that maximise energy efficiency
while meeting occupant comfort needs.

The outputs consist of

1. An occupancy schedule (D1), given time and location of each request, and the
projected total HVAC consumption,

2. the HVAC control settings (D2), given the zones temperature setpoints, the
zone’s supply air flow rate and temperature over the scheduling horizon.

The occupancy schedule and the projected total HVAC consumption can be de-
livered to the occupancy management system. This information allows building oc-
cupants to track their schedule and the overall HVAC consumption of the buildings.
Currently, building occupants do not usually pay attention to when and where they
use HVAC. Due to the lack of informed decision about energy savings, the selections
of venue and time for an activity are often determined by their preferential choice.
Now, with the energy consumption information provided, they are given an option
to make an environmental friendly decision according to their schedule.

The HVAC control scheme consists of the temperature setpoints, the supply air
flow rate and temperature of each zone. This information can be selectively fed
into the HVAC control system, depending on the granularity of control allowed.
Currently, the temperature setpoint of each zone can be configured easily via the
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application programming interface of the BMS, thus this information can be used di-
rectly by constraining the comfort temperature of each zone based on our occupancy
schedule. On the other hand, if the HVAC control allows a more fine-grained control,
the optimal supply air flow rate/temperature generated by our model can be used
as setpoints.

1.4 Summary

To summarise, the core research question we tackle is that how to design optimisa-
tion methods that integrate occupancy scheduling with HVAC control, in a way that
maximises energy savings whilst ensuring the comfort level necessary for occupants.
We address this question in four parts that come together to form a complete solu-
tion: the formulation of a joint HVAC control and occupancy scheduling model, the
development of a scalable joint model to solve large problems, the introduction of an
online joint model that is capable of coping with impromptu meeting requests, and
the integration of adaptive temperature control that further improves on the energy
savings.

We contribute to knowledge in the area of energy-aware occupancy scheduling:

• We formulate an integrated HVAC control and occupancy scheduling model
using MILP, which produces efficient solutions compared to existing approaches,
and can be used in a range of applications,

• We develop a scalable model that combines MILP and LNS, and demonstrate
that this hybrid model can effectively tackle large-scale HVAC control and
meeting scheduling problems,

• We determine an online control and scheduling strategy based on a greedy
algorithm that commits to the best schedule for the latest activity requests
and notifies the occupants immediately, whilst simultaneously optimising the
HVAC control parameters,

• We establish a robust optimisation model which enables adaptive temperature
control and provides a probabilistic guarantee to the level of comfort tolerance
indicated by the occupants.

The key insight underlying this thesis is that integrating occupancy scheduling
with HVAC control can lead to significant savings in energy consumption. By ex-
ploiting the synergy between HVAC control and occupancy scheduling, this ap-
proach achieves a much higher rate of energy savings than works that are based on
(data-driven) black-box models of the HVAC control [Kwak et al., 2013; Chai et al.,
2014] or that minimise energy consumption proxies (e.g. number of rooms used)
[Majumdar et al., 2012; Pan et al., 2012]. Our work sets a baseline for the integration
of HVAC control and occupancy scheduling in the space of energy aware scheduling
in smart buildings.
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1.5 Thesis Outline

This thesis is structured as follows:
Chapter 2 provides a non-technical introduction to occupancy-based HVAC con-

trol. It dedicates sections to discussing all related background: the concept of zone-
based HVAC systems, building thermal model, occupancy-based control strategies,
occupancy modeling and adaptive temperature control.

Chapter 3 provides necessary background for the optimisation techniques that
have been used to formulate our model. These include mixed integer programming
(MIP), large neighbourhood search (LNS), online optimisation, and robust optimisa-
tion.

Chapter 4 introduces the joint HVAC control and occupancy scheduling prob-
lem, and develops an integrated model using MIP. We compare this model with the
state-of-the-art occupancy-based HVAC control and heuristic-based occupancy aware
scheduling, and show the corresponding experimental results.

Chapter 5 describes the LNS formulation, which integrates the MIP model with
the LNS heuristics. We also discuss the automatic parameter tuning and our key
observations.

Chapter 6 extends the integrated model to support online scheduling and control,
and compares its effectiveness with the clairvoyant offline model.

Chapter 7 investigates the potential of adopting adaptive temperature control.
We formalise the adaptive temperature control model based on robust optimisation
method, experiment with different flexible setpoints control settings and demonstrate
a further reduction of energy consumption compared to existing fixed temperature
model.

Chapter 8 concludes our findings and combined approach, and discusses possi-
bilities for future research.



Chapter 2

Background - Occupancy-based
HVAC Control

This chapter provides a comprehensive review on occupancy-based HVAC control,
which is the state-of-the-art HVAC control mechanism that optimises energy savings
based on occupancy presence in buildings. This control mechanism essentially sets
the context and motivation for our problem. Figure 2.1 provides a detailed break-
down of different aspects in occupancy-based HVAC control. These include zone-
based HVAC system, occupancy-based control strategy, building thermal network
modeling, occupancy modeling and thermal comfort control.

In the following sections, we describe in turn the zone-based HVAC system that
allows zone-based control, including the HVAC zoning concept, the Variable Air
Volume (VAV)-based HVAC system and its operations. Next, we introduce different
types of occupancy-based control strategies, from traditional strategies, such as On/Off
control, proportional-integral-derivative (PID) control, rules-based control that pro-
vide coarse-grained control based on static occupancy schedules, to advanced control
strategies, such as model predictive

Figure 2.1: Occupancy-based HVAC control
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control that perform finer-grained control based on the prediction and control of oc-
cupancy dynamics in future horizon. We then discuss various building thermal network
modeling techniques that are used to model building thermal dynamics. These tech-
niques are important to calculate temperature dynamics in each zone and provide
as an input to the feedback control system. Following that, we devote a section on
occupancy modeling and discuss how occupancy dynamics are being gathered, mod-
eled and even proactively controlled to benefit the occupancy HVAC control system.
These include using fixed schedule, sensor-based occupancy detection, occupancy
prediction and energy-aware occupancy scheduling. Lastly, we talk about thermal
comfort control using fixed setpoints and adaptive setpoints.

2.1 Zone-based HVAC Systems

A zone-based HVAC system provides heating, ventilation and air-conditioning to
different parts of a building based on pre-defined building zones. Thermostats are
installed at all building zones to measure and feedback zone temperature to the
HVAC system. Such zoning systems enable precise control of zone temperature
based on occupancy and lead to large savings on energy bills.

There are essentially two types of zone-based HVAC systems: Constant Air Vol-
ume (CAV)-based systems and Variable Air Volume (VAV)-based systems. CAV-
based systems provide a constant air flow rate to all building zones but vary the air
flow temperature to meet the thermal loads of each zone. VAV-based systems, on the
other hand, vary the air flow at a constant temperature (around 13◦C) and heat up
this cold air to a designated temperature based on the heat gains or losses within the
thermal zone served. Due to its greater energy savings potential, the VAV-based sys-
tem is commonly preferred to the CAV-based system in mid-to-large size buildings
[Sekhar, 1997; Yao et al., 2007].

In our work we focus on VAV-based HVAC systems, which serve over 30% of the
commercial and institutional building floor space in the United States [Energy Infor-
mation Administration, 2012]. These buildings are generally large buildings with a
lot of rooms and open spaces with different heating and cooling needs. With VAV-
based systems, we demonstrate how energy savings can be achieved by scheduling
occupant activities and regulating air flow rate and air flow temperature in advance,
in such a way that the VAV-based system is optimised to provide thermal comfort
while conserving energy. In the following, we provide an overview of the HVAC
zoning system and explain how a VAV-based system operates.

2.1.1 HVAC Zoning System

In large buildings, such as commercial offices and university lecture halls, the HVAC
system must meet the varying thermal comfort needs of different spaces. The HVAC
zoning system is commonly deployed to satisfy these different needs. A building is
divided into different areas or ”zones“. A zone can be a single room or cluster of
rooms with the same heat gain and heat loss characteristics. The division into zones
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Figure 2.2: Typical office floor layout

enables individual control of zones’ temperatures. Specifically, the building zones
are designed by subdividing each floor into core and perimeter thermal zones.

Figure 2.2 shows a layout of office space consisting of multiple perimeter and core
thermal zones. The cubicles area and offices are arranged around the outer walls
(a.k.a the perimeter zones) of the building, and a number of meeting and utilities
rooms are co-located at the inner part of the building (a.k.a the core zone) with no
outside exposure.

The perimeter zones have at least one wall or window exposed to the outside
temperatures. These zones experience different heating or cooling loads based on
outdoor conditions. Heat is lost from the heated spaces of the building when the
outside air is colder, whilst heat is transferred to the cooler spaces of the building
when the outside air is warmer. On top of that, these areas gain or lose heat at a
varying rate. For example, the side of a building that is exposed to the sun has more
heat gain than the sides that are shaded. The sun position, wall insulation, window
build-up and blind shading all effect the heat gain and heat loss of the perimeter
zones. Hence, apart from ventilation, these perimeter spaces require either heating
or cooling. On the other hand, interior or core zones are unaffected by outdoor
conditions and experience more or less constant loads. These zones gain heat from
the interior load resulting from the presence of occupants, lights, and equipment.
These spaces generally require less heating load but more cooling load.

The cooling and heating load for both core spaces and perimeter spaces depends
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on many factors such as occupant density, activity level of occupants (active or pas-
sive work tasks), heat produced by equipment, type and level of lighting, and ex-
ternal solar gains. Since different spaces have varying rates of heat gain and heat
loss, it is impossible for a HVAC system that delivers a constant volume of air at the
same temperature to each corner of a building to provide similar comfort conditions.
Therefore, heating and cooling must be supplied at varying rates to different zones of
the building. To cater for such complex scenarios, VAV-based HVAC systems capable
of providing zone-based control have become a de-facto solution.

2.1.2 Variable Air Volume (VAV)-based HVAC Systems

VAV-based HVAC systems [ASHRAE, 2016] control air from a supply duct and vary
the supply air flow and air temperature to each zone based upon the temperature
in the building zone. This system is frequently associated to ”zone control“ due to
its capability to maintain precise temperature control based on multiple setpoints in
individual zones. This system is adopted in our model and the physical model is
explained in detailed in Chapter 4. Figure 2.3 shows a schematic of a VAV-based
HVAC system connected to two building zones.

Figure 2.3: VAV-based HVAC system

The main components are the central air handling unit (AHU), supply fan and
VAV units. The AHU admits a mixture of outside air and return air and conditions it
to a pre-set conditioned air temperature, usually 12.8◦C. The conditioned air1 is then
distributed through the supply air duct to a network of VAV units in the building. A
VAV unit is a small metal box located in the supply air duct just before the outlet of
each zone. This terminal unit is also called a VAV terminal, VAV box or outlet box.
The VAV unit is equipped with a few essential components:

1The conditioned air is sometimes referred to ”supply air“ in other literature. However, following
Goyal et al. [2013], we denote as conditioned air the cold air distributed by the air handling unit to the
supply duct prior to reaching the VAV unit, and as supply air the cold air or re-heated air that flows
through VAV unit into each zones.
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a) a temperature sensor that monitors each zone temperature,

b) an air flow sensor that monitors the volume of supply air into the zone,

c) an air damper that modulates between open and closed positions to regulate
the volume of supply air into the zone,

d) an actuator that adjusts the air damper,

e) the reheat coils that heat up cold conditioned air passing through the air damper
into the zone, and

f) a VAV controller that controls and coordinates all the above operations amongst
the VAV components and the AHU.

Figure 2.4: Dual maximum VAV setpoints control logic

Each VAV unit receives conditioned air from the central AHU at the same tem-
perature. As the conditioned air temperature is constant, the supply air flow rate
and supply air temperature into each zone must vary to meet the rising and falling
heat gains or losses within the thermal zone served. Figure 2.4 shows a schematic
representation of a ”dual maximum“ setpoints control logic used at the VAV units.
Each zone has a pre-defined heating setpoint and a pre-defined cooling setpoint. In
this control sequence, at peak cooling the VAV controller opens the air damper until
the supply air flow reaches a pre-defined upper limit. This allows the VAV unit to
discharge the maximum amount of cold air2 into the zone and bring down the zone
temperature. As the cooling requirement decreases, the controller modulates the air
damper position to decrease the air flow into the zone. When the zone temperature
falls between the cooling and heating setpoints, the system enters a deadband mode
and is neither heating nor cooling. During this time, the air damper is set to open

2Ideally the air temperature is similar to the temperature of the conditioned air, or the outdoor air if
the temperature outside is cooler than the conditioned air.
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at a minimum controllable level to allow the minimum amount of air flow into the
zone. In the case when a zone temperature falls below the heating setpoint, the sys-
tem moves into heating mode. The control sequence is broken into two phases. In
the initial phase of heating, the air flow will remain at the minimum air flow rate
and the reheat coils in the VAV are turned on to add heat to the cold conditioned
air up to a designated supply air temperature. If additional heating is required, the
air flow rate will increase until it reaches a maximum supply air flow rate. Reheat
is typically added to a few perimeter rooms or zones. Although it may seem that
heating air that may have been previously cooled is wasteful, using reheat in a few
locations may be more economical when both heating and cooling is required from
a centralised air supply.

As each VAV unit regulates its air flow rate independently, the volume of con-
ditioned air delivered by the central AHU varies according to the demands of the
VAV units in the system. This means that the supply fan in the central AHU must
vary its output in order to meet the needs of all the VAV units. If the air dampers of
most VAV units are fully opened, the conditioned air required for the entire system
is high. If most VAV unit dampers are closed, the conditioned air required for the
system is much less. Hence the speed of supply fan is regulated to meet the changing
demands of the system and to maintain a constant static pressure in the supply duct.

Most VAV systems and the AHU are coordinated and controlled through a cen-
tralized building automation system (BAS). Each VAV unit can send information and
receive instructions from the BAS, allowing more complex control and optimisation
of the HVAC operations. Alternately, the BAS can continually poll each individual
VAV controllers, looking for information such as damper position, room temperature,
supply air flow rate, and supply air temperature. It can also send remote control in-
structions to each individual VAV units, such as controlling the damper position,
supply air flow rate and supply air temperature into each zone.

Overall, the main advantage of a VAV-based HVAC system is its capability to en-
sure occupant comfort and avoid energy waste. Indeed, a building with many VAV
zones raises the chances of thermal comfort satisfaction with zone-specific temper-
ature setpoints control. Having many VAV zones also reduces the chance of over-
cooling or overheating which lowers fan speeds and lowers the central conditioning
requirement, both of which result in lower energy use.

However, the main issue is that configuring a truly “high performance” VAV
system, including determining the optimal start/stop of the system, detecting zone
occupancy, varying air flow of each zone, optimising fan-pressure optimisation,
resetting conditioned-air temperature, optimising zone ventilation etc., is an ex-
tremely challenging problem [Murphy, 2011]. The research and development of these
zone-based optimal control strategies has been an ongoing concern in the fields of
occupancy-based control (OBC) and demand-controlled ventilation (DCV), which we de-
scribe next [Xu et al., 2009; Erickson and Cerpa, 2010; Liu et al., 2012; Balaji et al.,
2013; Oldewurtel et al., 2013; Goyal and Barooah, 2013; Goyal et al., 2013; Zhang
et al., 2013a].
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2.2 Occupancy-based Control Strategies

The need for comfort control arises because buildings are occupied. In practice,
however, in the majority of buildings the indoor conditions are either pre-defined or
reactive based on temperature sensors. A standard practice is to preset building tem-
perature at a comfortable range, for instance between 20◦C to 24◦C during standard
operating hours regardless of its occupancy. This practice incurs high energy cost
and causes a waste of energy used to heat up or cool down vacant zones.

The goal of occupancy-based HVAC control is to use occupancy information to
reduce energy use – over conventional control algorithms – while maintaining ther-
mal comfort and indoor air quality. This control strategy regulates the indoor cli-
mate of a building based on either pre-defined, measured or predicted occupancy
information. In this section, we discuss various control strategies used to perform
occupancy-based control, ranging from conventional control strategies using pre-
defined occupancy schedules to advanced control strategies that predict occupancy
flow over a control horizon. Conventional controls such as on/off control, PID con-
trol and rule-based control are the most commonly used control mechanisms in ex-
isting commercial buildings, whilst model predictive control (MPC) is becoming the
de facto control strategy in new buildings due to its advanced features that yield
higher energy savings.

Based on the occupancy information, these control mechanisms are used for the
dynamic control of the demand-side of the HVAC system, including VAV dampers
position control, heating coil control, supply air temperature control, supply air flow
rate control and room temperature control. They are also used at the supply side
of the HVAC system for controlling the conditioned air temperature set point of
an AHU, the chilled water temperature setpoint, the outdoor air ventilation rate
and setpoint, the outdoor air damper control, the return air damper control and
the supply duct pressure control. As the basic principle of these mechanisms are
different, they can accept different level of occupancy details, thereby leading to
different granularity of control.

2.2.1 ON/OFF Control

The on/off controllers are the most intuitive and easiest to implement. It regulates
processes using upper and lower thresholds, and ensures that the control parameters
fall within the given bounds [Kolokotsa et al., 2001; Balaji et al., 2013]. Such con-
trollers do not use occupancy measurements. However, they may use pre-defined
occupancy schedules. Occupants are usually provided with two types of control
flexibilities. They are allowed to change the HVAC occupancy status and the tem-
perature setpoint. For the HVAC occupancy status, there are normally three types of
occupancy modes: “occupied”, “standby”, “unoccupied” [Balaji et al., 2013]. By de-
fault, the HVAC is always set to “occupied” during standard operating hours. During
the standard hours in the weekdays, as the zone status is likely to change once it is
occupied again, the controller automatically sets itself to “standby” mode when the
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HVAC is off. During the weekends, when the HVAC is turned on, the zone status is
changed to “occupied” mode for a few hours (for eg. 2 hours or 5 hours). For the rest
of the days, the occupancy mode is always set to “unoccupied”. Although the on/off
controller is simple to implement, it fails to react quickly to dynamic processes with
time lags, such as HVAC control. The HVAC processes controlled using an on/off
controller display large swings from the temperature setpoints.

2.2.2 PID Control

The PID controllers modulate controlled variables based on error dynamics to achieve
accurate control of a HVAC process [Xu et al., 2009; Gruber et al., 2015]. They calcu-
late an error rate based on the difference between a desired setpoint and a measured
control variable, and apply a correction to the control variable based on the following
proportional, integral, and derivative terms:

ut = KPet + K I
∫ t

0
eτdτ + KD det

dt
.

ut is the control variable at step t, KP, K I and KD are non-negative coefficients for
the proportional (P), integral (I) and derivative (D) terms. P accounts for the present
value of the error rate. Based on the model, the control output is directly proportional
to the current error rate. I accounts for the past values of the error rate. The integral
of the error rate will accumulate over time and impact the control output. D accounts
for the future trend of the error rate based on its current rate of change. Using this
formulation, the value of the control variable is being adjusted, with an objective
to minimise the error rate over time. Note that some systems require only one or
two terms to provide appropriate control. This can be achieved by setting the other
term(s) to zero. In the absence of the respective terms, a PID controller is called a PI,
PD, P or I controller.

PID controllers are effective to develop a supervisory control strategy for HVAC
control, such as controlling the position of a damper, or the air temperature setpoint
[Xu et al., 2009]. For occupancy-based control, the occupancy of each zone and the
total occupancy can be given as an input to the control model. This occupancy infor-
mation can be retrieved from a pre-defined schedule, or measured using occupancy
sensors. Generally, the PID controllers return promising results. The drawback of
this model is that KP, K I and KD require tunings. Thus, they are not resilient to
disturbance and the performance of the controllers degrade when the operating con-
ditions vary from the tuning conditions.

2.2.3 Rule-based Control

The rule-based controllers determine all control inputs based on a series of rules of
the form “if condition, then action” [Dhummi et al., 2011; Agarwal et al., 2011; Goyal
et al., 2012b, 2013]. The rule-based controller in Agarwal et al. [2011] uses occupancy
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measurements to turn off the HVAC system, while the controller in Dhummi et al.
[2011] modulates the supply air flow rate and the zone temperature setpoints in each
zone based on measured occupancy. Goyal et al. [2013] defines a set of rules to
control zone temperature setpoints during occupied and unoccupied periods. Their
controller is designed such that the temperature setpoints are allowed to fluctuate
within a larger range when the measured occupancy is zero, and are tightened when
the measured occupancy is more than one. Furthermore the controller calculates
the minimum supply air flow rate based on the number of occupants in the zone.
The decision of temperature setpoints is crucial as a wider range will reduce energy
consumption in general, since the controller may be able to reduce reheating during
low thermal load conditions and reduce the air flow during high thermal load condi-
tions. Too wide a range, however, will lead to discomfort of the occupants. Therefore,
for these types of controllers, the conditions and actions are usually associated with
numerical parameters (e.g. threshold values) that need to be chosen. A good perfor-
mance of the rule-based controllers critically depends on a good choice of rules and
associated parameters.

2.2.4 Model Predictive Control

Unlike conventional control mechanisms, MPC is an advanced method which uses a
system model to predict the future states of the system and generates a control vector
that minimises a certain cost function over the prediction horizon in the presence of
disturbance and constraints. The optimisation model can be formulated in general
form as follows:

min f
(

xt→t+N|t, ut→t+N|t
)

subject to xt+k+1|t = g
(
xt+k|t, ut+k|t

)
k = [0, 1, . . . , N − 1]

xt+k|t ∈ X

ut+k|t ∈ U

where xt+k|t denotes (t + k)th predicted state of the system at step t. ut+k|t represents
the exogenous input to the system, calculated at step t. The HVAC system’s state tra-
jectories are explored based on initial states and predicted disturbances (i.e. inputs)
to the system, and a cost-minimising control strategy is identified until time t + N.
Only the decision for time step t is executed. The prediction horizon is then shifted
forward and the process is repeated all over again to calculate the optimal control
signal.

Using MPC, constraints can be placed on the rate and range limits of the con-
trolled variables (e.g. the upper and lower limits of the zone temperature, supply air
flow rate limits, and range and speed limits for damper positioning). External and
internal disturbances such as weather, occupant activities and equipment can also
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be modeled, and their predicted effects on the system are used during control vec-
tor computation. This effort results in a controller that regulates the process tightly
within the given bounds, and is robust to both time-varying disturbances and system
parameters.

The main advantage of MPC is the fact that it allows the current time step to be
optimised, while taking future time steps into account. This is achieved by optimising
a finite time-horizon, but only implementing the control variables of the current time
step. In contrast to the conventional controllers that do not have this predictive
ability, MPC has the ability to anticipate future events and can take control actions
accordingly.

When applied to occupancy-based HVAC control, MPC employs a discretized
model of the HVAC system, the building thermal dynamics, and exogenous inputs
such as outdoor weather, solar gain, zone heat load (occupancy and equipment).
It solves an optimisation problem to determine the optimal HVAC control while
meeting the occupants’ comfort requirement [Sun et al., 2010; Oldewurtel et al., 2010;
Nghiem and Pappas, 2011; Ma et al., 2011; Mady et al., 2011; Oldewurtel et al., 2012;
Goyal et al., 2012a; Oldewurtel et al., 2013; Goyal et al., 2013; Parisio et al., 2013;
Zhang et al., 2013b; West et al., 2014; Brooks et al., 2015].

Specifically, in the MPC model, the occupancy information is provided as an
exogenous input. This information can be obtained from a pre-defined schedule,
or predicted based on occupancy models generated using methods in Section 2.4.
The number of occupants are used to project occupancy heat gain based on the
occupant activity level. For example, ASHRAE [2013a] states that each occupant
generates about 60W-120W based on their activity level in the office. Based on this
occupancy information, the MPC model optimises the HVAC control by pre-cooling
or pre-heating the room temperature to a certain comfort level prior to the projected
occupied hours, while otherwise the room would stay at its setback temperature.

Conventional control methods such as PID control and rule-based control are
easy to implement since they are pure feedback strategies based on measured tem-
perature and occupancy. MPC, in contrast, requires additional information of the
HVAC model, the building dynamics and the predictions of exogenous inputs such
as occupancy information. Despite its computational complexity and the need for
a good building thermal dynamic model, however, the MPC models reduce energy
use significantly compared to conventional control schemes that are currently used
to operate buildings [Oldewurtel et al., 2010; Mady et al., 2011; Goyal and Barooah,
2013; Goyal et al., 2013; Brooks et al., 2015]. These models consistently incorporate
occupancy information into the control and yield an optimal control of the building
for a given occupancy prediction over sufficiently long prediction horizon; indepen-
dently of any parameters and threshold values that are required to be tuned for PID
control or rule-based control. In spite of high degree of uncertainty in building dy-
namics and exogenous inputs, Goyal et al. [2012a] and Zhang et al. [2013b] show that
MPC controller performance is robust to uncertainties, making it a good candidate
for building control. We refer readers to [Afram and Janabi-Sharifi, 2014; Mirakhorli
and Dong, 2016] for comprehensive reviews of MPC-based HVAC control methods.
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MPC is adopted in our model and the details are explained in Chapter 4 Section
4.2. The challenge of MPC is that it requires an appropriate model that adequately
captures the thermal dynamics of the building, which is then used for the compu-
tation of the optimal control inputs to the zone temperatures [Cigler et al., 2013].
This model must be sufficiently precise, in order to yield valid predictions of the
relevant variables (e.g. room temperatures), but at the same time, the model must be
as simple as possible for the optimisation task to be computationally tractable. In the
next section, we discuss various building thermal models, specifically the lumped
RC model that is used to simulate the transient thermal dynamics of a building in
our work.

2.3 Building Thermal Network Modeling

The dynamics of temperature evolution in a building is one of the most complex as-
pects of the overall building dynamics. The complexity lies in modeling the thermal
interactions amongst rooms, occupants, equipments, outdoor climate conditions and
HVAC system. The thermal interactions in a multi-zone building can be thought of
as an interconnected system of many subsystems. Each subsystem corresponds to a
zone, and the interconnections correspond to dynamic interactions between pairs of
zones. These interactions can be either

• through conduction through the walls,

• through convective air exchange among rooms or,

• through radiation from various material interfaces (e.g. walls, equipments and
occupants).

Incorporating these interactions in a building thermal model is a challenging task
since it requires modeling heat exchange through convection, conduction and radi-
ation among all adjacent rooms. A first-principles based model constructed from
energy and mass balance equations that model all these behaviors will lead to a
highly complex model [Goyal and Barooah, 2012].

Alternately, simpler building thermal models are sought of to simulate the ther-
mal dynamics without losing its practicability [Kramer et al., 2012; Cigler et al., 2013].
A lot of efforts have been devoted to modeling simplified building thermal network
model that are applicable to computationally intensive HVAC control model, such
as MPC. These simplified models include response factor methods [Mitalas and
Stephenson, 1967], conduction transfer functions [Stephenson and Mitalas, 1971], fi-
nite difference methods [Clarke, 1985] and lumped resistance-capacitance (RC) meth-
ods [Crabb et al., 1987].

2.3.1 RC Model

In our work, we focus on the lumped resistance-capacitance (RC) method. The model
is built analogously to the electrical network analogy: a thermal resistance is repre-



24 Background - Occupancy-based HVAC Control

sented by R (analogously to electrical resistance) and a thermal capacitance is repre-
sented by C (analogously to electrical capacitance). The connecting edges represent
heat flow, characterised by a temperature. This method models building thermal re-
sponse by breaking up construction elements into a number of temperature-uniform
elements, about which the transient heat flow through a solid surface, such as a wall
or a window, can be expressed. Figure 2.5 depicts a construction element consist-
ing of multiple layers of different building materials. Depending on the materials
used, each layer has different thickness, thermal conductivity, specific heat capacity
and density. With the lumped RC method, such construction element consisting of n
layers of materials can be combined to form n “lumped” thermal resistances (R) and
n− 1 “lumped” thermal capacitance (C). Figure 2.6 illustrates an example with three
“lumped” thermal resistances (Rz

l , Rmid,z
l , Rl

z) and two “lumped” thermal capacitance
(Cz

l , Cl
z).

Figure 2.5: Construction element layers

Figure 2.6: Lumped parameter construction element

Tz
l and Tl

z represent the temperatures within the construction element. Tl and Tz

represent the room temperatures at two adjacent zones. The total thermal resistance
Rtotal and the total thermal capacitance Ctotal of each construction element can be
calculated by the following equations:

Rtotal =

(
l=n

∑
l=1

xl

kl

)
/A

Ctotal = A×
(

l=n

∑
l=1

xl × ρl × cl

)

where Rtotal is the sum of Rz
l , Rmid,z

l and Rl
z, and Ctotal is the sum of Cz

l and Cl
z. A

is the area size of a wall, xl is the length of the layer l measured on a path parallel
to the heat flow, kl is the thermal conductivity, ρl is the density and cl is the specific
heat capacity of the material at layer l. The state equations for the thermal behaviour
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of each construction element can be written as follows:

Cz
l Ṫz

l =
1

Rz
l
(Tl − Tz

l ) +
1

Rmid,z
l

(
Tl

z − Tz
l

)
Cl

zṪl
z =

1

Rmid,z
l

(
Tz

l − Tl
z

)
+

1
Rl

z

(
Tz − Tl

z

)
Cl Ṫl =

1
Rz

l
(Tz

l − Tl) + Qp
l + Qs

l

Note that Cl denotes the thermal capacitance in room l, Qp
l denotes the internal

heat gain from occupants and Qs
l denotes the solar heat gain.

The model order is equal to the number of capacitors used (i.e. number of C’s
used) and for every C, the governing equation includes a linear differential equation.
The resulting linear differential equation for each element can be solved analytically,
making the method very computationally efficient. However, note that the model
complexity increases along with the number of capacitors used. Thus, the capac-
itance and its corresponding resistances have to be carefully chosen to model the
combined effect of conduction between the air masses separated by the surface, as
well as radiation and convection between the surface and the air mass in contact with
it [Goyal and Barooah, 2012].

Gouda et al. [2002] showed that a second-order lumped RC-network model with
3 resistors (R) and 2 capacitors (C) is sufficient to capture the thermal dynamic inter-
action between two spaces connected through a single wall. They showed that a re-
duced model based on second-order building element gives minimal loss of accuracy
but significant improvements in computational effort compared to a baseline model
of twenty-order lumped RC parameters benchmark. Thus it is possible to model the
thermal interactions in a multi-zone building by using such simpler 3R2C-networks
as building blocks.

The configurations of thermal capacitance and thermal resistances for each build-
ing elements modeled are essential. To identify the value of these parameters, three
different methods can be employed:

White-box model: This approach has a strong physical basis. The RC network’s
topology as well as its R and C elements (the model parameters) are derived directly
from detailed geometry and construction data. For each construction element mak-
ing up the building space, the layering materials, thickness, thermal conductivity,
specific heat capacity and density are identified. The values of the total resistance
and capacitance for each element are first calculated, and further divided into three
resistance fractions and two capacitance fractions [Gouda et al., 2000, 2002; Deng
et al., 2010; Dobbs and Hency, 2012; Goyal and Barooah, 2012; Sturzenegger et al.,
2012, 2014].

Black-box model: Due to the complexity of underlying physics, a data driven ap-
proach that identifies building thermal dynamics interactions from observed behav-
ior is widely explored [Goyal et al., 2011; Cigler et al., 2013; Zhou et al., 2016]. These
data-driven models use techniques such as Kalman Filtering and semiparametric re-
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gression to learn the parameters of the RC network. This approach is conceptually
simple but depends crucially on the availability of appropriate input data sets that
encompass sufficient long sequences of all relevant feedback-response signal pairs.
These are very hard to obtain from a real building during normal operation.

Grey-box model: This first specifies a plausible RC network model using the white-
box approach [Cigler et al., 2013; Ghosh et al., 2015]. The model parameters are
then further fitted to the building thermal dynamics using the measurements data.
The advantage of this approach is that basic knowledge about possible thermal in-
teractions can be easily introduced, and the model parameters are fitted further to a
specific buildings.

In Chapter 4 Section 4.2.3, we adopt this lumped RC method and present a com-
plete state-space formulation of the thermal dynamics of a building. Specifically, we
use a white-box model in the settings of R’s and C’s. In Section A of the Appendix,
we compare our model with building energy simulation software using a grey-box
model.

The lumped RC methods have been well-explored in the recent years as they are
more accurate and computationally efficient [Gouda et al., 2000, 2002; Goyal and Ba-
rooah, 2012; Goyal et al., 2011; Deng et al., 2010; Ghosh et al., 2015; Sturzenegger
et al., 2014; Dobbs and Hency, 2012; Ma et al., 2012; Eisenhower and Mezic, 2012;
Radecki and Hencey, 2012]. Due to its practicality, this model has been widely em-
ployed by various MPC-based HVAC control mechanisms [Goyal and Barooah, 2012;
Goyal et al., 2011; Ma et al., 2012; Sturzenegger et al., 2012; Cigler et al., 2013]. We
refer the readers to [Kramer et al., 2012] for a comprehensive review of building
thermal models.

2.3.2 Building Energy Software Simulation

It is worth noting that in the HVAC community, building energy simulation software
such as Energy+ [Crawley et al., 2000], TRNSYS [Klein and of Wisconsin-Madison.
Solar Energy Laboratory, 2010] and DOE-2eQuest [Hirsch et al., 2010] are typically
used for modeling building thermal behaviors. These tools contain numerous com-
plex calculations that are useful for load calculations, equipment sizing, and pre-
dicting energy use of a building over long time intervals. However, their utility is
limited as tools to model or simulate the dynamics of the thermal processes inside
a building that can be used by a control system [Goyal et al., 2011]. Due to the
software complexity, it is hard to seamlessly integrate optimisation algorithms with
these simulation software.

Several works also compare the lumped RC with Energy+ [Sturzenegger et al.,
2012; Dobbs and Hency, 2012; Eisenhower and Mezic, 2012]. Sturzenegger et al.
[2012] concludes that the understanding of wall materials and built-up is essential
to build an accurate RC model. Nonetheless, Eisenhower and Mezic [2012] further
states that the reduced lumped RC network is robust to the uncertainty in the RC
parameters of the model, and Dobbs and Hency [2012] demonstrates that the use of
model aggregation reduces computational time without significant loss of accuracy.
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2.4 Occupancy Modeling

Building occupancy changes over time. Conference rooms, cafeterias, auditoriums,
and other assembly spaces are often unoccupied for significant periods of time. Office
occupancy varies during the course of a work day, from day to day, and over longer
terms because of attendance of meetings elsewhere, business travel, changing room
functions, and variations in staffing. The resulting over-ventilation, during times
when the space has less than maximum occupancy or is unoccupied, wastes signif-
icant HVAC energy and causes discomfort for occupants in some spaces (e.g., con-
ference rooms) from over-cooling or overheating. In a dynamic environment where
the zone settings and occupancy keeps changing, knowing occupancy information,
including whether a zone is occupied or vacant, the number and identities of the oc-
cupants, is essential for occupancy-based HVAC control [Erickson and Cerpa, 2010;
Nguyen and Aiello, 2013]. Thus, various mechanisms have been developed to detect,
monitor, model and predict occupancy in each zone.

2.4.1 Fixed Schedule

The most basic technique for indicating occupancy in the building involves a pro-
grammable schedule that is customizable and takes into account the occupant’s ac-
tivity/business hours, special events such as business trips, leaves and holidays. The
HVAC system is turned on and off based on these fixed system schedules.

2.4.2 Sensor-based Occupancy Detection

An improvement of this technique uses motion detection or Passive infrared (PIR)
sensors [Agarwal et al., 2010] to verify whether or not occupants really are in office
spaces during the scheduled times. If no motion is detected within a set time, action
is taken such as changing the setpoints, or reducing minimum air flow rates into the
zone [Zhang et al., 2013a]. Motion detectors provide an efficient way to detect occu-
pancy, but they provide no information about the number of people using the space.
This finer-grained information is essential to perform demand-driven temperature
control and CO2 ventilation. More comprehensive sensors-based and vision-based
systems have been developed to achieve this goal. These systems use temperature
sensors, humidity sensors, CO2 sensors, acoustic sensors, ambient light [Chang and
Hong, 2013], wireless cameras [Erickson et al., 2009], door state sensing [Agarwal
et al., 2010; Hutchins et al., 2007], RFID [Li et al., 2012], communication network
infrastructures [Melfi et al., 2011; Zeiler et al., 2012] or combinations of various sen-
sors [Yun and Won, 2012; Mamidi et al., 2012; Lam et al., 2009; Dong and Andrews,
2009; Meyn et al., 2009; Barakat and Khoury, 2016; Pedersen et al., 2017] to provide
better measures of actual occupancy. Detailed surveys of these occupancy detection
systems can be found in [Labeodan et al., 2015; Liu et al., 2012].
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2.4.3 Occupancy Prediction

While real time occupancy monitoring is important, occupancy prediction is also
helpful for HVAC control especially with MPC. Time is required for rooms to be
brought to appropriate temperatures, therefore the conditioning of the room must
begin prior to when the room is actually utilised. This cannot be achieved solely by
depending on real time occupancy detection. The capability of predicting occupant
movement or room usage patterns is crucial to trigger HVAC control at a timely
manner. For example if a lobby has a large number of people, then the HVAC system
might predict that an adjacent conference room will be used with high probability
and begin conditioning before people actually enter the room.

Various methods have been developed to understand the dynamics of occupancy
patterns. The spatiotemporal dynamics of occupancy has high variability that makes
this a challenging task. Determining the number of people that occupy a particular
space and the corresponding duration are difficult to characterise because human
behavior is considered stochastic in nature. For example, occupants do not arrive
and leave at the same time of the day, their locations within the building also vary
throughout the day. As a result, different zones have different hourly occupancy rates
on different days. To model these occupancy behaviors and movement patterns in
buildings, different approaches have been investigated and explored. These include

• statistical techniques [Clevenger and Haymaker, 2006; Page et al., 2008; Erick-
son et al., 2009; Nassar, 2010; Goldstein et al., 2011; Liao and Barooah, 2011;
Duarte et al., 2013; Chang and Hong, 2013],

• machine learning techniques [Lam et al., 2009; Yu, 2010; Yang et al., 2016] and

• graphical model approaches [Hutchins et al., 2007; Dong and Andrews, 2009;
Meyn et al., 2009; Erickson and Cerpa, 2010; Liao and Barooah, 2010; Kamthe
et al., 2011].

These mechanisms learn behavioral patterns from occupancy data collected from sen-
sors and vision cameras. Based on the occupancy data, different occupant diversity
profiles describing the occupancy distribution of each zone are created. Specifically,
the occupancy profiles reflect the time-series information for each zone, for example
(i) first arrival and last departure times of the occupants, (ii) estimated number of
occupants per hour for each day, (iii) periods of intermediate presence and absence,
and (iv) occupant mobility patterns in buildings.

These occupancy profiles contain valuable information when deciding demand
control strategies: they enable occupancy-based control to forecast the density of
people at each zone. Predicted occupancy (number of people) can be converted to
the zone thermal loads, thereby enabling the HVAC system to operate dynamically,
such as using different temperature setpoints and ventilation rates on a zone by zone
basis at each day and time.
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Majumdar
et al.

[2012]

Kwak
et al.

[2013]

Pan
et al.

[2012]

Klein
et al.

[2012]

Chai
et al.

[2014]

Balaji
et al.

[2013]
Ad-hoc/Fixed Schedule
Brute force x
Random room x x x x

Optimisation Approach
Search Techniques

Greedy x
Hybrid greedy x
A* search x

Mixed integer program-
ming

x x

Markov decision prob-
lems

x

Heuristics
Room occupied duration x
Number of room used x x
Time gap x x x
Capacity gap x x x x
Key meeting x
Non-peak time x
Real-time pricing x x

Table 2.1: Existing energy-aware meeting/timetable scheduling approaches

2.4.4 Meeting/Timetable Scheduling

While building occupancy flows are naturally stochastic, some studies try to sched-
ule activities such as meetings and lectures in order to deterministically control occu-
pancy flow in an energy optimum fashion. Such energy aware occupancy scheduling
approaches have gotten more attention in recent years due to the significant cost sav-
ing opportunities. Even simple rules like consolidating meetings in fewer buildings
have proven to be very effective. For example, Portland State University consoli-
dated night and weekend classes that were held across 21 buildings into 5 energy
efficient buildings. By doing so, they reported a reduction of 18.5% in electricity con-
sumption over the fall season compared to the previous three-year average [Portland
State University, 2012]. Significant savings have also been reported by several other
universities [Michigan State University, 2009; North Carolina University, 2015; The
University of Iowa, 2015] which deployed the same strategy during their summer
school term by compacting schedules and consolidating the use of classroom space
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strategically.
Balaji et al. [2013] and Capehart and Capehart [2007] optimise HVAC control

based on user input schedule from meeting appointment systems such as Microsoft
Outlook. This approach assumes exact meeting schedules and therefore it is equiva-
lent to the fixed schedule approach. The drawback of this approach is that it basically
ignores that some schedules might lead to more energy savings.

Another work focuses on optimising meeting scheduling and timetabling based
on a heuristic approach. Table 2.1 presents a summary of the existing work on
energy-aware occupancy scheduling. These works look into the aspect of occu-
pancy scheduling, and focus on generating energy-efficient schedule based on heuris-
tics. They examine various configurations of meeting schedules using different ap-
proaches to identify the best schedule that minimise energy used while observing
the meeting constraints.

Majumdar et al. [2012] evaluate the performance of a number of scheduling al-
gorithms that they run through the building energy simulation software Energy+
[Crawley et al., 2000]. They first adopt a brute force method to explore all possi-
ble room choices for a small set of meetings using depth-first search. To identify
an energy-efficient schedule, they then calculate the energy consumption of each so-
lution found using Energy+. This makes the brute-force method computationally
impractical. To generate a practical baseline benchmark, they resort to a random
room assignment approach. Their algorithm performs depth first search to ran-
domly assign each meeting to a room, until all the meetings are scheduled. At
any stage, it backtracks to the previous solution in case no feasible room option is
available. Amongst all of the existing work, random room assignment appears to be
a commonly adopted approach to generate benchmark performance, which we also
observe in the work by Klein et al. [2012] and Chai et al. [2014].

To generate an energy-efficient schedule, Majumdar et al. [2012] introduce a set
of heuristics in their energy cost model. Such heuristics include room occupied du-
ration, number of rooms used, time gap between successive meetings in the same
room, capacity gap between the room size and the meeting size are used to approx-
imate the energy-optimality of a meeting schedule. Guided by this set of heuristics,
they use hybrid greedy search to greedily commit to the minimum cost schedule.
They also adopt such heuristics to guide A* search by pruning suboptimal search
trees. The former performed best when considering only one criterion, but a more
involved A* search with successive calls to Energy+ performed best overall.

Pan et al. [2012] consider a similar approach. Some criteria considered in their al-
gorithms include minimising the number of rooms, minimising time between meet-
ings in the same room, and minimising room size. By adopting a greedy-based
approach guided by such heuristics, they show that by scheduling meetings back-to-
back in the same room, a 20% energy savings is observed when comparing results to
existing schedules. They also consider another approach of minimising energy cost
based on real-time pricing in Pan et al. [2013].

The work by Kwak et al. [2014] and Chai et al. [2014] are the closest to our work.
Unlike Majumdar et al. [2012] and Pan et al. [2012], they adopt a mixed integer
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programming approach to schedule meetings in an optimal manner. However, they
consider similar heuristics criteria such as minimising time gap between successive
meetings in the same room, minimising capacity gap between the room size and the
meeting size. It is important to note that these works minimise energy use without
directly modeling the HVAC system. In our work we integrate occupancy scheduling
with HVAC control, because it is of key importance to determine which rooms need
to be heated or cooled and when. For example, sometimes it is more energy efficient
to pre-cool a room rather than cool it at the time of a meeting. In order to determine
the HVAC operation one needs to decide the HVAC control settings.

Klein et al. [2012] look at a slightly different perspective on energy-aware schedul-
ing. They develop a multi-objective Markov Decision problems to coordinate both
HVAC system and building occupants through meeting relocations. In order to gen-
erate an energy-efficient schedule, their multi-agent system attempts to re-locate
meetings into minimum number of rooms within similar zones through meeting
agents. Similarly, Kwak et al. [2014] also develop an agent-based system to interact
with the occupants to reschedule meetings and incentivise them based on their en-
ergy saving activities. While the human behavior aspect is out of the scope of this
thesis, these existing works address an important problem and its solution that can
be integrated with our work to form a complete solution.

In Chapter 4 we combine meeting/timetabling scheduling with occupancy-based
HVAC control, and show how the joint model can outperform these state-of-the-art
approaches.

2.5 Thermal Comfort

Thermal comfort is the condition of mind that expresses satisfaction with the thermal
environment and is assessed by subjective evaluation [ASHRAE, 2013a]. Individuals
vary greatly in their physiological reaction to their thermal environment. Perception
of thermal comfort is affected by many factors, including air temperature, air speed,
humidity, clothing, the amount of physical exertion and outdoor temperature [Brad-
shaw and Bradshaw, 2010]. Under the same thermal conditions, some individuals
may feel too hot, while others wearing identical clothing feel too cold. Because there
are large variations, both physiologically and psychologically, from person to person,
it is difficult to satisfy everyone in a space. Consequently, standards are defined to
specify the combinations of indoor thermal environmental factors and personal fac-
tors that will produce thermal conditions acceptable to a majority of the occupants
within the space.

2.5.1 Fixed Comfort Setpoints

ASHRAE [2013a] defines a standard for thermal environmental conditions suitable
for human occupancy. It addresses the interactions between temperature, thermal
radiation, humidity, air speed, personal activity level, and clothing. The standard
recommends conditions that have been found experimentally to be acceptable to at
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least 80 percent of the occupants within a space. The operative temperature range
for building occupants in typical winter clothing is specified as 20◦C to 23.5◦C. The
preferred temperature range for occupants dressed in summer clothes is 22.5◦C to
26◦C. These values are derived from the Predicted Mean Vote (PMV) method devel-
oped by Fanger et al. [1970]. PMV is an index that predicts the mean value of the
thermal sensation votes (self-reported perceptions) of a large group of persons on a
sensation scale expressed from -3 to +3 corresponding to the categories cold, cool,
slightly cool, neutral, slightly warm, warm and hot. This method treats all occu-
pants the same and disregards location and adaptation to the thermal environment.
It basically states that the indoor temperature should be a fixed configuration. This
is taking the more passive stand that occupants do not have to adapt to different
temperatures (since the temperature will always be constant). As a consequence,
the PMV-based static thermal model incurs high HVAC operating cost as substantial
energy is being consumed to ensure fixed thermal comfort range.

2.5.2 Adaptive Comfort Setpoints

As energy savings are becoming a priority in building operations, a number of stud-
ies started to investigate the potential of energy reductions that can be delivered
by the use of adaptive comfort setpoints [Mui and Chan, 2003; Aileen, 2010; Schu-
mann et al., 2010; Ward et al., 2010; Yang and Wang, 2013; West et al., 2014; Chew
et al., 2015]. It is first shown in De Dear et al. [1998] that occupant response to
room temperature depends on outdoor temperature. According to them, people in
warm climate zones prefer warmer indoor temperatures than people living in cold
climates zones. Similarly, in hot summer the occupants can tolerate a lot more ambi-
ent heat than in winter, because human bodies become used to the higher range of
temperatures. They suggest an adaptive comfort model that correlates the outdoor
temperature with indoor comfort temperature.

The adaptive comfort model defines a variable temperature setpoint based on the

Figure 2.7: Adaptive comfort model for buildings with centralized HVAC and non-opening
windows adapted from De Dear et al. [1998]
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effective temperature (ET), which is calculated based on the arithmetic average of
outdoor temperature at 6 a.m. (assumed minimum daily temperature) and outdoor
temperature at 3 p.m. (assumed maximum daily temperature) for a calendar month
or particular days. Contrary to the static assumptions underlying the PMV method
in Fanger et al. [1970], their results show that occupants thermal comfort sensations
are impacted by outdoor temperature, as shown in Figure 2.7. Based on this finding,
numerous studies have been conducted and showed that the adaptive model leads to
substantial energy reductions [Mui and Chan, 2003; Aileen, 2010; Ward et al., 2010;
Yang and Wang, 2013; West et al., 2014; Chew et al., 2015]. Adopting the adaptive
model is a matter of actively managing occupant expectations influencing comfort
perception and promoting thermal acceptability [Ward et al., 2010]. In Chapter 7, we
present a model that allows the occupant to indicate their thermal comfort flexibil-
ity. Based on this input, we demonstrate substantial energy savings by dynamically
adjusting the comfort setpoints, while providing probabilistic guarantees of thermal
comfort satisfaction, considering the uncertainty in the thermal flexibility of occu-
pants.
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Chapter 3

Background - Optimisation

This chapter provides a brief background of the optimisation techniques applied in
this thesis. These include mixed integer programming (MIP), large neighbourhood
search (LNS), online optimisation and robust optimisation. We give a fundamental
overview and introduce the basic idea of each technique. We explain these tech-
niques in chronological order following their applications to our integrated HVAC
control and occupancy scheduling model. Section 3.1 describes MIP. Section 3.2 in-
troduces LNS, followed by online optimisation in Section 3.3. Finally, Section 3.4
covers robust optimisation. All of these approaches have been widely studied, and
an exhaustive literature review is beyond the scope of this work. We refer readers
who are interested for more detailed elaborations to the cited papers.

3.1 Mixed Integer Programming

Our work is fundamentally formulated using mixed-integer programming (MIP)
model. A MIP model is an optimisation problem of the form

minimise: cTx

subject to Ax = u (linear constraints)

x ≤ x ≤ x (bound constraints)

some or all xi must take integer values (integrality constraints)

where A is an m× n constraint matrix, x is a vector of n variables, c is the objective
function, x and x are vectors of bounds. Some of the variables in vector x are con-
strained to be integers, while other variables are allowed to be non-integers. Thus, a
MIP is a linear program with an integrality restriction on some or all of the variables
[Bixby et al., 2000]. The integrality constraints allow MIP models to capture the dis-
crete nature of some decisions. For example, a binary variable xl whose values are
restricted to 0 or 1, can be used to decide whether or not an action is taken, such as
scheduling an activity or activating the HVAC in location l.

The above model is a mixed integer linear program as it has a linear objective and
sets of linear constraints. The following shows a more complicated mixed integer
non-linear program (MINLP) model that we tackle in Chapter 4:

35
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minimise: xTQy + cTx

subject to w = u + xTQy (bilinear constraints)

wz ≤ w ≤ wz (bound constraints)

x ≤ x ≤ x (bound constraints)

y ≤ y ≤ y (bound constraints)

w ∈ R, x ∈ R+, y ∈ R+

z ∈ {0, 1} (integrality constraints)

where x, y and z are the decision variables, u and w are auxiliary variables, x and
c ∈ Rn, y ∈ Rm, and Q is a matrix of dimension n × m. z is a vector of binary
variables, whereas x and y are sets of positive continuous variables. w, w, x, x, y,
y, z and z are vectors of bounds. This model captures the nature of our problem,
where x and y denote the interdependent continuous variables in HVAC control and
z denotes the discrete scheduling decisions.

It is easy to see that this is a MINLP problem with a bilinear objective, sets of
linear and bilinear constraints, and sets of discrete and continuous decision vari-
ables. The matrix Q is not positive semidefinite, so this problem is nonconvex even
when the integrality constraints are relaxed. Problems of this type are very diffi-
cult to solve, because they combine all the difficulties of both of their subclasses:
the combinatorial nature of MIP and the difficulty in solving nonconvex non-linear
programs (NLP) [Bussieck and Pruessner, 2003]. Fortunately, innovative approaches
and related techniques have been developed to exploit the structure of MIP and NLP
within MINLP.

One approach to solving nonconvex MINLP is to obtain convex relaxations by
exploiting the structure of the problem, and solve the corresponding approximation
by using mixed-integer linear programming solvers, such as Gurobi [2014], that are
guaranteed to return a lower bound on the globally optimal MINLP objective. To
obtain a suitable MILP, we use the linear programming relaxation of bilinear terms
introduced by McCormick [1976]. This relaxation introduces a new variable v for the
bilinear term xy together with four inequalities that define its convex envelope using
the bounds [x, x] and [y, y] on each of the two variables involved:

v ≥ xy + yx− xy
v ≥ xy + yx− xy
v ≤ xy + yx− xy
v ≤ xy + yx− xy

We refer to Belotti et al. [2013] for a comprehensive survey of the state-of-the-art
methods for solving this challenging class of problems.

MILP problems are generally solved using LP-based branch-and-bound algo-
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rithm, or more specifically, branch-and-cut. This algorithm starts by solving the LP
relaxation, obtained by simply removing all integrality restrictions. If the solution of
this LP model satisfies all the integrality constraints, without them being explicitly
imposed, then we can stop. We have found an optimal solution of the original MILP.
Otherwise, some integrality restrictions are violated. We then pick an integral vari-
able whose value in the LP relaxation is fractional. Suppose this variable is x with a
value of 0.7, we branch and create two new sub-MIP problems, one of which has the
added restriction x ≥ 1 and the other of which has the added restriction x ≤ 0. If we
can compute optimal solutions for each of these two sub-MIP problems then we can
take the better of these two solutions and replace the original MIP. Upon identifying
the optimal integral value for variable x, we have identified a cutting plane that cuts
off the solution to the current LP, and we can now add the more restricted integral
constraints to the original MIP. The procedure is repeated. If it happens that all of
the integrality restrictions in the original MIP are satisfied in the solution, then we
know that we have found a feasible solution to the original MIP.

Two important values are generated during the branching process: an upper
bound objective function that is obtained by finding feasible integral solutions, and
a lower bound objective function that is obtained from the LP relaxation amongst all
active branch-and-cut MIP sub-problems. The difference between the current upper
and lower bounds is known as the gap. When the gap is zero, an optimal MIP
solution is found. As a side note, presolve, cutting planes, heuristics and parallelism
are four important procedures that improve on the efficiency of MIP algorithms. We
refer to Gurobi [2016b] for an in-depth primer about MIP.

3.2 Large Neighbourhood Search

To scale our work to a larger problem size such as university timetabling, and meet-
ing scheduling for commercial offices with huge number of rooms, we employ large
neigbourhood search (LNS) in Chapter 5. LNS [Shaw, 1998] is a hybrid optimisa-
tion technique that combines MIP or constraint programming (CP) [Rossi et al., 2006;
Van Hentenryck and Michel, 2009] with local search (LS). Traditionally, local search
is a heuristic search paradigm that moves from one configuration to the next based
on local moves without pruning the search space nor extending partial solutions. It
attempts to solve optimisation problems within reasonable time constraints without
offering any optimality guarantees. In contrast, MIP and CP are optimisation tech-
niques that are very good at finding optimal solutions but they fail to scale when the
model involves a lot of variables. LNS tries to get the best of both methods: explor-
ing the solution space and escaping local minima using local search, and exploiting
the power of tree pruning and finding optimal solutions for a smaller sub-problems
using MIP/CP.
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LNS solves a global optimisation problem by dividing them into many smaller
problems and solve them to its optimality. It consists of four steps:

1. start with a feasible solution,

2. select a neighbourhood,

3. re-optimise the neighbourhood using MIP/CP,

4. repeat the steps, or exit.

The first step consists of finding a feasible solution to the global problem. This
is usually obtained by using MIP or CP as they are very good at finding feasible
solutions. The key ideas of LNS lie in the second and third steps. The first key
idea is to define its neighbourhood by fixing a subset of variables to their values in
the best solution found so far and releasing the rest of the variables. We call this
the destroy step. As the number of variables released at a time are usually larger
than typical local search moves, one cannot rely on enumeration or simple heuristics,
the so-defined neighbourhoods require a powerful algorithm to be explored [Danna
and Perron, 2003]. Hence, the second key idea is to create several sub-problems and
optimise these using MIP or CP. These sub-problems are constrained by the fixed
partial solutions, but are free to re-optimise the destroyed part. We call this the repair
step. As CP and MIP are good at pruning the search space, these methods are capable
of finding better solutions within a short period of time. The final step involves
repeating the procedure or exiting the procedure when a stopping criterion, such as
time limit or run limit is met. This hybrid model allows us to easily navigate through
the solution space whilst solving difficult core sub-problems to near-optimality.

One essential question of LNS is how to define a neighbourhood, that is which
variables to free simultaneously in order to yield a better solution further away from
the current solution. The basic intuition is to release variables which are correlated
because they allow each other to change values and lead to a better solution. This
can be achieved by exploiting the structure of the problem, or leveraging domain-
specific knowledge. It is common for different problems to have different type of
neighbourhoods. For example, in a job-shop scheduling problem, the neighbour-
hoods are formed by sets of machines, whereas for a vehicle routing problem, the
neigbourhoods are formed by sets of vehicles. The neighbourhoods can be defined
using the following schemes [Danna and Perron, 2003]:

• a random neighbourhood that releases randomly chosen activities/jobs assigned
to a room, a machine or a vehicle,

• a resource-based neighbourhood that releases all activities on given resources, eg.
all activities assigned to a room, all jobs assigned to a machine or a vehicle,

• a random time window neighbourhood that releases activities scheduled within
different time windows on different resources, eg. all activities assigned to
room A on Monday and to room B on Friday, all jobs assigned to vehicle A and
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B on Tuesday and Thursday, all tasks assigned to machine A, B and C during
morning shift.

• a consecutive pair neighbourhood that releases pairs of consecutive activities, eg.
activities that are scheduled in the same room one after the other.

Note that this is a non-exhaustive list of the possible neighbourhoods that can
be built. More variety of neighbourhoods can be formed by taking advantage of
different properties of the problem model. For example, in a job shop scheduling
problem, it is also possible to construct a neighbourhood which releases a number of
jobs that are not scheduled on time, with an aim to minimise its earliness/tardiness
cost. Moreover, the abovementioned neighbourhood selection schemes rely heav-
ily on randomization. There are some other schemes that combine LNS with tabu
search [Abdullah et al., 2007b], token-ring search [Di Gaspero and Schaerf, 2002], or
stochastic roulette wheel search [Pisinger and Ropke, 2007] to decide on the selection
of neighbourhoods.

Another important criteria in LNS is deciding the size of neighbourhood. For
efficiency, it is intuitive to construct a small neighbourhood so that maximum yield
is obtained by destroying a small set of variables. This also increases the number of
destroy and repair steps that can be executed within a certain time limit, with an aim
to further improve the results using smaller sub-problems. On the other hand, it is
also necessary to construct a larger neighbourhood to diversify the search, especially
when LNS could not improve on the results in smaller neighbourhoods. Another
crucial decision is whether the repair step should be optimal or not. When the sub-
problems are too large, CP or MIP may take very long to solve them to optimality. In
this case, it is possible to truncate the tree search using a fixed or adaptive time limit,
node limit or discrepancy limit.

Parameter tuning on the LNS parameters such as (a) randomness of choice in
neighbourhood selections, (b) variable of size in the destroy sets, and (c) runtime
limit/node limit/discrepancy limit in the repair step are essential in achieving good
LNS performance overall. There are numerous values that these parameters can take
on. In order to identify the best configurations, a number of automated parameter
tuning tools have been developed and used to tune these parameters [Hutter et al.,
2011; Malitsky et al., 2013].

3.3 Online Optimisation

Online optimisation deals with the optimisation problems having no or incomplete
knowledge of the future [Jaillet and Wagner, 2012]. In many situations, present de-
cisions need to be made with only partial knowledge of the upcoming events. In
such cases, online optimisation can be used. This is orthogonal from stochastic opti-
misation and Markov Decision Processes which rely on statistical distributions. The
latter approaches observe a sequence of events, form probability distributions and
make decisions taking into considerations the possible occurrence of future events.
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Whilst it is possible to use probability distributions to inform online decisions [Van
Hentenryck and Bent, 2009], it is also possible to formulate an online optimisation
model which makes no probabilistic assumption on the future [Bubeck, 2011].

Online optimisation has been applied in a range of problem types, which include
the scheduling of complex transportation and logistic systems [Golden et al., 2008],
optimising financial investment problems [Mulvey and Shetty, 2004], manufacturing
production problems [Hatono et al., 1991] and cyber-physical system control prob-
lems in near-real time [Wang and Boyd, 2010; Jost and Mönnigmann, 2013]. In our
work, we introduce an online integrated HVAC control and occupancy scheduling
approach in Chapter 6 to cope with dynamically arriving activity requests while
continuously improve on the HVAC control.

The following shows an online MILP model that we tackle in Chapter 6. In the
online model, the scheduler runs recurrently and each run is called an online session.
Each online session i ∈ I starts at time τi and ends before the next session starts
at time τi+1. The following shows a formalisation of an online mixed integer linear
programming model that we tackle in Chapter 6. We adopt a discrete-time linear
model, in which the model discretizes time into a set K of time steps. Each time step
k ∈ K starts at time tk, and the next time step k + 1 is separated by a fixed duration
tk+1 − tk = ∆t ∈ R+. Each on-line session i considers a horizon of n time steps
K(i) = {k(i), . . . , k(i) + n− 1} where k(i), the first time step in that horizon, is the
least time step in K such that tk(i) ≥ τi.

minimise: vk + cTxk

subject to wk = uk + vk ∀k ∈ K(i)

wzk ≤ wk ≤ wzk ∀k ∈ K(i)

x ≤ xk ≤ x ∀k ∈ K(i)

y ≤ yk ≤ y ∀k ∈ K(i)

vk ≥ xyk + yxk − xy ∀k ∈ K(i)

vk ≥ xyk + yxk − xy ∀k ∈ K(i)

vk ≤ xyk + yxk − xy ∀k ∈ K(i)

vk ≤ xyk + yxk − xy ∀k ∈ K(i)

w ∈ R, x ∈ R+, y ∈ R+

z ∈ {0, 1}

Similarly to the model in Section 3.1, x, y and z are the decision variables, u and w
are auxiliary variables, x ∈ Rn, c ∈ Rn and y ∈ Rm. z is a vector of binary variables,
whereas x and y are a vector of positive continuous variables, respectively. w, w,
x, x, y, y, z and z are vectors of bounds. v is a new variable introduced for the
bilinear term xy together with four inequalities that define its convex envelope using
the bounds [x, x] and [y, y] on each of the two variables involved.



§3.4 Robust Optimisation 41

In our joint model, we tackle both online scheduling and online MPC in parallel.
In online scheduling, schedules are incrementally updated upon receiving an

event or a batch of events within a short interval of time. These schedules are eval-
uated as a function of the time and resources allocated (eg. number of activities as-
signed and energy used etc.) and the goal is to maximise the overall quality of actions
executed over a finite-receding horizon [Gallagher et al., 2006]. Online scheduling
problems are generally constrained by deadlines and resource availability. Usually,
the solution quality of an online schedule is worse than that of the full-knowledge
offline solution. Thus, the solution algorithm is often evaluated by the ability to
handle dynamically arriving requests with different level of constrainedness, such
as deadline, time window, location and other resource flexibilities, whilst preserving
the solution quality.

As discussed in Chapter 2, MPC is a receding-horizon control mechanism that op-
timises the current time slot while keeping future events in account. This is achieved
by optimising over a finite time-horizon given inputs for future time steps, but only
implementing the decisions relating to the current time slot. Online MPC solves an
MPC control optimisation problem in every online session, usually due to perturba-
tions from external factors such as system interruption or event triggered that require
an update to the control problem. Since a constrained optimisation problem has to be
solved in every time step, the online computational effort of MPC is high. Research
has been conducted to accelerate online MPC by exploiting the structure of the prob-
lem [Wang and Boyd, 2010; Lim et al., 2016], or by warm-starting the problem with
partial solutions [Jost and Mönnigmann, 2013].

The issue of incomplete data is an essential aspect of online optimisation. How
well an online algorithm can perform and how one can guarantee solution quality
even without knowing all data in advance are the primary challenges of the online
optimisation methodology [Jaillet and Wagner, 2012]. In our scheduling approach,
we do not predict future events, but with online MPC, we do take the future dy-
namics into consideration. Our model is greedy with respect to scheduling future
meeting requests, but we predict future events such as changes in weather. One ad-
vantage of this approach is that it can divide complex problem into multiple temporal
problems, and solve them quickly given a relatively smaller problem size compared
to the offline approach. In our case, this approach reduces the problem size of our
integrated model and produces a solution in a timely manner.

3.4 Robust Optimisation

Robust optimisation is used in Chapter 7 to enable adaptive temperature control.
This optimisation paradigm deals with models featuring parameters taking values
in a given uncertainty set [Bertsimas et al., 2011]. Instead of seeking to immunize
the solution in some probabilistic sense to stochastic uncertainty, a robust model
is constructed to provide some guarantee of solution quality or feasibility for any
realization of the uncertainty in a given set. Under this approach, a certain measure
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of robustness is sought with respect to the uncertainty set, with an aim to derive
feasible and near optimal solutions under some trade-off of constraint violations.
Unlike stochastic optimisation, this paradigm can be computationally tractable and
does not suffer from the curse of dimensionality.

Given an objective function to optimise subject to constraints with uncertain pa-
rameters, the general robust optimisation formulation [Bertsimas et al., 2011] is

minimise: cTx

subject to Ax ≤ b ∀x ∈ Rn, a1 ∈ U1, . . . , am ∈ Um.

Here, ai represents the ith row of the uncertain matrix A and elements in ai are
assumed to take arbitrary values in the uncertainty set Ui ⊆ Rn. The goal is to
compute minimum cost solutions x∗ among all feasible solutions and for all realiza-
tions of the parameters ai within Ui. Note that aT

i x ≤ bi ∀ai ∈ Ui if and only if
max{ai∈Ui}a

T
i x ≤ bi ∀i (i.e. worst case protection). Intuitively, this approach offers

some measure of feasibility guarantees for optimisation problems featuring parame-
ters with unknown values. More specifically, this protection is achieved by enforcing
hard constraints given a prescribed uncertainty set Ui.

In our work, we focus on a specific class of robust optimisation problems that con-
sider ellipsoidal uncertainty sets proposed by Ben-Tal and Nemirovski [1999, 2000].
This approach allows us to control the level of robustness by defining restrictions on
the uncertainty set Ui, and to trade-off between feasibility and optimality.

An uncertainty set Ui is defined as

Ui =
{

ai ∈ Rn|ai,j = āi,j + âi,jξi,j, ∀j ∈ {1, . . . , n} , ‖ξi‖∞ ≤ 1, ‖ξi‖2 ≤ δ
}

where āi denotes a vector of nominal values, âi denotes a vector of deviation values
and ξi ∈ Rn denotes a vector of independent and uniformly distributed random
variables corresponding to the ith constraint, taking values in [−1, 1].

The advantage of considering uncertainty set Ui lies in the constraint satisfac-
tion guarantee. Ben-Tal and Nemirovski [2000] shows that if the uncertainty sets
are bounded by ellipsoids of radius δ, the corresponding feasible solutions have a
constraint satisfaction probability that is linked to δ.

Babonneau et al. [2009] defines a robust counterpart of the above robust formu-
lation by introducing variables y, w ∈ R and proves that the robust solution satisfies
the constraint with probability at least 1− e−δ2/2:

minimise: cTx

subject to āT
i x + |âi|T y + δ

√(
âi

2)T w2 ≤ bi ∀i = 1, . . . , m.

− y ≤ x− w ≤ y

y ≥ 0

Hijazi et al. [2013] considers a special case where the uncertain coefficients are
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independent from the model variables. They consider a vector ai of random variables
that capture the uncertainties, where each vector element ai,j takes it value in the
given range

[
āi,j − âi,j, āi,j + âi,j

]
. They prove that the model proposed by Babonneau

et al. [2009] can be simplified and adapted for this special case as follows:

minimise: cTx

subject to h(x) + āT
i + âi

T1S +

√
(δ2 − |S|)

(
â2

i

)T
1S̄ ≤ bi

where S is a set of indices corresponding to the offset of elements in vector a, deter-
mined based on an algoritm described in [Hijazi et al., 2013, Proposition 1.]. 1S is a
vector of binary elements where each element equals 1 if the element is in the set S ,
and 1S̄ is its complement. Their model is used in a network-based problem where
given paths accumulate random delays at each network node. Their approach is ap-
plicable to our work where the room temperature bounds can be adjusted at each
time slot, according to the unknown occupants’ tolerance and outdoor temperature
fluctuation, which represents our set of uncertain parameters.

We refer readers to [El Ghaoui and Lebret, 1997; Ben-Tal and Nemirovski, 1998,
1999; Babonneau et al., 2009; Hijazi et al., 2013] for more detailed theorems and proofs
of this approach and to Bertsimas et al. [2011]; Gabrel et al. [2014] for comprehensive
surveys of the state-of-the-art theory and applications of robust optimisation.
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Chapter 4

Integrating HVAC Control with
Occupancy Scheduling

4.1 Introduction

Energy consumption in commercial and educational buildings is impacted by group
activities such as meetings, workshops, classes and exams. Currently, most buildings
adopt a conventional approach for managing HVAC systems. The building HVAC is
turned on during business hours, typically 6am to 6pm, regardless whether a build-
ing zone is occupied or not. This widespread use of fixed schedule-based control
constitutes to one of the main inefficiencies in building management system. We be-
lieve that energy consumption can be reduced by scheduling group activities to take
place at times and locations that are favorable from an energy standpoint.

Various optimisation approaches have been proposed to optimise HVAC utilisa-
tion using occupancy information. Figure 4.1 shows a simple classification of the
existing works on HVAC control and occupancy scheduling, and how our work dif-
fers from these state-of-the-art approaches.

Moving away from the conventional approach, existing works consider only one
of the solutions:

• Alternative Approach 1 (Optimal occupancy-based HVAC control-oriented) -
The HVAC community focuses at optimising HVAC control using a standard
occupancy schedule, or by “detecting” if a room is occupied based on sensors

Figure 4.1: HVAC control & occupancy scheduling: existing approaches vs. our approach

45
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[Agarwal et al., 2010; Goyal et al., 2013; Brooks et al., 2015]. This approach does
not perform any occupancy scheduling, and therefore it ignores the fact that
there are better schedules that lead to higher energy savings.

• Alternative Approach 2 (Optimal occupancy scheduling-oriented) - The schedul-
ing community focuses at optimising the occupancy schedule given standard
HVAC control policies or historical data [Pan et al., 2012; Majumdar et al.,
2012; Kwak et al., 2013; Majumdar et al., 2016]. They typically adopt subopti-
mal scheduling strategies guided by heuristics to search for solutions that take
advantage of thermal inertia, and schedule activities by considering criteria in-
clude minimising the number of rooms used, minimising the time gap between
activities in the same room, and minimising the gap between room capacity
and the number of occupants. An important limit of this line of research is
that it adopts a black-box modeling approach to calculate HVAC energy con-
sumption, and therefore it fails to exploit the advantage of occupancy HVAC
control.

In this chapter, we show that combining HVAC control with occupancy schedul-
ing can lead to substantial improvements in energy efficiency. We focus on improving
the effectiveness of energy-aware room-booking and meeting scheduling approaches,
by allowing the scheduling decisions to rely on an explicit model of the building’s
occupancy-based HVAC control. The core component of our approach is a mixed-
integer linear programming (MILP) model which we use to optimally solve the joint
occupancy scheduling and occupancy-based HVAC control problem. This joint prob-
lem consists in deciding the respective times and locations of a set of activities, as
well as the HVAC supply air flow rate and air flow temperature for each zone and
time, in such a way as to optimise the overall HVAC consumption over a receding
horizon.

Our initial HVAC control model builds on well-accepted work by Goyal et al.
[2013], but introduces a number of significant changes required to be suitable as a
sub-component of our more complex joint scheduling and control model. Notably,
the control model studied by Goyal et al. [2013] is a purely continuous non-linear
model which does not consider occupancy. Our experiments, which use the IPOPT
solver [Wächter and Biegler, 2006], revealed that this model is impractical for our
application, in terms of both memory and run-time requirements. In contrast, we
formulate an efficient linear model that incorporates discrete variables to capture
occupancy. The linear model is formulated by relaxing the non-linear HVAC control
constraints in a principled way using McCormick Relaxation [McCormick, 1976].

To enable joint optimisation between HVAC control and occupancy scheduling,
we introduce a discrete variable that indicates if a location is being occupied by a
scheduled activity, which then triggers a HVAC control constraint that ensures the
room temperature is between the occupied thermal comfort bound. To ensure the
existence of a feasible control for adequately sized HVACs and improve on the cur-
rent occupancy-based HVAC control practices, we introduce a standby mode enabling
the HVAC to re-activate at night if this is necessary to meet the temperature bounds
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Figure 4.2: VAV-based HVAC system with two zones

of an early morning meeting or results in reduced consumption. Our experiments il-
lustrate the circumstances under which the standby mode is beneficial, and show the
superiority (over 50% consumption reduction) of our joint MILP model compared to
heuristic scheduling solutions and to more naïve integrations of meeting scheduling
and occupancy-based HVAC control.

In the following, we start by introducing the occupancy-based HVAC control
aspects of our MILP model in Section 4.2. We describe in turn the type of HVAC
system we focus on along with the objective function we consider, the bounds the
control must comply with, the effect of the control on the building thermal dynamics,
and the linear relaxation of the non-linear constraints. In Section 4.3 we will cover
the scheduling aspects and demonstrate how the scheduling model can be integrated
to the HVAC control. We provide experimental comparisons of our integrated model
with the state-of-the-art in Section 4.4, followed by a discussion of the related work
in Section 4.5 and finally draw a conclusion in Section 4.6.

4.2 Occupancy-Based HVAC Control

We adopt a model predictive control (MPC) approach and consider variable-air-
volume (VAV) based HVAC systems, which are widely deployed in commercial
buildings. With such systems, the building is divided into a number of zones (or
locations) L ⊆ N, each of which can be an individual room or a group of rooms.
Figure 4.2 shows a schematic of a VAV system connected to two building zones. To
simplify notation, we assume that each zone corresponds to a single room.

4.2.1 VAV System and Objective Function

Let K = {1 . . . n} be a finite set of discrete time steps considered over the optimisation
horizon. For simplicity, we assume that successive time steps are separated by a fixed
duration ∆t ∈ R+; that is, ∀k ∈ K, we have tk ∈ R+ and tk − tk−1 = ∆t. The objective
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is to minimise the total energy consumed over the optimisation horizon:

minimise: ∑
k∈K

ek (4.1)

where ek is the energy consumed at time step k:

ek = pk × ∆t ∀k ∈ K (4.2)

The power pk is consumed by the three main operations shown in Figure 4.2 and de-
tailed below: the air conditioning operation performed centrally by the air handling
unit (AHU) consumes pCond

k ; the fan operation, also performed centrally, consumes
pFan

k ; and the reheating operation performed locally at each zone l ∈ L by the zone’s
VAV unit consumes pHeat

l,k :

pk =

(
pCond

k + pFan
k + ∑

l∈L
pHeat

l,k

)
∀k ∈ K (4.3)

We now provide the details of the power consumed by these 3 operations:
Air Conditioning Operation. The AHU admits a mixture of outside air at temperature
TOA

k and return air, and conditions it to a pre-set conditioned air temperature TCA

[usually 12.8 ◦C]. The conditioned air is then distributed through the supply duct
to the VAV unit at each zone. The AHU consumption pCond

k is the power consumed
in cooling the total air flow required. Let aSA

l,k denote the air flow rate required by
location l at time step k and Cpa the heat capacity of air at constant pressure [1.005
kJ/kg·K]:

pCond
k = Cpa

(
TOA

k − TCA
)

∑
l∈L

aSA
l,k ∀k ∈ K (4.4)

Fan Operation. The supply fan, driven by a variable frequency drive, maintains a
constant static pressure in the supply duct. When the opening of the VAV dampers
increases to pull in more air flow into the conditioned space (resp. decreases to pull
less air flow), the fan speeds up (resp. slows down). The fan consumption is the
power consumed to push the total air flow required through the supply duct, which
is proportional to the sum of the air flow rates aSA

l,k required over all locations. Let β

be the fan coefficient [0.65]:

pFan
k = β ∑

l∈L
aSA

l,k ∀k ∈ K (4.5)

Reheating Operation. Each zone l has a VAV unit connected to the supply duct. The
unit is equipped with continuously adjustable valves and reheat coils. These enable
regulating the air flow rate aSA

l,k into the zone and modulating the supply air tem-
perature TSA

l,k to maintain the zone temperature within given bounds, if necessary
by reheating the supply air. Here we consider the power pHeat

l,k consumed by the re-
heating process to heat the supply air from the conditioned temperature TCA to an
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appropriate location supply air temperature TSA
l,k .

pHeat
l,k = Cpa(TSA

l,k − TCA)aSA
l,k ∀l ∈ L, k ∈ K (4.6)

Decision Variables. The two key HVAC decision variables are the supply air flow rate
aSA

l,k and temperature TSA
l,k at each location l ∈ L and time step k ∈ K. We determine

an optimal control for these variables, given occupancy information and bounds on
supply air temperature, supply air flow rate, and room temperature during vacant
and occupied periods. Below we will introduce a third decision variable wl,k to decide
when the HVAC should activate at night, which in turn will influence the bounds
described below. When taking the HVAC control model in isolation, the building
occupancy is an input to the model. When we integrate scheduling into the model in
Section 4.3, occupancy will become a decision variable.

4.2.2 Temperature and Air Flow Bounds

We now model the constraints on the temperature, supply air temperature and sup-
ply air flow rate in each location, as a function of the location occupancy and the
time of the day. We introduce the auxiliary variable Tl,k ∈ R representing the actual
temperature in location l ∈ L at time step k ∈ K, and the Boolean input zl,k which
is true if and only if l is occupied at time step k. When a location is not occupied,
its temperature can lie freely within a wide temperature range [T∅, T∅

], whilst the
temperature is otherwise constrained to lie within a more restricted comfort range
[T∅ + Tg , T∅ − Tg

], where Tg and Tg are appropriate constants. This constraint is
expressed as follows:

T∅ + Tgzl,k ≤ Tl,k ≤ T∅ − Tgzl,k ∀l ∈ L, k ∈ K (4.7)

Further, the supply air temperature and flow rate at each location are constrained
in a way that depends on the HVAC operating mode at the current time step. We
have two operating modes: active and standby. Let Ks ⊆ K be the set of time steps that
fall within standard operating hours (6am to 6pm). During standard hours (k ∈ Ks)
the HVAC is always in active mode. The supply air temperature TSA

l,k at location l
must fall within [TCA, TSA]. The supply air flow rate aSA

l,k must fall within [aSA
l , aSA].

The upper bound aSA [5.0 kg/s] is the air flow rate obtained when the dampers are
fully open. The lower bound aSA

l is a constant calculated as a function of the area
of the location, the factor of indoor air quality and the return air ratio necessary
to ensure that the minimal fresh outside air requirements specified in the ASHRAE
ventilation standard are met [ASHRAE, 2013a].

aSA
l = α× aOA × lwidth × llength

1− aRAR ∀l ∈ L (4.8)

In Equations (4.8), α[1.7] is a constant coefficient that represent the indoor air quality
safety factor. aOA [0.36 g/s] denotes the minimum outside air flow rate required per
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square meter to ensure fresh air is being circulated into the room. aRAR [0.4] defines
the ratio of return air to mixed air flow rate. lwidth and llength are the room size.

With these bounds, we have the following constraints:

TCA ≤ TSA
l,k ≤ TSA ∀l ∈ L, k ∈ Ks (4.9)

aSA
l ≤ aSA

l,k ≤ aSA ∀l ∈ L, k ∈ Ks (4.10)

Outside business hours (k ∈ K \ Ks), the HVAC is in stand-by mode and will only
activate if this enables or lowers the cost of satisfying a future constraint. For instance,
it could activate at night and benefit from the low outside night temperature to more
cheaply cool the supply air to meet the temperature bounds in Constraints (4.7) for
an early morning meeting. Note that this is different from conventional operations
where HVACs are always off at outside hours; as our experiments will show, the
standby mode enables model-predictive approaches to occupancy-based control to
meet constraints and save energy. The decision of whether or not HVAC activation
is required by location l is represented by the boolean decision variable wl,k. The
presence of these boolean variables makes our model a mixed-integer model. When
wl,k is true, the supply air temperature and air flow rate are constrained to lie within
[TCA, TSA

] and [aSA
l , aSA], respectively, and when wl,k is false, aSA

l,k is set to zero and
the value of TSA

l,k is irrelevant (and for simplicity may as well also be zero). This is
captured by the following constraints:

TCAwl,k ≤ TSA
l,k ≤ TSAwl,k ∀l ∈ L, k ∈ K \ Ks (4.11)

aSA
l wl,k ≤ aSA

l,k ≤ aSAwl,k ∀l ∈ L, k ∈ K \ Ks (4.12)

4.2.3 Building Thermal Dynamics

Having defined the space of decisions as the supply air flow rate aSA
l,k , the supply air

temperature TSA
l,k and the HVAC activation requirement wl,k at each location and time

step, we now model the impact of these decisions on the building thermal exchanges.
To model the thermal dynamics of the building, we adopt a computationally efficient
lumped RC-network [Gouda et al., 2000] which incorporates the thermal resistance
and capacitance of each zone and between adjacent zones, as well as the solar gain
and the internal heat gain in each zone – in particular the heat gain arising from
occupancy. For the sake of simplicity, we ignore humidity and infiltration.

The principles behind the thermal model are represented in Figure 4.3 and Figure
4.4. Figure 4.3 shows the zone structure that we adopt. Zone l is separated by a wall
and a window from zone z1 and by a wall from zones z2, z3, and z4, which could
represent either indoor or outdoor zones. It is also separated by the ceiling and floor
from zones c and f which are above and below zone l, respectively. Zone l has a
capacitance Cl that models the heat capacity of the air in the zone. It also has a solar
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Figure 4.3: Zone

gain Qs
l,k and heat gain Qp

l,k at time step k. Moreover, the inner (resp. outer) wall
separating l from zone z ∈ Z = {z1, z2, z3, z4, f , c} has a capacitance Cz

l (resp. Cl
z),

resistance Rz
l (resp. Rl

z), and temperature Tz
l,k (resp. Tl

z,k) at time step k. The window
has a resistance Rw

l . Finally, the internal node between the inner and outer walls
separating l from z ∈ {z1, z2, z3, z4} has a constant resistance Rmid,z

l . Capacitances,
resistances, solar gain, and (in this section) occupant heat gain are inputs to the
model whilst temperatures are auxiliary variables. The interaction between zones is
modeled using a lumped RC-network. Specifically, we use 3R2C for walls separating
two zones, 2R1C for the ceiling and floor and 1R for windows. The lumped network
for Figure 4.3 is given in Figure 4.4.

The lumped network translates into a set of coupled difference equations which
can be summarised as follows. The first difference equation defines the temperature
Tl,k in zone l at time step k as a function of the location, inner walls, ceiling, floor
and outdoor temperatures at the previous time step, of the heat gain Qp

l,k−1 at the
previous time step and of the enthalpy ∆Hl,k−1 of the location due to the supply air:

Tl,k =

[
1− ∆t

Cl
(∑

z∈Z

1
Rz

l
+

1
Rw

l
)

]
Tl,k−1 + ∑

z∈Z

∆t
Cl Rz

l
Tz

l,k−1 +
∆t

Cl Rw
l

TOA
k−1 +

∆t
Cl

∆Hl,k−1

+
∆t
Cl

Qp
l,k−1

(4.13)
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Figure 4.4: Lumped-RC Network

The heat gain Qp
l,k is simply the heat gain qp generated per person (75W), times the

number of occupants ppl,k:
Qp

l,k = qp × ppl,k (4.14)

Ignoring humidity, the enthalpy is defined as follows:

∆Hl,k = CpaaSA
l,k (T

SA
l,k − Tl,k) (4.15)

The remaining difference equations define the temperatures Tz
l,k and Tl

z,k of the in-
ner and outer walls at time step k as a function of each other and of the location
temperature Tl,k−1 at the previous time step.
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Taking z = z1 in the example of Figure 4.3:

Tz
l,k =

[
1− ∆t

Cz
l
(

1
Rz

l
+

1

Rmid,z
l

)

]
Tz

l,k−1 +
∆t

Cz
l Rz

l
Tl,k−1 +

∆t

Cz
l Rmid,z

l

Tl
z,k−1 (4.16)

Tl
z,k =

[
1− ∆t

Cl
z
(

1
Rl

z
+

1

Rmid,z
l

)

]
Tl

z,k−1 +
∆t

Cl
zRl

z
TOA

k−1 +
∆t

Cl
zRmid,z

l

Tz
l,k−1 +

∆t
Cl

z
Qs

l,k−1

(4.17)
Observe that the definition of the inner wall temperature Tz

l,k is symmetrical to that
of the outer wall temperature Tl

z,k except for the absence of solar gain Qs
k−1, and the

replacement of the outdoor temperature TOA
k−1 with the room temperature Tz

l,k−1 of
the neighbouring zone z.

The temperatures of the floor and the ceiling at time step k is calculated as a
function of the location temperature Tl,k−1, the outdoor temperature TOA and the
solar gain Qs at the previous time step.
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4.2.4 MILP Relaxation

Observe that the model as presented so far is a mixed-integer non-linear (MINLP)
model. This is because of the bilinear terms aSA

l,k TSA
l,k and aSA

l,k Tl,k in Equations (4.6)
and (4.15). From a computational standpoint, it is better to relax these equations so
as to obtain a MILP for which effective solvers exist that are guaranteed to return a
lower bound on the globally optimal MINLP objective. To obtain a suitable MILP, we
use the linear programming relaxation of bilinear terms introduced by McCormick
[1976]. This relaxation introduces a new variable v for the bilinear term xy together
with four inequalities that define its convex envelope using the bounds [x, x] and
[y, y] on each of the two variables involved:

v ≥ xy + yx− xy
v ≥ xy + yx− xy
v ≤ xy + yx− xy
v ≤ xy + yx− xy

Hence, our MILP model is obtained by replacing the bilinear terms aSA
l,k TSA

l,k with
new variable aTSA,SA

l,k and aSA
l,k Tl,k with new variable aTSA,z

l,k in Equations (4.6) and (4.15)
and adding the corresponding convex envelope definitions.
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The new variable aTSA,SA
l,k is constrained by:

aTSA,SA
l,k ≥ aSA

l,k TSA
l,k + TSA

l,k aSA
l,k − aSA

l,k TSA
l,k ∀l ∈ L, k ∈ K (4.20)

aTSA,SA
l,k ≥ aSA

l,k TSA
l,k + TSA

l,k aSA
l,k − aSA

l,k TSA
l,k ∀l ∈ L, k ∈ K (4.21)

aTSA,SA
l,k ≤ aSA

l,k TSA
l,k + TSA

l,k aSA
l,k − aSA

l,k TSA
l,k ∀l ∈ L, k ∈ K (4.22)

aTSA,SA
l,k ≤ aSA

l,k TSA
l,k + TSA

l,k aSA
l,k − aSA

l,k TSA
l,k ∀l ∈ L, k ∈ K (4.23)

The new variable aTSA,z
l,k is constrained by:

aTSA,z
l,k ≥ aSA

l,k Tl,k + T l,kaSA
l,k − aSA

l,k T l,k ∀l ∈ L, k ∈ K (4.24)

aTSA,z
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l,k T l,k ∀l ∈ L, k ∈ K (4.25)

aTSA,z
l,k ≤ aSA

l,k Tl,k + T l,kaSA
l,k − aSA

l,k T l,k ∀l ∈ L, k ∈ K (4.26)

aTSA,z
l,k ≤ aSA

l,k Tl,k + T l,kaSA
l,k − aSA

l,k T l,k ∀l ∈ L, k ∈ K (4.27)

The relevant bounds are:

• aSA
l,k ∈ [aSA

l,k , aSA
l,k ] =

{
[aSA, aSA

l ] for k ∈ Ks

[0, aSA] for k ∈ K \ Ks

• TSA
l,k ∈ [TSA

l,k , TSA
l,k ] =

{
[TCA, TSA

] for k ∈ Ks

[0, TSA
] for k ∈ K \ Ks

• Tl,k ∈ [Tl,k, Tl,k] = [T∅, T∅] for k ∈ K

This concludes the description of our MILP model for occupancy-based HVAC
control. Given the occupancy ppl,k and zl,k, and the external temperature TOA

k , it con-
trols the supply air flow rate aSA

l,k and temperature TSA
l,k and decides when a location

requires HVAC activation wl,k out of the standby mode, in such a way as to optimise
the total energy consumption ∑k∈K ek. The strengths of this model are its integration
of realism and computational efficiency, its adequacy as a component of occupancy
scheduling and other more complex models, and its optional ability to activate out
of the standby mode when this improves consumption.
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4.3 Occupancy Scheduling

Until now, zone occupancy over time was a model input. We now present our joint
HVAC control and meeting scheduling model, in which occupancy is a decision
variable.

Let M ⊆ N be a set of meetings to be scheduled to take place at the locations in
L during the time horizon K. Each meeting m ∈ M is characterised by the following
inputs: its duration dm ∈ N (number of time steps), the set of allowable time steps
Km ⊆ K at which it can start, the set of allowable locations Lm ⊆ M at which it can
take place, and its set of attendees Pm ⊆ A, for some appropriate set of attendees A.
In addition, let C(M) ⊆ 2M be the set of meeting sets which have at least one attendee
in common, that is C(M) = {C ⊆ M | ∀m, m′ ∈ C, Pm ∩ Pm′ 6= ∅}. In practice, only
pairs of incompatible meetings are needed. Note that the sets Km and Lm can be used
to encode a variety of situations, such as room capacity requirements and availability
of special equipment such as video conferencing, as well as time deadlines for the
meeting occurrence and attendee availability constraints.

The main scheduling variable is the boolean decision variable xm,l,k which is true
if meeting m ∈ M is scheduled to take place at location l ∈ Lm starting at time step
k ∈ Km. The scheduling part of the model interacts with the HVAC control part
via the auxiliary variables zl,k, which, as before, is true if location l is occupied at
time step k, and ppl,k ∈ N, which, as before, represents the number of occupants
at location l at time step k. These terms are used in Equations (4.7) and (4.14),
respectively, but are now variables rather than inputs.

The set of MILP scheduling constraints are the following. The first constraints
ensure that all meetings are scheduled to occur exactly once within the range of
allowable locations and start times:

∑
l∈Lm,k∈Km

xm,l,k = 1 ∀m ∈ M (4.28)

The second constraints ensure that if a location is occupied by a meeting then it is
exclusively occupied by this meeting during its entire duration:

∑
m∈M,k′∈Km

such that
l∈Lm and k−dm+1≤k′≤k

xm,l,k′ ≤ zl,k ∀l ∈ L, k ∈ K (4.29)

As a result, no two meetings can occupy the same location at the same time step.
Observe that Constraints (4.29) also determine the occupancy variable zl,k used in
the occupancy-based HVAC control part of the joint model.

The following constraints establish the number of occupants ppl,k of each location
l at each time step k:

∑
m∈M,k′∈Km

such that
l∈Lm and k−dm+1≤k′≤k

xm,l,k′ × |Pm| = ppl,k ∀l ∈ L, k ∈ K (4.30)
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This is used in Equations (4.14) to establish the internal heat gain arising from occu-
pancy.

Finally, the last constraints ensure that meetings with an intersecting attendee set
cannot overlap in time:

∑
m∈ν,l∈Lm,k′∈Km

such that
k−dm+1≤k′≤k

xm,l,k′ ≤ 1 ∀k ∈ K, ν ∈ C(M) (4.31)

Our joint HVAC control and occupancy scheduling model is simply obtained by
adding Equations (4.28)-(4.31) to the HVAC control model given by Equations (4.1)-
(4.27). Equations (4.6) and Equations (4.15) are linearised by replacing the bilinear
term aSA

l,k TSA
l,k with aTSA,SA

l,k and aSA
l,k Tl,k with aTSA,z

l,k . The model optimises the total
energy consumed not only over the HVAC decision variables aSA

l,k , TSA
l,k and wl,k as

before, but also over the scheduling decision variables xm,l,k. A building occupancy-
based HVAC controller need only use the schedules xm,l,k produced. A conventional
controller may instead use the bounds on room temperature and supply air flow
rate/temperature determined by Equations (4.7), (4.9) and (4.12) as setpoints.

This concludes the description of our joint HVAC control and occupancy schedul-
ing model. The next section experimentally investigates its benefits in terms of en-
ergy reduction, in comparison with more naïve integrations of scheduling and HVAC
control.

4.4 Experiments

Our experiments aim at assessing the impact of room and time slot selections to
HVAC consumption, explaining the usefulness of the standby mode and demonstrat-
ing that our HVAC-aware scheduling model leads to significant consumption reduc-
tion (50% to 70% in our experiments) when compared to occupancy-based HVAC
control using arbitrary schedules or energy-aware schedules generated by heuristic
methods.

Simulations are carried out for five different building types with similar geom-
etry but with different thermal resistance and capacitance. They are referred to as
building type 1–5 in Table 4.1. Each building corresponds to a row of 4 co-located
zones (or interchangeably, rooms), where all zones have the same geometric area
of 6 × 10 × 3 m3 with a window surface area of 4 × 2 m2. The two middle zones
have two external walls (the wall separates the zone to the outside), with an area
size of 6 × 3 m2 each. The corner zones have an additional 3 × 10 m2 of external
wall. All the other walls of the zone are called internal walls. Two adjacent zones
are separated with an internal wall. The thermal capacitance and thermal resistance
for each wall at each building types are empirically designed based on construction
materials obtained from Gouda et al. [2000], Gouda et al. [2002], Goyal et al. [2013]
and ASHRAE [2013b]. The outdoor temperature is taken from the month of January
in Canberra, Australia, which is a summer month in the Southern hemisphere. The
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Building Types External Wall Internal Wall Window
(TR) (TC) (TR) (TC) (TR)

1 (LRLC) 3 120 1.5 120 0.5
2 (MRMC) 3 140 1.5 140 0.5
3 (LRHC) 3 240 1.5 240 0.5
4 (HRLC) 6 120 3 120 0.5
5 (HRHC) 6 240 3 240 0.5

Table 4.1: Total thermal resistance (TR)
(

m2K
W

)
and thermal capacitance (TC)

(
KJ

m2K

)
of the

walls and the window for five types of zones. The zones differ by a high (H), medium (M)
and low (L) value for their thermal resistance (R) and capacitance (C). R and C of each wall
can be derived by dividing TR and multiplying TC with area size respectively.

solar gain ranges from 50 to 350 W/m2 during the day. Each room has a capacity of
30 people. The duration between successive time steps is ∆t = 30min, giving more
than enough time for thermal effects to occur. The MILP models are solved using
Gurobi 5.6 [Gurobi, 2014]. All experiments were conducted on a cluster consisting of
2× AMD 6-Core Opteron 4184, 2.8 GHz with 64 GB of memory.

4.4.1 Impacts of Room Selections and Time Allocations

We start by studying the impact of room selections and time allocations for meetings
on the HVAC consumption, through three simple case studies. We strive to answer
two questions:

1. Does room selection impact HVAC consumption?

2. Does time allocation impact HVAC consumption?

Our goal is to provide evidence that room and time selections are crucial to reduce
HVAC consumption.

Case Study 1 How do building materials impact room temperature?

Figure 4.5 illustrates the fluctuation of zone temperatures for 5 different building
types, as defined in Table 4.1. In this experiment, we assume that the HVAC is off
and no meeting is scheduled. We simply calculate the zone temperature at each
time step without optimizing any parameter. Thus, the zone temperatures are solely
affected by the outdoor temperature and the solar gain. As the zones differ by a high
(H), medium (M) and low (L) value for their thermal resistance (R) and capacitance
(C), we observe that the temperatures at each zone fluctuate at a different scale.
Some zones (eg. HRLC and LRLC) release and absorb heat at a faster rate, hence
the zones’ temperatures swing more drastically than other zones (eg. LRHC and
HRHC). At first, it may seem that the latter zones are more energy efficient, as the
zones’ temperatures have relatively smaller fluctuations, and the room temperature
can be kept within a tighter comfort range easily. This is not necessarily true. The
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Figure 4.5: Room temperature dynamics

room temperatures are influenced by the diurnal temperature variation1 of a location,
and the energy consumption is impacted by the gap between outdoor temperature
and the occupied comfort temperature range. Some building types require more
energy for space heating or cooling at the beginning but they have better insulation
to retain heat, whilst other building types have less insulation but are able to leverage
the outdoor temperature to achieve comfort temperature for a short period of time.
In the following, we look further into the HVAC consumption of each building types,
with meetings being scheduled at different hours of a day.

Case Study 2 How does meeting scheduling affect energy consumption at different
rooms?

Figure 4.6 shows the energy consumption of 5 rooms located in different build-
ings, with meetings being held at different time of the day over 5 summer days.
The meeting schedule is fixed, and the HVAC control is being optimised. The left-
most set of bars shows the energy consumption when no meeting is being held. The
HVAC is turned on but running at a minimum load to maintain the basic ventila-
tion standard required by ASHRAE [2013a]. The rightmost set of bars shows the
energy consumption when HVAC is turned on for an eight hour meeting held every-
day. This setting can also be perceived as the conventional approach where HVAC
is turned on throughout the day regardless of the occupancy of a zone. The rest of
the graph shows the energy consumption for an hour meeting scheduled at the a
given hour (e.g. 0900-1000) over 5 days. The HVAC is turned on to bring the zone

1Diurnal temperature variation is the variation between a high temperature and a low temperature
that occurs during the same day.
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Figure 4.6: Energy consumption of different building types with meetings held at different
time of the day

temperature to 21◦C - 23◦C during occupied periods. We observe that the HVAC
consumption increases when meetings are being scheduled in the evening compared
to in the morning. This is due to the increase of cooling load required as the rooms
get more heat gain from the sun during the afternoon and evening. However, the in-
crease varies for different building types. The energy consumption patterns for each
room type change with meetings being scheduled in the room at different hours of
the day. Some consume less energy than other room types for a morning meeting,
and vice versa for an evening meeting. Given various scheduling constraints, it is im-
possible to enumerate energy consumption patterns for all combinations of different
schedules. Hence, automatic selection of room and time is crucial to identify optimal
scheduling options and minimise HVAC expenses.

Case Study 3 Which room consumes the least amount of energy in a building?

Next, we examine if room selection is crucial for rooms with similar thermal
resistance and capacitance, and that are located in the same building. The meeting
schedule is fixed, and the HVAC control is being optimised. Figure 4.7 shows the
energy consumption of 9 rooms that are co-located in the same building, but with
different facing and layout. With an 8-hours meeting scheduled in each room for a
summer day, the results show that each room consumes a slightly different amount
of energy. While a building consists of multiple rooms with similar build-up, each
room has different layout and window size. They also acquire different amounts
of solar gain over a day. These factors impact their HVAC consumption. Notice
that the center room (C) is surrounded by four internal walls, hence it is the least
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Figure 4.7: Energy consumption of 9 rooms with different facing and layout at LRHC build-
ing.

impacted by the outdoor temperature and the solar gain. Its energy consumption is
the highest as more HVAC intervention is required for space cooling. Meanwhile,
four corner rooms (NE, SE, NW, SW) which have larger windows and larger area
size of external walls consume relatively less energy compared to the two middle
rooms (N,S). This result shows that selecting a room within the same building with
different layout and exploiting external weather conditions can be effective to reduce
energy consumption, while meeting the occupant thermal comfort requirement.

4.4.2 Usefulness of Standby Mode

Next we illustrate the usefulness of the standby mode. In conventional operations,
HVACs are usually switched on a few hours prior to start of business (6am) and are
turned off in the evening (6pm) and at night. Model predictive control strategies are
capable of pre-cooling a zone, but only when the HVAC is switched on. Our standby
mode enables the HVAC to self activate outside business hours to provide additional
pre-cooling when this is beneficial. Because HVAC consumption is highly dependent
on the temperature gap between the outdoor temperature and the conditioned air
temperature, pre-cooling at night, when the outdoor air temperature is cooler, can
reduce energy consumption. The following experiments show that such pre-cooling
can be beneficial not only for early morning meetings, but also, more surprisingly,
for afternoon meetings.
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(a) HRLC

(b) LRLC

Figure 4.8: HVAC control with (S) and without (N) standby mode. Our standby mode
enables the HVAC to self activate outside business hours (eg. before 6 a.m.) for pre-cooling.
This results in the reduction of energy consumption, compared to the HVAC control without
standby mode.
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Figure 4.8 compares the operations of the HVAC optimally controlled by the
model in Section 4.2 with standby mode (S) and without standby mode (N). In this
experiment, a single meeting is scheduled to occur between 12:00-13:00 in the HRLC
zone and the LRLC zone of a given day. The occupied period is depicted as two
vertical blocks (30 minutes each) in the third subgraph of Figure 4.8 (a) and (b).
Observe that in the HRLC zone, when the HVAC is running with standby mode
enabled, it activates as early as 05:00 and pushes between 0.72 and 0.3 kg/s of supply
air at 12.8◦C to bring down the zone temperature to approximately 19◦C by 07:30.
Between 04:30 and 06:00, the outdoor temperature lies between 14 and 15◦C, which
is just about 1-2◦C higher than the 12.8◦C conditioned air temperature. In constrast,
when the HVAC is running without the standby mode, the supply air is pushed
into the room at a higher average rate between 0.73 and 0.53 kg/s right after the
HVAC is turned on at 06:00, which, as the outdoor temperature is higher at that
time (15-19◦C), requires a higher rate of energy consumption. During the day, the
zone temperature increases slightly due to the daytime thermal gain, and at 12:00,
the room temperature falls exactly within the comfort range of 21◦C - 23◦C.

In the LRLC zone, a slightly different optimal control scheme is identified. With
the standby mode enabled, the HVAC is activated at 05:00 and pushes between 0.73
and 0.58 kg/s of supply air at 12.8◦C until 09:00, where the room temperature reaches
20◦C. In contrast, with the standby mode disabled, the supply air is pushed into the
room only from 06:00 to 09:00. Given that the outdoor temperature is rising, and the
pre-cooling period is relatively short, it fails to bring down the room temperature
further. At 12:00, when the meeting starts, the room is cooled down again. This time,
the standby-mode enabled HVAC requires cooling about half the amount of supply
air, which brings significant energy savings since the outside temperature is around
33◦C.

Altogether, in both examples, the standby mode reduces consumption by 3.5-
4.4%. As shown above, a standby-mode-enabled HVAC can be effective in areas with
high diurnal temperature variation. In addition to decreasing energy consumption, it
can provide pre-cooling at off-peak electricity cost. For organisations that are charged
by electricity suppliers according to their peak consumption, another benefit of the
standby mode is that it can help smooth the peak that is regularly observed at the
start of the operating hours. We also notice that with standby mode, the scheduler is
capable of generating more number of feasible solutions by reactivating the HVAC
at off-peak hours in order to meet the occupied temperature bounds of an early
morning meeting.

4.4.3 Joint Model vs Simpler Models

Whilst the standby mode is beneficial, the much larger gains in our approach stem
from the joint model: we now compare our joint model with simpler approaches rep-
resentative of the existing literature on occupancy-based HVAC control and energy-
aware meeting scheduling, and observe a significant energy consumption improve-
ment.
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Specifically, we consider a set of timetabling problems derived from the PATAT
Melbourne University [2002] dataset and compare the optimal (O) solutions pro-
duced by the joint model in Section 4.3, with those produced by giving arbitrary (A)
schedules and heuristic (H) energy-aware schedules as input to the HVAC control
model in Section 4.2. Several authors have argued that scheduling meetings back
to back in as few rooms as possible is a suitable heuristic that takes advantage of
thermal inertia to reduce energy consumption [Kwak et al., 2013; Majumdar et al.,
2012; Pan et al., 2012]. In line with this, the heuristic we compare to, minimise the
number of rooms used and the time gap between meetings in these rooms, subject
to the scheduling constraints 4.28-4.31.2 In all three cases (A,H,O), we run the HVAC
control model with standby mode (S) and without it (N), resulting in six different
methods labeled AN, AS, HN, HS, ON, OS, where for example, HS denotes HVAC
control with standby mode using heuristic schedules. The conventional approach
(CO), where HVAC is turned on from 6 a.m. to 6 p.m. daily, is used as the baseline.

4.4.3.1 Insights to HVAC Controls: Joint Model vs. Heuristics-based Model

Before presenting the results from a more comprehensive dataset, we first provide an
insight into the HVAC controls produced by our joint model with standby mode (OS)
versus the state-of-the-art energy-aware heuristic approach which schedules meet-
ings back-to-back in the same room (HN). In this simple scenario, two one-hour
meetings need to be scheduled between 12:00 to 14:30. Two rooms (R0, R1) are avail-
able. Both rooms are located at the LRLC zone but have different facing (room R0 is
facing west and room R1 is facing east) thus they have different solar gain through-
out a day. In the heuristic approach, both meetings are scheduled back-to-back in
room R1.

Figure 4.9 shows the results using both schemes. With our OS approach, the
HVAC is turned on at 05:00 in the morning to cool down the room using the outdoor
cold air. The meetings are scheduled in parallel at 12:00-13:00 as the cost of energy
consumption is identified as optimal with such setting. Given both rooms being
pre-cooled, the amount of outdoor air required to maintain the zones’ temperature
are approximately 0.36 kg/s between 12:00 to 12:30. On the other hand, using the
HN approach, the HVAC is only activated at 06:00 and the meetings are forced to
be scheduled in the same room. Although room R1 has been pre-cooled prior to the
meetings (from 06:00 to 10:00), approximately 0.7 kg/s outdoor air are still required
to be pushed into the room between 12:00 to 13:30 to maintain the zone temperature.
In this simple scenario, our joint model achieves 6 kWh savings compared to the
heuristic approach. We show that the heuristics of scheduling activities back-to-back
in the same room in order to leverage thermal inertia does not necessary lead to
energy savings.

2Majumdar et al. [2012] observe that the single most important predictor of performance is good
match between the room capacity and the size of the meetings. However this does not play a role in
our experiments since all four rooms have the same capacity.
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(a) Optimal Solution (OS)

(b) Back-to-back Heuristic-based Solution (HN)

Figure 4.9: HVAC control with different scheduling approaches
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Strategy Avg. energy
consumption (kWh)

% Consumption vs.
CO

% Excess
Consumption vs. OS

CO 522.86 Baseline 330.9%
AN 212.14 40.57% 74.84%
AS 199.94 38.24% 64.78%
HN 184.26 35.24% 51.86%
HS 177.32 33.91% 46.14%
ON 124.13 23.74% 2.30%
OS 121.34 23.21% Baseline

Table 4.2: Comparison of conventional approach (CO) with arbitrary (A), heuristic (H), and
optimal (O) scheduling strategies over HVAC with (S) and without (N) standby mode.

Strategy Avg. energy consumption (kWh) % Excess Consumption vs. OS
Meetings 10 20 50 10 20 50

AN 163.8 219.8 380.0 64% 95% 70%
AS 154.2 206.0 361.4 55% 83% 62%
HN 142.5 178.8 355.6 43% 59% 59%
HS 137.8 172.0 340.1 38% 53% 52%
ON 100.4 115.8 232.8 0.8% 3% 4%
OS 99.7 112.5 223.4 Baseline

Table 4.3: A detailed breakdown by meeting size using different strategies.

4.4.3.2 Experiment Results

To examine problems with different degree of constrainedness, we extracted 70 prob-
lem instances from the PATAT dataset, consisting of 40 instances of 10 meetings each,
20 instances of 20 meetings each, and 10 instances of 50 meetings each. All meetings
have up to 30 attendees, a 1.5h duration and an allowable time range of one or two
random days (09:00-17:00) within the 5 days of the experiment.

The AN/AS results are obtained by selecting, for each instance, an arbitrary
schedule consistent with the scheduling Constraints (4.28)-(4.31) in Section 4.3 and
using it as input to the occupancy-based HVAC control model in Section 4.2. Sim-
ilarly, the HN/HS results are obtained by selecting the schedule optimising the
heuristic among those consistent with the scheduling constraints, and using it as in-
put to the occupancy-based HVAC control model. The ON/OS results are obtained
by solving the joint model for each instance.

Table 4.2 shows, for each of the 6 approaches, the average energy consumption
per room over the 70 instances, and the percentage of consumption taking the con-
ventional approach (CO) as the baseline. Table 4.3 provides a detailed breakdown
by meeting size. The results show a clear improvement as we move from arbitrary
schedules (AN/AS), that are currently the norm with room booking systems, to en-
ergy aware schedules (HN/HS), and a much greater improvement when these sched-
ules take into account the capabilities of occupancy-based HVAC control (ON/OS).
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Specifically, the ON/OS approaches consume only 23% of the conventional approach,
and are 50%-70% better than the state-of-the-art approaches. The interactions be-
tween the various scheduling constraints, the thermal dynamics of the building and
the HVAC control are so complex that heuristic methods can only achieve a frac-
tion of the performance of the global optimisation methods enabled by our MILP
model. As expected, the gain conferred by the standby mode decreases as we move
to schedules that make better time and location decisions. Similarly, we observed
that for more constrained problems (e.g. with 50 meetings), the standby mode is
more effective, because there is a greater likelihood that meetings need to be sched-
uled in rooms that require higher cooling load which the standby mode can mitigate
by pre-cooling.

4.5 Related Work

Occupancy information, knowing whether or not there are people in a room and
ideally also knowing how many people there are in a room, is at the basis of moving
away from schedule-based control towards occupancy-based control. Schedule-based
control is inefficient as it operates HVAC systems according to a fixed schedule that
often assumes maximum zone occupancy. Occupancy-based control, on the other
hand, uses MPC approach and optimises HVAC control based on the detected or
forecast occupancy information. Klein et al. [2012] and Oldewurtel et al. [2012] take
into account occupancy forecasts and weather to estimate energy saving opportuni-
ties. Goyal et al. [2013] also take into account occupancy forecasts and compare the
performance of MPC strategies with feedback controllers using occupancy measure-
ments. Mady et al. [2011] build occupancy model and use MPC to improve on energy
efficiency while maximising occupant comfort. Mamidi et al. [2012], Li et al. [2012],
Erickson et al. [2009] and Agarwal et al. [2010] deploy sensors to detect real-time
occupancy and use this information to control HVAC system in an adaptive manner.
These previous works on occupancy-based HVAC control, also including works by
Brooks et al. [2015]; Mady et al. [2011]; Parisio et al. [2013]; Xu et al. [2009], treat oc-
cupancy information as an input parameter and not as a control variable. Our work
is different as it incorporates both HVAC control and occupancy scheduling into a
unified model. In addition, our standby mode improves the feasibility and solution
quality of model-predictive HVAC control methods. It is worth noting that the work
on sensor-based occupancy detection approach complements our work, in which the
detected occupancy information can be taken as an additional input into our model
to reflect the actual occupancy flow in the buildings.

Various methods have been used to solve the non-linear non-convex optimisation
problem in HVAC control. In Klein et al. [2012], the HVAC control is simplified to
a linear model by assuming the supply air temperature is constant, thus forming a
linear function to calculate only the supply air flow rate. Oldewurtel et al. [2013]
consider rather complex HVAC actuation including the control of blind positions,
lighting, chiller, cooling tower, radiators etc. They apply sequential linear program-
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ming using MAP (Method of Approximation) programming [Griffith and Stewart,
1961] to linearise their HVAC model. Ma et al. [2011] solve the non-linear HVAC
control constraints using dual decomposition and Sun et al. [2010] adopt lagrangian
relaxation and dynamic programming using surrogate subgradient method. Some
works [Wang and Jin, 2000; Xu et al., 2009; Mossolly et al., 2009] implement genetic
algorithms to search for optimal value of the supply air temperature and flow rate.
In our work, we use McCormick’s relaxation that guarantees to return an optimal
lower bound on the objective function. The need to reduce computational effort and
scalability of the joint model are our motivating factor to develop a linearised model
for HVAC control.

Much of the existing literature on energy-aware scheduling methods typically
take advantage of thermal inertia using heuristics such as minimising the number
of rooms used and/or assigning lower costs to meetings scheduled back to back in
the same room [Pan et al., 2012; Kwak et al., 2013; Majumdar et al., 2012; Chai et al.,
2014]. An important limit of these works is that they all share a black-box model-
ing approach for calculating HVAC energy consumption. This black-box approach
confines the search to a rather limited space that does not exploit the HVAC’s full
capabilities. Another limitation is the assumption of an anonymous list of meeting
participants, which ignores the existence of meeting conflicts and the fundamental
need for resolving them.

Kwak et al. [2013] analyse the impact of scheduling flexibility on energy savings,
based on the historical data of a conventional HVAC control approach. Although we
have not quantified explicitly, our experiments suggest that occupancy-based HVAC
control helps to mitigate the impact of less flexible scheduling requests. However,
in future, it would be interesting to study the tradeoff between scheduling flexibil-
ity versus HVAC control. For example, with occupancy-based control, what is the
minimum scheduling flexibility required to achieve the same energy savings, com-
pared to conventional HVAC control with some scheduling flexibility? Such study
is interesting as it allows us to quantify the difference in terms of energy gain, given
the ability to manipulate the HVAC operations, the flexibility to schedule meeting
requests, or both.

There has been a significant amount of work that focuses on meeting schedul-
ing [Modi and Veloso, 2004; Refanidis and Yorke-Smith, 2010; Tran et al., 2016] and
timetabling [Merlot et al., 2002; Di Gaspero and Schaerf, 2002; Abdullah et al., 2007b].
Our work differs from these established field by adding an additional objective to
conserve energy in the buildings where these activities are held.

Energy-oriented scheduling has gained more attention in recent years due to the
significant cost saving opportunities. Ifrim et al. [2012] present a MIP-based energy-
price savings scheduling model to reduce cost in production scheduling. Dupont
et al. [2012] use CP to develop an energy aware framework for virtual machine place-
ment in cloud-based data centers. Scott et al. [2013] describe an online stochastic
MILP to schedule home appliances based on real-time pricing. Ono et al. [2012] de-
velop a HVAC control approach that integrates with occupant activities scheduling
and blind control in a smart home. Most works focus on energy-aware scheduling in
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production lines, data centers and residential buildings whilst our work specifically
targets energy-efficient scheduling in commercial offices and university buildings,
where HVAC consumption dominates the building’s energy consumption.

4.6 Conclusion and Future Work

In this work we focus on meeting scheduling, as meeting scheduling is one practical
approach to strategically control occupancy flows and optimise HVAC utilisation.
However, our model is more broadly applicable to scheduling occupant activities
within specified time windows, and ultimately, can be integrated into a range of
room booking and scheduling systems. To bring awareness of the capabilities of the
building’s HVAC system to the scheduling process, we solve a joint HVAC control
and occupancy scheduling problem. This problem involves determining the times
and locations of a set of meetings, as well as the supply air temperature and air
flow rate for each building zone, so as to minimise HVAC consumption. Existing
approaches solve the HVAC control problem and the occupancy scheduling problem
in isolation. While the joint problem is more challenging, it does achieve a much
higher rate of energy savings.

Directions for future work include extending our model to include more HVAC
parameters such as humidity, return air ratio, damper control and conditioned air
temperature. This involves the modeling of chiller and boiler operations on the
supply side of the HVAC system. A more comprehensive HVAC model helps to
improve the accuracy of HVAC control and the prediction of energy consumption in
buildings. In addition, further research is needed to learn and improve the build-
ing thermal dynamics model using real data. Specifically, the RC parameters can be
calibrated based on temperature data collected from actual buildings using machine
learning techniques.

We are also interested in exploring the CP formulation of joint HVAC control
and meeting scheduling. As the joint model consists of hybrid discrete-continuous
variables, we will reformulate it by discretizing the HVAC control variables, and
compare the solution quality generated by both MIP and CP models.



Chapter 5

Scaling to Large Problems

5.1 Introduction

In Chapter 4 we showed that combining HVAC control with occupancy schedul-
ing can lead to substantial improvements in energy efficiency. Our MIP-based joint
model achieves a significant energy reduction when compared to the existing state-
of-the-art approaches [Goyal et al., 2013; Kwak et al., 2013; Majumdar et al., 2012;
Chai et al., 2014]. Given the highly-constrained nature of occupancy scheduling with
HVAC control, solving the integrated problem as a MIP seems to be a reasonable
choice. MIP easily manages the interaction between occupancy scheduling and the
impact it has on HVAC energy consumption. The problem with the MIP-based ap-
proach, however, is that it does not scale. It only allows us to solve small problem
instances in reasonable time.

In Chapter 4 Section 4.4, the largest instances we tackle consist of 4 rooms and
50 meetings over 5 days. When the problem size increases to a larger number of
rooms and number of meetings, for example 20 rooms and 200 meetings, MIP’s
convergence becomes very slow and sometimes fails to occur after a day. This is a
common problem in a MIP model involving symmetry. Symmetry exists in a MIP
model when integer variables can be permuted without changing the structure of the
problem [Margot, 2010]. This property greatly affects the branch-and-bound process
in MIP. Technically, symmetries can be removed effectively by taking advantage of
a problem structure. This includes grouping the variables with identical properties
into one group or imposing an ordering to the variables by lexicographic constraints.
This is a technique regarded as symmetry breaking1. In our model, a large number of

1. meetings with similar properties (eg. number of attendees, meeting time win-
dows, room capacity, equipments required etc.),

2. rooms with similar temperature and temperature fluctuation rates, and

1Most of the existing optimisation solvers [Gurobi, 2014; CPLEX, 2009] also support problem-
independent symmetry breaking technique, which solely depend on the MIP model. They provide
a configurable parameter that activates automatic detection and removal of symmetries in MIP. How-
ever, it is stated at Gurobi [2016a] that changing the value of this parameter rarely produces a significant
benefit.

69
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3. scheduling periods with low diurnal temperature variation.

form symmetries or near-symmetries that lead to slow convergence. The first type
of symmetries (1) can be tackled using the grouping approach. These are common
in scheduling problems, where many meetings (a.k.a jobs) have identical properties.
To overcome this, we can reformulate the model so that these meetings with simi-
lar properties are grouped, thus exploiting the symmetries in (1). Unfortunately, for
symmetry types (2) and (3), as the rooms temperatures fluctuate according to occu-
pancy, two rooms with similar properties may have different temperatures depend-
ing on the scheduled meeting allocations, hence resulting in an asymmetrical state.
Therefore it is impossible to group them into one room type. This leads to multiple
symmetric optima with very small differences that renders branch-and-bound in MIP
ineffective. The latter is in fact a ”near-symmetric“ problem that cannot be solved
effectively via symmetry breaking, and has been an open problem in MIP for a long
time [Ostrowski et al., 2010]. Fortunately, given the detailed understanding of the
HVAC control and occupancy scheduling problem, it is possible to exploit the model
structure to overcome these issues.

In this chapter, we adopt a hybrid solution that combines MIP with large neigh-
bourhood search (LNS) to solve our joint control and scheduling problem. The ad-
vantage is twofold. This strategy copes with symmetries and near-symmetries in a
MIP-based system based on our understanding on the problem structure. It also
scales our joint model to handle problem sizes that, for example, companies and
universities may face when scheduling meetings and lectures. A commercial office
or an university building typically consists of multiple floors with a lot of rooms.
In order to consolidate energy-efficient schedules, a meeting appointment or an uni-
versity timetabling application needs handle large number of activities across these
rooms. For example, about 300 meetings have to be scheduled every weekday across
35 study rooms in the main library of University Southern California [Kwak et al.,
2013]. These bookings are handled by a centralized online room reservation sys-
tem. Meanwhile, night and weekend classes were consolidated from 21 buildings
to 5 buildings in Portland State University [2012] to reduce energy consumption.
Thus, it is crucial for our joint model to handle these large instances and produce
near-optimal control and scheduling solutions, given sets of activity requests with
different constrainedness and sets of buildings with varying thermal response.

We extend our work in Chapter 4 and develop an approach that scales to larger
problems by combining MIP with LNS. LNS is used to destroy part of the schedule
and MIP is used to repair the schedule so as to minimise energy consumption. This
approach is far more effective than solving the complete problem as a MIP problem.
Our results show that solutions from the LNS-based approach are up to 36% better
than the MIP-based approach when both are given 15 minutes.

The remainder of this chapter is organized as follows. Section 5.2 describes the
LNS model. We discuss in turn our LNS algorithm, the formulation of initial solu-
tion, the destroy and repair steps, and finally the LNS parameter tuning. Section 5.3
highlights the MIP model formulation for the LNS initialization stage and the MIP
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model reduction to remove symmetries and speed up our joint model. We present
our experimental results in Section 5.4 and review the related work in Section 5.5.
Finally, we conclude with key observations and opportunities for further work in
Section 5.6.

5.2 Large Neighborhood Search

LNS is a local search metaheuristic, which was originally proposed by Shaw [1998].
In LNS, an initial solution is improved iteratively by alternating between a destroy
and a repair step. The main idea behind LNS is that a large neighbourhood allows
the heuristic to easily navigate through the solution space even when the problem
is highly-constrained. This is opposed to a small neighbourhood, which may make
escaping a local minimum much harder. Algorithm 1 outlines our LNS approach.

Input: Meeting requests M, Rooms L, time steps K
Output: Master Schedule S, Energy Consumption J
Initialization:

1 S← GenInitialMeetingSchedule(M, L, K)
2 J ← GenHVACControl(S)

Destroy & Repair:
3 while not LnsTimeUp() do
4 L′ ← SelectNeighborhood (L)
5 DestroyNeighborhood (S, M(L′), L′)
6 〈S′, J′〉 ← RepairNeighborhood (S, M(L′), L′)
7 if J′ < J then
8 J ← J′

9 UpdateSchedule (S′, S)
10 endif
11 end
12 return S

Algorithm 1: LNS approach

5.2.1 Initialization Phase

Our LNS approach starts with an initial feasible solution, which is generated using a
greedy heuristic. First, this heuristic finds a feasible meeting schedule by minimising
the number of rooms in which meetings are located. As we saw in Chapter 4, this is a
commonly used heuristic in energy-aware meeting scheduling. Second, it determines
the HVAC control settings of supply air temperature and supply air flow rate to
minimise energy consumption given the fixed schedule. This two-stage approach
allows us to come up with an initial solution in reasonable time.

5.2.2 Destroy & Repair

Next, we run multiple iterations of destroy and repair steps to re-build and re-
optimise the selected neighbourhoods. An important decision in the destroy step
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is determining the amount of destruction. If too little is destroyed the effect of a
large neighbourhood is lost, but if too much is destroyed then the approach turns
into repeated global re-optimisation. As for the repair step, an important decision
is whether the repair should be optimal or not. An optimal repair will typically be
slower than a heuristic, but may potentially lead to high quality solutions in a few
iterations. As a result, a neighbourhood destroy and repair strategy is essential in
achieving good performance overall.

Our LNS approach considers a room-based neighbourhood that contains a subset
of the rooms or zones. In particular, we destroy the schedule in two to four randomly
selected rooms. This forms a subproblem that can be solved effectively using MIP.
When destroying meetings in more than four zones, MIP performance can degrade
very quickly and even solving the linear programming relaxation can become quite
time consuming. The repair consists in solving an energy aware meeting scheduling
problem that is much smaller than the original problem. We do, however, limit MIP
runtime to avoid excessive search during a repair step, and to avoid any convergence
issues of the MIP problem. Setting a limit on runtime means that we do not nec-
essarily solve the subproblem to optimality, but given that MIP solvers are anytime
algorithms, we do improve solution quality in many of the LNS iterations. If we
find an improved solution, then the new schedule and control settings are accepted.
Otherwise, we maintain the solution that was just destroyed. Given that the LNS
starts with a feasible solution and does not accept infeasible solutions, the solution
remains feasible throughout the execution of the algorithm.

We should note that we have experimented with a variety of neighbourhoods.
These include: destroying all meetings in randomly selected time steps, a combina-
tion of destroying all meetings in randomly selected rooms and time steps, and sim-
ply destroying a set of randomly selected meetings. Our observation was that none
of these neighbourhoods performed as well as destroying all meetings in a number
of randomly selected rooms. Destroying selected rooms means that meetings could
be rescheduled at any time during the day. This allows the model to optimise supply
air flow rate and supply air temperature over all the time steps. Destroying selected
time steps means that meetings may switch rooms, but may need to be scheduled to
the same time step due to time window restrictions. This limits the optimisation of
supply air flow rate and supply air temperature due to the HVAC control constraints
on neighboring time steps.

5.2.3 LNS Parameter Tuning

In order to fine-tune the LNS heuristic we apply automatic parameter tuning, which
is a useful step in producing better results on average. The parameters that govern
the behavior of the LNS heuristic are parameters determining the probability of de-
stroying a number (2, 3, or 4) of rooms and the MIP runtime limit for the repair step.
The probabilities on the number of rooms to destroy are defined as a 3-tuple with
values ranging between [0,1] and the MIP runtime limit is a parameter with values
ranging between 1 and 10 seconds.
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While it is possible to reason about certain parameters and their impact on overall
performance, these parameters can take infinitely many values. Even though we
consider only 4 parameters, it is impossible to try all possible configurations because
of their continuous domains. Note, even with discretized domains with reasonable
level of granularity it remains impractical to try out all configurations. As a result, we
use the automated algorithm-configuration method called Sequential Model-based
Algorithm Configuration (SMAC) [Hutter et al., 2011] to optimise these parameters.

SMAC can be used to train parameters in order to minimise solution runtime, or
to optimise solution quality. In our case, we fix the runtime and minimise energy con-
sumption. We generate problem instances with different degrees of constrainedness
and train the parameters to achieve the average best quality for all input scenarios.

Given a list of training instances and corresponding feature vectors, SMAC learns
a joint model that predicts the solution quality for combinations of parameter con-
figurations and instance features. This information is useful in selecting promising
configurations in large configuration spaces. For each training instance we computed
up to 17 features, including:

• number of constraints,

• number of variables,

• number of non-zero coefficients,

• number of meetings,

• number of meeting types,

• number of possible starting time slots (scheduling flexibility),

• average duration of meetings,

• number of meeting slots per day,

• total number of meeting slots,

• number of rooms in our 5 building types (defined in Chapter 4, Table 4.1), and

• minimum, maximum, and average difference between outdoor temperature
and temperature comfort bounds.

These features reflect problem characteristics and are used by SMAC to estimate
performance across instances and generate a set of new configurations.

Given a list of promising parameter configurations, SMAC compares them to the
current incumbent configuration until a time limit is reached. Each time a promising
configuration is compared to the incumbent configuration, SMAC runs several prob-
lem instances until it decides that the promising configuration is empirically worse
or at least as good as the incumbent configuration. In the latter case the incumbent is
updated. In the end, the configuration selected by SMAC is generalized to all prob-
lem instances in the training set. For more details about SMAC, we refer readers to
Hutter et al. [2011].
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5.3 MIP Model

In this section, we present our MIP formulations that are used with LNS. We first
describe the MIP model that generates an initial feasible solution. Then we present
a reduced model that removes symmetries in meeting requests and simplifies the
thermal dynamics model. This reduced model is adopted in the initialization phase,
as well as the destroy and repair steps. At the end, we recap the equations that is
used in each phase.

5.3.1 Initialization Phase

Our goal is to generate an initial feasible solution as quickly as possible. This can be
achieved by first generating a valid schedule, i.e. a schedule where all meetings are
assigned and none of the scheduling constraints presented in Section 4.3 are violated.
Instead of randomly assigning meetings to any room (while obeying all constraints),
we adopt a heuristic that schedules these meetings in the minimum number of rooms
each day across the scheduling period. Let D be the set of days across the scheduling
period. Moreover, let day-of : K → D be the function giving the day in which time
step k starts, i.e. day-of(k) = ((k− 1)÷ N) + 1, where N is the number of time steps
per day and ÷ is the integer division. The objective function is defined as

minimise: ∑
l∈L,d∈D

yl,d (5.1)

where,
xm,l,k ≤ yl,d ∀m ∈ M, l ∈ Lm, k ∈ Km, d = day-of(k) (5.2)

Recall that the variable xm,l,k equals to 1 if meeting m is scheduled to start at time
step k in zone l and equals to 0 otherwise. The binary variables yl,d determine if zone
l is being occupied in day d. Constraints (5.2) set the value of yl,d to 1 when at least
one meeting starts at zone l at day d.

With this, the initial schedule is generated by adding objective function (5.1) and
Constraints (5.2) with Constraints (4.28)-(4.31) in Section 4.3. Compared to randomly
assigning meetings to any room, this approach packs as many meetings as possible
in the same room at different day across the scheduling period. While scheduling
meetings back-to-back does not necessary lead to an optimal solution, we recognize
that it is a heuristic that generates a reasonably good initial solution for HVAC con-
trol. In the best case scenario, all meetings are assigned to the most energy-efficient
room(s), and a good solution can be generated in the initial stage. To diversify the
search space and avoid the worst case scenario where all meetings are assigned to a
room that consumes a lot of energy, we bound these constraints in a daily basis so
that meetings can be packed in different rooms at different days of the scheduling
horizon.

This initial schedule is then fed into our occupancy-based HVAC control model
in Section 4.2 to generate an optimal HVAC control setting. In this initialization
phase, the first stage consists of an IP model where the decision variables are all
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integer variables. This model can be solved effectively using the state-of-the-art MIP
solvers such as Gurobi [Gurobi, 2014]. Once the room and time allocations for all
meetings have been identified, the second stage consists of a MIP model which need
only optimise all continuous decision variables aSA

l,k and TSA
l,k , and if standby mode is

enabled, the binary variables wl,k, for the HVAC control. As such, by decomposing
the joint model into two-stages, our model can yield an initial solution quickly.

5.3.2 Model Reduction

In this section, we discuss two model reduction approaches that improve the perfor-
mance of our MIP model. These approaches are applied to the MIP models in the
initialization phase, as well as the destroy and repair steps. The resulting reduced
model greatly improves the branch-and-bound of the MIP model, without compro-
mising on the accuracy of the model.

5.3.2.1 Removing Symmetries in Meetings

One issue with the current model is that it can have a large number of equivalent
solutions when two or more meetings are identical. In particular, let meetings 1 and
2 have the same time windows, same number of attendees, and no meeting conflicts.
In this case, a solution in which x1,l,k = 1 and x2,l,k = 0 would be equivalent to one in
which x1,l,k = 0 and x2,l,k = 1. In order to avoid the computational cost of generating
both solutions we reduce the number of integer variables by defining meeting types.
Meetings that are identical are considered to be of the same meeting type. Figure
5.1 illustrates the process flow of grouping meetings with similar properties into the
same meeting type. Each subgroup represents a meeting type. Since the number
of meeting types is smaller than the number of meetings, it allows for a simplified
model that reduces symmetry. Without changing the model in its entirety we simply
redefine M to be the set of meeting requests and replace Constraint (4.28) with the
one below to state that all meeting types must be scheduled ψm times, where ψm

represents the number of meetings of type m.

∑
l∈Lm,k∈Km

xm,l,k = ψm ∀m ∈ M (5.3)

Figure 5.1: The process flow of grouping identical meetings with similar properties.
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5.3.2.2 Simplifying The Building Thermal Dynamics Model

The most involved constraints in the HVAC model come from modeling building
thermal dynamics. In Section 4.2.3, the temperature in a zone is affected by both
internal and external walls. In our experiments, however, we observed that the tem-
perature in a zone is mostly affected by the heat flow through external walls, the
HVAC intervention and the occupants’ heat load in the zone. The heat transfer from
neighboring rooms through the internal walls is negligible based on our building set-
tings. Hence, in our LNS model we only consider external walls, that is, those with
that are outside facing. This approximation does not affect the HVAC control, hence
it also does not impact the energy consumption, and therefore it does not impose
any change to the schedule optimisation. With this reduced model, the temperature
constraints are simplified as follows:
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(5.4)

Constraints (5.4) model the temperature dynamics in zone l when considering a
room with N external walls. The expression Ṫl,k =

Tl,k−Tl,k−1
∆t is the rate of change in

zone temperature and Ṫn
l,k is the rate of change in temperature of the external wall(s)

n = 1, ..., N. Recall that Cl and CN
l respectively denote the thermal capacitance of

zone l and of the external wall n in zone l. Rn
l and Rw

l respectively represent the
thermal resistance of wall n and the windows separating zone l with the outdoors.
TOA is the outdoor temperature, while Qs is the solar heat gain. With this, the build-
ing thermal dynamics model is obtained by adding equations (5.4) with equations
(4.14), (4.15), (4.18) and (4.19)

5.3.3 Summary of Model Equations

GenInitialMeetingSchedule. The initial schedule is generated by combining Equations
(5.1), (5.2), (5.3), and (4.29)-(4.31).

GenHVACControl. The initial HVAC control is generated by adding Equations (4.1)
- (4.27) with Equations (4.6) and Equations (4.15) being linearised. Also, Equations
(4.13), (4.16) and (4.17) are replaced by (5.4). The result from the initial schedule, that
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is the values of xm,l,k, is set as an input to this model.

RepairNeighborhood. The MIP model is formed by limiting l to the selected neigh-
bourood L′, and run the joint HVAC control and occupancy scheduling model by
combining Equations (4.1)-(4.12), (5.4), (4.14)-(4.15), (4.18)-(4.27), (5.3), (4.29)-(4.31).

5.4 Experiments

5.4.1 MIP vs. LNS

Before describing our main results, we first point out the typical behavior of solving
energy aware meeting scheduling as a MIP. Figure 5.2 shows the performance of the
MIP approach on two typical problem instances when given 2 hours of runtime. In
general, MIP’s convergence on large problems is slow and sometimes MIP fails to
converge even after 2 hours. This is exactly why we developed the LNS approach.
The typical performance of the LNS approach is also given in Figure 5.2. In the figure,
LNS was given only 15 minutes of runtime but it is capable of returning significantly
better results when compared to MIP.

5.4.2 Combining MIP with LNS

Figure 5.3–5.6 illustrate a high-level scenario example of our large neighbourhood
search approach. These figures give an insight of how schedules are being initial-
ized, destroyed and repaired over 5-days in 20 rooms using our LNS algorithm. In
Figure 5.3(a), an initial schedule is generated by greedily scheduling all meetings in
the minimum number of rooms each day. More rooms are used only if there are
overlapping meetings that have to be scheduled in different locations. This schedule
is then fed into our occupancy-based HVAC control model. Figure 5.3(b) shows the
optimised HVAC control based on the given schedule. With this initialization ap-
proach, we can quickly generate an initial feasible schedule and an optimal HVAC
control for large number of meetings and rooms. For simplicity, only the HVAC con-
trols for room R0 to R3 are shown. Note that 1 slot in 5.3(a) is equivalent to 2 slots in
5.3(b), and the occupied slots are depicted as vertical blocks (30 minutes each) in the
third subgraph of 5.3(b).

Figure 5.4 depicts the first iteration of the destroy and repair step. In this iteration,
Room R0 and Room R1 are randomly selected. All meetings scheduled in Room R0
and Room R1 are destroyed, and a schedule re-optimisation is executed. In this
scenario, meetings in Room R0 are moved to Room R1, as shown in Figure 5.4(a). We
observe from Figure 5.4(b) that this leads to a reduction of 44 kWh.

Figure 5.5 presents the second iteration of destroy and repair step. In this round,
Room R0 and Room R3 are selected. There is no meeting scheduled in R0 now.
However, a better schedule is found by re-scheduling meetings in Room R3 to earlier
time slots, as shown in Figure 5.5(a). Figure 5.5(b) reveals the reason behind this
move. By moving the meetings 2.5 hours earlier, it helps to reduce the supply air
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(a) Instance 1

(b) Instance 2

Figure 5.2: Typical performance of MIP (2 hours) and LNS (15 minutes) on two benchmark
instances.
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(a) Initial schedule

(b) HVAC control for Room R0-R3

Figure 5.3: Large neighbourood search - initial schedule
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(a) Schedule: destroy & repair room R0 and room R1

(b) HVAC control for Room R0-R3

Figure 5.4: Large neighbourood search - iteration 1: destroy & repair steps
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(a) Schedule: destroy & repair room R0 and room R3

(b) HVAC control for Room R0-R3

Figure 5.5: Large neighbourood search - iteration 2: destroy & repair steps



82 Scaling to Large Problems

flow rate required to maintain the room temperature at comfort bounds, as that day
has relative high outdoor temperature. By doing this, a 3.32kWh of energy is saved.

During the third iteration of the destroy and repair step, room R2 and R0 are se-
lected. Figure 5.6(a) shows that an improvement is made on the schedule by moving
some meetings in Room R2 to Room R0 and relocating another meeting to a different
time slot in Room R2. As depicted in Figure 5.6(b), if meetings are held in parallel,
minimum supply air flow rate is required to achieve the occupied thermal comfort
temperature in both room R0 and R2. The same happens if meetings are moved to
earlier time of the day in room R2 or re-located to room R0 on the fifth day of the
scheduling period. With this improvisation, an additional 21.19kWh is conserved.

In conclusion, this example shows that by combining LNS and MIP, our joint
model achieves a reduction of 68 kWh within 3 destroy and repair rounds. Each
iteration of destroy and repair takes only 10 seconds. Given a relative small number
of rooms, our MIP model is capable of finding an optimal solution2, within a short
period of time.

5.4.3 Large-scale Experiments

We analyze our LNS approach by considering 8 problem sets. Each problem set
contains 10 problem instances that we built by adding energy related information
to instances extracted from the PATAT timetabling dataset [Melbourne University,
2002]. The problem sets differ by the number of meetings (M) and the number
of rooms (R). Specifically, our problem sets are referred to as 20M-20R, 50M-20R,
100M-20R, 200M-20R, 50M-50R, 100M-50R, 200M-50R, and 500M-50R, where 20M-
20R represents the problem set with 20 meetings and 20 rooms. All our experiments
were run on a cluster that consists of a 2 × AMD 6-Core Opteron 4334, 3.1GHz with
64GB memory.

In each problem set we must schedule up to 500 meetings whose durations are
1 or 1.5 hours. The meetings must be scheduled over a period of 5 summer days.
All meetings have between 2 and 30 attendees and we vary the scheduling flexibility
for each meeting with an allowable time range of one or two random days (between
09:00-17:00) within the 5 summer days. We adopt similar buildings’ zone layout
and configurations as defined in Section 4.4. The available rooms are located in 5
buildings, that differ by their thermal resistance and capacitance as specified in Table
4.1. We use a 1× 4 zone layout where each zone has the same thermal resistance and
capacitance as its neighboring zones. Moreover, all rooms have the same geometric
area of 6× 10× 3 m3 with a window surface area of 4× 2 m2 and a capacity of 30
people. The solar gain ranges from 50 to 350 W/m2 during the day.

First, we used SMAC to tune the parameters for all 80 instances. However, it
is possible that one set of parameter configurations might not produce best results
across all problem sets. For example, Malitsky et al. [2013] observed that instance
specific algorithm configuration finds good quality solutions for large sized instances
in limited time. Hence, second we independently tuned the parameters for the 8

2a locally optimal solution within the sub-space specified by the destroy step
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(a) Schedule: destroy & repair room R0 and room R2

(b) HVAC control for Room R0-R3

Figure 5.6: Large neighbourood search - iteration 3: destroy & repair steps
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Figure 5.7: Parameter configurations as determined by SMAC.

Figure 5.8: Performance improvement of MIP and LNS over heuristic solution (HS). MIP and
LNS runtime 15 minutes.
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problem sets. In each case, we used 0.33, 0.33, and 0.34 as the default destroy prob-
abilities and 5 seconds for the default MIP runtime during each repair step. SMAC
trains on 60% of the instances and cross-validates with the remaining 40%.

On average, SMAC generated 300 configurations for each problem set. Figure 5.7
shows the best parameter configurations as determined by SMAC for all 80 instances
(AllM-AllR), and for the each of the 8 problem sets. In the end, a MIP runtime of 8.5
seconds, and probabilities of 0.64, 0.28, 0.08 to destroy 2, 3, and 4 rooms respectively
were determined to be the best settings by SMAC for all 80 instances. However, the
best parameter configurations do vary somewhat for the different problem sets.

Figure 5.8 shows the performance improvement of MIP and LNS compared to
the initial feasible solution, which is referred to as the heuristic solution (HS), over
500 runs. For each run, both the MIP and LNS approach were seeded with HS as an
initial solution. Both MIP and LNS were given the same runtime limit of 15 minutes
and HS was given 60 seconds. LNS was executed using the parameter configurations
that were determined to be the best for each problem set. The results show that LNS
significantly improves over MIP when given limited runtime. Overall, the improve-
ment of LNS over MIP is between 14% and 36%. Note that in the largest problem
instances, those in 500M-50R, MIP often fails to find even a slight improvement over
the given initial solution HS in 15 minutes.

We reran all problem instances in Figure 5.8 using the AllM-AllR parameter set-
tings. In this case, the performance of LNS decreased by 1 to 2% for each problem
set. Hence, instance specific algorithm configuration did have some impact, but even
without it LNS performed significantly better than MIP.

Figure 5.9 provides insight into the optimality gap of the MIP approach and in
the variation in solution quality. The MIP optimality gap after 15 minutes runtime
is shown Figure 5.9(a). Each box shows the median and the upper and lower quan-
tiles of the optimality gap. The endpoints indicate the maximum and minimum.
As observed previously the MIP approach fails to converge on the larger problem
instances. Moreover, as can be seen from the figure, MIP’s performance substan-
tially degrades as problems become more constrained and exhibit a higher number
of meetings to number of rooms ratio.

The variation in solution quality is shown on Figure 5.9(b). The median of LNS
always falls below the lower quantile of MIP. We note, however, that for the smallest
problem instances in 20M-20R, MIP and LNS have almost similar performance. For
even smaller problem instances MIP tends to be very effective, which is exactly why
we have combined the two. We believe that the combination of LNS and MIP is espe-
cially good when considering highly constrained problems. LNS is used to destroy
and repair the solution space and MIP is used to find a good local solution, possibly
a locally optimal solution, in a short amount of time.
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(a) MIP optimality gap

(b) HS/LNS/MIP solution values

Figure 5.9: MIP optimality gap (top) and HS/LNS/MIP solution values (botton)
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5.5 Related Work

In Chapter 4 we combine MPC with meeting scheduling and propose a MIP-based
solution. This model achieves significant energy reduction when compared to ap-
proaches similar to those presented in Goyal et al. [2013]; Kwak et al. [2013]; Majum-
dar et al. [2012]. The drawback of this approach is that it does not scale well, which is
why we developed a hybrid solution that combines MIP with LNS [Lim et al., 2015b].

Also limited by the scalability of MIP, existing work on energy-aware schedul-
ing only consider a small number of meetings or rooms. For example, Chai et al.
[2014] consider only 30 meetings in 9 rooms. Kwak et al. [2013] solves a total of
300 meetings per day in 35 rooms, but in an online manner where the MIP model
needs to be solved at every session is relatively smaller. The other work resorts to
heuristics-based approaches that generate a feasible solution in a reasonably short
period of time but do not guarantee optimality. For instance, Pan et al. [2013] ex-
amine up to 800 meetings in 150 rooms with their greedy scheduling algorithm.
Likewise, Majumdar et al. [2016] only consider up to 12 meetings in 4 rooms due to
the computational overhead incurred by feeding their schedules into building energy
simulation software Energy+ [Crawley et al., 2000] for the calculation of HVAC con-
sumption. Our work overcomes the limitations of these approaches by combining
MIP with LNS, and by solving each sub-problem to optimality or near-optimality
using a MIP-based integrated HVAC control and occupancy scheduling model.

There are techniques such as local branching or relaxation induced neigbourhood
search (RINS) [Danna et al., 2005; Danna and Perron, 2003], which apply local search
to MIP. RINS forms a domain-independent neighbourhood in MIP. At every nth node of
the MIP global branch-and-bound process, a MIP model is formed by fixing the value
of the variables that have the same value in the current incumbent and the current
continuous relaxation, and by solving on the remaining variables. The node limit n
is imposed to truncate the MIP optimisation when n nodes have been explored in
the search tree. In constrast, our model leverages a domain-dependent knowledge that
forms a neighbourhood search strategy based on building zones and solves the joint
HVAC control and occupancy scheduling sub-problem to optimality. The strength of
our LNS model is that it allows a large neighbourhood to be explored using domain-
dependent information whereas local branching or RINS explores a neighbourhood
of the incumbent without using domain-dependent information. Moreover, RINS
focuses on finding a good feasible solution instead of proving optimality.

Parameter tuning is one important aspect of LNS. The values of the parameters
of a LNS algorithm can impact the solution quality. These include the size of the
neighbourhood, thresholds in terms of run time limit, node limit or solution limit
etc. These parameters can be tuned based on knowledge of experts, or using an
automated procedure. While we have only four configurable parameters in our LNS
algorithm, it is impractical to examine all configurations. We resort to automated
parameter tuning that adopt machine learning techniques. Various parameter tuning
software exist to automate the tuning process [Thornton et al., 2013; Bergstra and
Bengio, 2012; Hutter et al., 2011]. We use SMAC [Hutter et al., 2011] to train our
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LNS parameters automatically and identify a global configuration that are optimum
to tackle multiple instances of different features and properties. Note that SMAC
has been used to train parameters in various applications such as kidney exchange
matching [Dickerson and Sandholm, 2015], medical imaging [Angermueller et al.,
2016] and social network analysis [Vaswani and Lakshmanan, 2016] etc., but is first
used here to train parameters in energy aware scheduling in smart buildings.

Combining constraint-based methods with neighbourhood search methods is not
new. For example, LeBras et al. [2013] use LNS with MIP in network design for a
species conservation problem, Di Gaspero et al. [2013] use LNS with CP in balanc-
ing bike sharing systems, Rendl et al. [2012] apply CP with variable neighbourhood
search for home-care scheduling, Mehta et al. [2012] use both MIP and CP-based LNS
approach for machine reassignment problem, Bent and Van Hentenryck [2004], Kilby
and Verden [2011] use LNS with CP to solve vehicle routing problem, Mitrovic-Minic
and Punnen [2009] apply variable neighborhood search to the multi-resource gener-
alized assignment problem. LNS is also widely used as a technique to solve complex
timetabling problems [Meyers and Orlin, 2006; Abdullah et al., 2007a; Burke et al.,
2010], nurse rostering problems [Bilgin et al., 2012] and shift-scheduling problems
[Quimper and Rousseau, 2010]. We are, however, unaware of its application in the
space of energy aware scheduling in smart buildings.

5.6 Conclusion and Future Work

In this chapter we extend our work in Chapter 4 which introduced a MIP model
for energy aware meeting scheduling. The MIP model that is described previously
only solves problem instances that involve a small number of meetings and rooms.
We combine MIP with LNS and show that by embedding MIP model into a large
neighbourhood search, we can scale to timetabling problems of practical relevance.

We developed a heuristic to generate an initial feasible solution quickly, which
we use to warm start both the MIP and LNS approach. In our experiments, the most
effective neighbourhood was one that destroys and repairs all meetings scheduled in
2 to 4 rooms. The resulting subproblem was small enough for MIP to solve to (near)
optimality and, at the same time, large enough to explore alternate solutions. We
studied the performance of MIP and LNS and demonstrated the potential of our LNS
approach for effectively tackling large-scale HVAC control and meeting scheduling
problems. The LNS achieves 14 to 36% better energy savings than the MIP approach
when both given a runtime of 15 minutes.

In future, we are interested in exploring new algorithmic approaches that allows
us to scale even further. We are particularly interested in investigating symmetry
breaking in MIP [Ostrowski et al., 2015]. Symmetries lead to a large number of
equivalent solutions, which causes branch-and-bound to be ineffective. While we
dealt with symmetries due to meetings with similar characteristics by introducing
meeting types, symmetries still exists in our MIP formulation due to rooms with
similar characteristics. Introducing room types, however, may not be possible be-



§5.6 Conclusion and Future Work 89

cause room temperature at time step t is dependent on time step t − 1. In future
work, we aim to identify branching strategies that can better deal with symmetries
in our MIP formulation, for example, by assigning different branching priority to
variables xm,l,k such that rooms with different energy consumption are explored first.

We will also further investigate incorporating RINS-based local branching to our
LNS model. This can be achieved by activating RINS heuristics in MIP solvers such
as Gurobi [2014]. It will be interesting to compare the solution quality of these
approaches. For the initialization stage of LNS, it might also be possible to formulate
the initial schedule using different heuristics, modeling and solving technique such
as CP.
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Chapter 6

Handling Online Requests

6.1 Introduction

In Chapter 5, we presented a scalable joint HVAC control and occupancy scheduling
model by combining MIP and LNS. Within a short computational time, this model is
capable of minimising HVAC utilisation by scheduling an extensive number of group
activities to take place at a large number of building zones and time slots. However,
this approach was offline and assumes all activities to schedule and other parameters
such as the weather forecast and solar gains are known in advance. Although the
model generates energy-efficient schedules, its practicability is nevertheless limited
in the real-world. In reality, scheduling requests can arrive at any time of the day
using existing room booking systems. In a recent survey, Kwak et al. [2013] shows
that 56% of meeting requests were made within one day before the actual meeting
day. Thus, the ability to handle dynamically arriving requests is crucial. Moreover,
the ability to update HVAC control following a change in weather forecast is also
important.

In this chapter, we extend the HVAC-aware occupancy scheduling approach to
process activity requests in an online manner. In more detail, we present an online
approach that models and solves the joint HVAC control and occupancy scheduling
problem. The model needs to be responsive to dynamic information such as new
activity requests and weather updates. Our online algorithm greedily commits to
the best schedule for the latest activity requests and notifies the occupants immedi-
ately, but revises the entire future HVAC control strategy each time it considers new
requests and weather updates. This allows the integrated model to handle incom-
ing requests in a prompt manner whilst continuously optimising the HVAC control
reflecting updated weather forecast and activity schedules. In our experiments, the
quality of the solution obtained by this approach is within 1% of that of the clairvoy-
ant solution.

In the next section, we show how our integrated model is being transformed into
an online model. We further elaborate on how the online model is scaled with the
LNS method. In Section 6.3 we compare our model with the clairvoyant solution,
showing the efficacy of this simple and effective online algorithm. We discuss about
related work in Section 6.4. We then conclude the chapter in Section 6.5.

91
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6.2 Online HVAC-Aware Occupancy Scheduling

This section presents our online occupancy scheduling and HVAC control problem.
We start by describing the online setting and our notations. We then cover the
scheduling constraints and variables which, later on, will interact with the HVAC
control model to form the complex joint scheduling and control model. Following
our work from the previous chapters, we formulate our model as a MIP. It can be
solved using a MIP solver, or when scaling up to problems of practical size, by com-
bining MIP with LNS.

In our online setting, the scheduler runs recurrently and each run is called an
online session. Each online session i ∈ I starts at time τi and ends before the next
session starts at time τi+1. The scheduling and control model discretizes time into a
set K of time steps. Each time step k ∈ K starts at time tk. Two consecutive time steps k
and k + 1 are separated by a fixed duration tk+1 − tk = ∆t ∈ R+. Each online session
i considers a horizon of n time steps K(i) = {k(i), . . . , k(i) + n− 1} where k(i), the
first time step in that horizon, is the least time step in K such that tk(i) ≥ τi.

6.2.1 Scheduling Model

Let L be the set of locations (or, interchangeably, zones) in the building, and P be
a set of participants. An activity request m is a tuple 〈am, Km, Lm, Pm, dm〉 where
am ∈ R+ is the request arrival time, Km ⊆ K is the set of time steps at which the
activity is permitted to start in the future (for each k ∈ Km, am < tk), Lm ⊆ L is the
set of locations at which the activity is permitted to take place, Pm ⊆ P is the set of
attendees for the activity and dm ∈N is the activity duration (number of time steps).
As in the previous chapter, note that the sets Km and Lm can be used to encode
a variety of situations, such as room capacity requirements, availability of special
equipment such as video conferencing, time deadlines for the activity, and attendee
availability constraints. We write C(M) for the set of attendee conflicts w.r.t. a set of
requests M; each conflict C is a subset of requests, each pair of which has at least one
attendee in common: C(M) = {C ⊆ M | ∀m, m′ ∈ C, Pm ∩ Pm′ 6= ∅}.

To account for all activities that have been scheduled so far, we maintain a master
schedule S as a set of triples 〈m, l, k〉 storing the activity request id m, the assigned
location l, and the time step k at which m is scheduled to start. At each online
session i, the scheduler schedules the new activity requests N(i) which have been
received since the start of session i − 1, i.e, each m ∈ N(i) satisfies τi−1 < am ≤ τi.
It also needs to consider, without modifying them, the set Q(i) of ongoing activities
and future activities that were scheduled during previous sessions: Q(i) = {m |
∃〈m, l, k〉 ∈ S such that k + dm − 1 ≥ k(i)}. So overall, the set of activities to consider
at session i is M(i) = N(i) ∪ Q(i). To simplify the scheduling model below, we
assume that for each pre-scheduled request m ∈ Q(i) such that 〈m, l, k〉 ∈ S, the
set of permissible locations is reduced to Lm = {l}, and the set of permissible start
time steps is reduced to the scheduled start time k or the first time step k(i) of the
session, which ever occurs last, i.e. Km = {max(k, k(i))}. For consistency, the meeting
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Figure 6.1: Online scenario

duration dm is decremented by k(i)− k.
Fig. 6.1 shows a scenario example featuring three requests m1, m2 and m3 with

arrival times a1, a2 and a3, respectively. The set of locations is L = {l1, l2}. The dash
vertical lines show the start of the sessions, and the dotted vertical lines delimit the
time steps. In this instance, the scheduler runs every 10 minutes and the time steps
are 30 minutes long. At the start of session i = 302, requests m1 and m2 have already
been scheduled and m3 is a new request, hence N(302) = {m3}, Q(302) = {m1, m2}.
The master schedule is S = {〈m1, l1, 102〉, 〈m2, l1, 100〉}, and the first time step of
the new session is k(302) = 101. The set of permissible locations and start time
steps for the new request are K3 = {101, 102} and L3 = {l1, l2} (l1 will be ruled
out by the scheduler). Those of the pre-existing requests are reduced as follows:
L1 = {l1}, K1 = {102}, L2 = {l1} and K2 = {101}.

We are now ready to describe our scheduling constraints and variables for online
session i. Similarly, as defined in the previous chapter, the main scheduling variable
is the boolean decision variable xm,l,k which is true iff request m ∈ M(i) is scheduled
to take place at zone l ∈ Lm starting at time slot k ∈ Km. We also introduce the
variables ym,l,k which is true iff activity m is scheduled to occupy location l at time
step k, zl,k which is true iff zone l is occupied at time step k, and ppl,k which indicates
the number of people in zone l at time step k. These variables will be used by the
HVAC control part of the model in Section 6.2.2.

Constraints (6.1) ensure that all requests are scheduled exactly once within the
allowable start times and locations. ψm represents the number of meetings of type
m with similar time windows, the same number of attendees, and the same attendee
conflicts. Constraints (6.2) define the ym,l,k variables. Constraints (6.3) state that no
more than one activity can occupy a location at any time and define the zl,k variables.
Constraints (6.4) determine the number ppl,k of occupants at each location and time
step, and finally constraints (6.5) ensure that activities with at least one attendee in
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common cannot be scheduled in parallel. Once a new request m ∈ N(i) has been
scheduled, the master schedule S is updated by adding the 3-tuple 〈m, l, k〉 for which
xm,l,k = 1.

∑
l∈Lm,k∈Km

xm,l,k = ψm ∀m ∈ M(i) (6.1)

∑
k′∈Km :

l∈Lm, k−dm+1≤k′≤k

xm,l,k′ = ym,l,k ∀m ∈ M(i), l ∈ L, k ∈ K(i) (6.2)

∑
m∈M(i)

ym,l,k ≤ zl,k ∀l ∈ L, k ∈ K(i) (6.3)

∑
m∈M(i)

ym,l,k × |Pm| = ppl,k ∀l ∈ L, k ∈ K(i) (6.4)

∑
m∈ν,l∈Lm

ym,l,k ≤ 1 ∀k ∈ K(i), ν ∈ C(M(i)) (6.5)

6.2.2 HVAC Control Model

The HVAC control model is similar to the model presented in Chapter 4, with an
exception that the scheduling horizon k changes for each online session i. We use the
reduced model which considers only external walls in Equation (5.4). Our goal is to
generate energy-efficient schedules that minimise the energy use of air-conditioning,
re-heating and fan operations of the HVAC, considering all on-going, future and
new meetings known upon the online session i starts. Thus, similar to before, the
objective function for each session i is the following.

minimise ∑
k∈K(i)

(
pcond

k + p f an
k + ∑

l∈L
pheat

l,k

)
× ∆t (6.6)

where

p f an
k = β ∑

l∈L
aSA

l,k ∀k ∈ K(i) (6.7)

pcond
k = Cpa

(
TOA

k (i)− TCA
)

∑
l∈L

aSA
l,k ∀k ∈ K(i) (6.8)

pheat
l,k = Cpa(TSA

l,k − TCA)aSA
l,k ∀l ∈ L, k ∈ K(i) (6.9)

In Constraints (6.8), we assume that online session i uses the latest update TOA
k (i)

available for the outdoor temperature forecast at each time step k. The tempera-
ture at each zone and time step, and the effects of the HVAC control on this zone
temperature is constrained by (6.10)-(6.12)
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T∅ + Tgzl,k ≤ Tl,k ≤ T∅ − Tgzl,k ∀l ∈ L, k ∈ K(i) (6.10)

TCA ≤ TSA
l,k ≤ TSA ∀l ∈ L, k ∈ K(i) (6.11)

aSA ≤ aSA
l,k ≤ aSA ∀l ∈ L, k ∈ K(i) (6.12)

The zone thermal dynamics is updated following the discrete-time linear model
in Chapter 4, but we use the latest available forecast of the solar gain Qs

l,k(i)and
outdoor temperature TOA

k (i).

Tl,k+1 = fl(Tl,k, ul,k, vl,k) ∀l ∈ L, k ∈ K(i) (6.13)

where ul,k = [aSA
l,k , TSA

l,k , ppl,k] is the vector of controllable variables, and vl,k = [Qs
l,k(i),

TOA
k (i)] is the vector of exogenous inputs. Given that zl,k links the scheduling model

with the zone thermal dynamics model, the HVAC control is optimised over the en-
tire horizon K(i). For example, the HVAC control could be revised in each locations
upon receiving new meetings, updated weather information and solar gains in each
online session.

6.2.3 Online LNS

To solve this online model, we reformulate our MIP model with Large Neighborhood
Search explained in Chapter 5. In brief, our online LNS approach works as outlined
in Algorithm 2.

Input: Ongoing & new requests M(i) = Q(i) ∪ N(i), Rooms L, time steps K(i)
Output: Master Schedule S
Initialization:

1 S(i)← GenInitialMeetingSchedule(M(i), K(i), L)
2 J ← GenHVACControl(S(i)) ;

Destroy & Repair:
3 while not LnsTimeUp() do
4 L′ ← SelectNeighborhood (L)
5 DestroyNeighborhood (S(i), N(i), L′)
6 〈S′(i), J′〉 ← RepairNeighborhood (S(i), N(i), L′)
7 if J′ < J then
8 J ← J′

9 UpdateSchedule (S′(i), S(i))
10 endif
11 end
12 return S

Algorithm 2: LNS approach in each online session i

In every online session i, we start by generating an initial feasible solution, in
two steps. First, we find a feasible occupancy schedule that minimises the number of
rooms used. Second, we determine the HVAC control settings (supply air flow rate
and temperature) that minimise energy consumption for this schedule.
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Figure 6.2: Online scheduling scenario - Session 1

Our destroy step destroys part of the schedule by unscheduling the subset of
new requests N(i) that are allocated to two to four randomly selected locations. This
forms an energy-aware meeting scheduling subproblem that is much smaller than the
original problem and can be solved effectively using MIP. The repair step consists in
repairing the schedule and re-optimising the entire HVAC control by solving this
subproblem using our MIP model. If this leads to an improved solution, then the
new schedule and control settings are accepted. Otherwise, we keep the solution
that was just destroyed. Given that the LNS always start with a feasible solution, the
solution remains feasible throughout the execution of the algorithm.

6.2.4 Scenario Example

Figures 6.2-6.5 show a scenario example of our online HVAC-aware occupancy schedul-
ing. In each figure, from the top, the first sub-graph shows the cumulative energy
consumption for each location over the scheduling horizon, the second and third
sub-graphs depict the supply air flow rate and air flow temperature for each loca-
tion, the fourth sub-graph illustrates the time slots where requests arrive (bar with
black border) and that of meetings start (bar with transparent border). The arrival
time slot and the start time slot for the same meeting are assigned with the same
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Figure 6.3: Online scheduling scenario - Session 2

color. Finally, the fifth sub-graph presents the rooms’ temperatures and their occu-
pied status. For illustration purposes, we plot only the new meeting requests, as well
as all ongoing and future activities that have been scheduled prior to the session. All
meetings which had occurred prior to current session are removed.

This scenario consists of 10 meetings M ∈ {M0, M1, . . . , M9}, which are sched-
uled in 4 different online sessions. The set of locations is L = {R0, R1, R2, R3}. We
set 5 minutes for the LNS runtime limit and 8.5 seconds for the MIP runtime during
each repair step. For simplicity, we present the graphs in a finite horizon consisting
of 240 steps, and use the same set of outdoor temperature and solar gain for each
session.

Figure 6.2 illustrates the first online session. This session consists of 4 meeting
requests m ∈ {M2, M3, M5, M6}. M2 and M3 are one hour meetings which need to
be held 4 days after the meeting requests are made, and can be scheduled within any
consecutive slots between 09:00 to 18:30. M5 and M6 have similar properties as M2
and M3, except that the meetings are to be held the next day after the meeting re-
quests are made. In this scenario, M2 and M3 are scheduled at 15:30-16:30 in R1 and
12:30 to 13:30 in R2 respectively, whilst M5 an M6 are being scheduled back-to-back
in R2 between 16:00 to 18:00. The scheduler manages to find optimal times and lo-
cations that rely solely on minimum HVAC ventilation and the outdoor temperature



98 Handling Online Requests

Figure 6.4: Online scheduling scenario - Session 3

to achieve a comfort temperature between 21◦C-23◦C.
Figure 6.3 shows the second online session with only one meeting request M ∈

{M7}. M7 is a 1-hour meeting which can be held between 09:00 to 18:30 on the next
day after the request is made. We note that this meeting is being assigned to R1 on
a late afternoon from 17:30 to 18:30. At that time, R1’s room temperature is already
within the occupied temperature bounds. The HVAC control is optimised, and hence
does not need to be changed for all pre-scheduled meetings M ∈ {M2, M3, M5, M6}
and the new meeting, M7.

Figure 6.4 depicts the third online session with 2 new meeting requests M ∈
{M1, M8} and 3 pre-scheduled meetings M ∈ {M2, M3, M7}. M1 is a 1-hour meet-
ing whilst M8 is a 30-minute meeting. Both can be scheduled between 09:00 to 18:30
on the next day after the requests are made. Note that the requests are made on the
hottest day of the week, and the meetings are to be held on the next day when the
outdoor temperature is still high. In this scenario, M8 is scheduled at 09:30 to 10:00
whilst M1 is scheduled between 11:30 to 12:30. The scheduler picks R1 as the meet-
ings’ location, as its room temperature is the closest to the occupied comfort bound
(hence less energy is required for space cooling). The HVAC control strategy for R1
is revised such that the HVAC is activated at 04:00 to push in 0.14 kg/s to 0.45 kg/s
of cold air into the room. This cooling operation continues up until 12:00 noon, right
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Figure 6.5: Online scheduling scenario - Session 4

before M1 finishes.
Figure 6.5 shows the fourth online session with 3 new meetings requests M ∈

{M0, M4, M9} and 5 pre-scheduled meetings M ∈ {M1, M2, M3, M7, M8}. M0 and
M4 are 1-hour meeting whilst M9 is a 30-minutes meeting. All new meetings can
be scheduled between 09:00 to 15:30 on the next day after the requests are made. In
this scenario, M0 and M9 have been slotted in between M8 and M1 whilst M4 is
scheduled right after M1 to leverage on thermal inertia. The HVAC control strategy
for R1 is revised again by activating standby-mode and pushing in 0.08 kg/s to 0.45
kg/s of cold air into the room from 02:00.

Using our online algorithm, the total energy consumption for these 10 meetings
is 349.07 kWh. We compare this solution quality with that of the offline approach
used in Chapter 5. For the offline approach, we set LNS runtime limit to 2 hours
and MIP runtime limit to 15 seconds. Figure 6.6 presents the result of the offline
approach. In this scenario, the offline approach achieves merely 8 kWh of energy
savings compare to the online approach. Given that the schedules for meetings
M ∈ {M0, M1, M4, M8, M9} are known upfront in the offline approach, it is able
to activate standby-mode for room R1 on 3 consecutive early mornings. This helps
to bring down the room temperature to a state that lesser cooling load is required,
and leads to 340.93 kWh of energy consumption. If we compare it with Figure 6.5,



100 Handling Online Requests

Figure 6.6: Offline scheduling scenario

albeit lacking of prior knowledge on future requests, the online approach, however,
is capable of revising the HVAC control strategy to activate standby-mode on an
earlier hour and slot in new requests in the room that have been pre-scheduled
with meetings. It is worth noting that both offline and online approaches are ca-
pable of generating similar schedules that do not incur additional energy cost for
M ∈ {M2, M3, M5, M6, M7}.

The strengths of this online model are its capability to handle dynamic request
and feedback to the user in a timely manner, its ability to re-optimise the HVAC
control each time it considers new requests and the combinations of both that make
this mechanism computationally efficient and practical for real-world trial.

6.3 Experiments

6.3.1 Problem Sets

We analyze our contributions using 9 problem sets with increasing numbers of ac-
tivities (meetings) and locations (meeting rooms). The problem sets are labeled 10M-
4R, 20M-20R, 50M-20R, 100M-20R, 200M-20R, 50M-50R, 100M-50R, 200M-50R, and
500M-50R, where xM-yR consists of problem instances with x meetings and y rooms.
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Each set contains 80 problem instances, giving a total of 720 instances, obtained as
follows.

We start from a set of real data from 32,065 unique meetings in a USC library
collected by Kwak et al. [2013]. Each meeting request in this original data set in-
cludes the request arrival time, start time, duration, specified room and number of
attendees. We first derive a probability distribution on meeting start times from this
data set. To obtain a set of requests, we sample x meetings from this distribution. We
then create different instances with that set of requests by varying the time flexibility
and the request-to-start time gap of the requests. The time flexibility of a request m is
its number |Km| ∈ {1, 2, 4, 8, 32} of permissible start time steps. The request-to-start
time gap denotes the duration {10 minutes, 1 hour, 4 hours, 24 hours} between the
request’s arrival time am and its first possible start time step.

In all problem sets, we keep the meeting duration and number of attendees iden-
tical to that of the original meeting request from the USC data. The duration dm of
meetings ranges from 1 to 4 time steps (30 minutes to 2 hours). All meetings have
between 2 and 30 attendees. The meetings must be scheduled over a period of 5 sum-
mer days. The available rooms are located in 5 buildings with a 1× 4 zone layout (as
in Chapter 5). We assume that the occupant is fully flexible in terms of location, that
is, that the meeting can be allocated to any room. All our experiments were run on a
cluster consisting of a 2 × AMD 6-Core Opteron 4334, 3.1GHz with 64GB memory.

6.3.2 Online vs. Offline Scheduling

We start by comparing the solution quality of our online approach with that of the
offline approach using the above problem sets. In the online approach, the scheduler
runs LNS for 5 minutes in each session, with a MIP runtime limit of 8.5 seconds
in each iteration. In the offline approach, the entire set of requests to schedule is
given, and we compute the final schedule; The scheduler runs LNS for 2 hours,
with a MIP runtime limit of 15 seconds in each iteration. To identify how much
more improvement can be obtained, we warm start the offline schedule with the best
online solution found (over all the possible request-to-start time gaps).

The difference of solution quality, that is the excess consumption of the on-
line scheduling as a percentage of the offline scheduling consumption, is shown in
Fig. 6.7. The results show that the offline solutions are merely 1% better than the on-
line solutions for tightly constrained problems (such as 200M-20R, 500M-50R). Note
that in the online approach, at most 20 requests arrive in each online session and a
maximum of 4 rooms are destroyed, thus the sub-problems formed are small enough
for MIP to solve them to (near) optimality. The offline approach has many more
meetings to deal with, but on the other hand, as problems become more constrained,
it has more room to optimise than the greedy online approach. Altogether, even
with a simple greedy approach, our online algorithm is able to perform effectively
without prior knowledge of future requests.

We also investigate the impact of energy savings with different time flexibility and
request-to-start time gap. The amount of energy savings from meetings with 2 slots to
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Figure 6.7: Online vs. offline scheduling

32 slots of permissible start time, as a percentage of the energy consumption incurred
by meetings with strictly 1 permissible start time, is shown in Figure 6.8. We note that
meetings with higher time flexibility achieve more energy savings than that of with
lower time flexibility. The total savings can go up to 2.5% with 2 flexible starting slots,
and 28.7% with 32 flexible starting slots. We also observe that, while a longer request-
to-start time gap can lead to some savings on energy consumption, the influence of
request-to-start time gap is relatively obvious when it comes to generating feasible
solutions, which is covered in the next section.

6.3.3 Model Feasibility

From the experiments, we notice that time flexibility and request-to-start time gap
constrain the solution feasibility of our online solution. In this section, we investigate
further how different settings of these properties impact the feasibility performance
of our model. Figure 6.9 depicts the percentage of problem instances which are
solvable, given different time flexibility and request-to-start time gap.

In terms of time flexibility, Figure 6.9(a) shows that the number of problem in-
stances which is solvable does not vary a lot for problems with less than 4 possible
starting slots. However, time flexibility impacts loosely constrained problems such
as 10M-4R and tightly constrained problems such as 500M-50R. In these problems,
more feasible solutions are generated with more time flexibility granted.

Meanwhile, from Figure 6.9(b), we observe that the we fail to generate feasible
solutions in most cases when the requests arrive less than 1 hour prior to the earliest
possible activity start time. This infeasibility issue mainly happens at the initializa-
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Figure 6.8: Time flexibility vs. energy savings

tion stage, where the initial schedule generation is decoupled from the initial HVAC
control generation. In order to quickly generate an initial feasible schedule, activities
are packed into the minimum number of rooms possible. However, the room tem-
peratures may be too far from the temperature setpoints to obtain an initial feasible
HVAC control reaching the designated occupied temperature at short notice. From
these observations, we discover that fixing temperature setpoints between 21◦C to
23◦C is one of the root cause for these infeasibility issues. This motivates us to fur-
ther investigate adaptive temperature setpoints control (see Chapter 7).

Apart from constrainedness imposed on temperature setpoints, the model also
stumbles into infeasibility when the scheduler fails to schedule all requests due to
the lack of feasible locations or time slots. There are existing techniques which can
be introduced to overcome these issues, for example, by re-scheduling meetings at a
different location or time slots. However it is out of the scope of this work and may
be integrated in future.

6.4 Related Work

Much of the existing literature on energy-oriented online scheduling focuses on
workload scheduling in data center [Wang et al., 2009; Kliazovich et al., 2013] and
residential load control with respect to real-time electricity pricing [Mohsenian-Rad
and Leon-Garcia, 2010; Scott et al., 2013].

Existing works on energy-aware occupancy scheduling [Chai et al., 2014; Lim
et al., 2015a,b; Majumdar et al., 2016, 2012; Pan et al., 2013, 2012] focus on offline
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(a) Time flexibility

(b) Request-to-Start time gap

Figure 6.9: Solution feasibility
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scheduling, and assume that all activities to schedule and other parameters such as
the weather forecast are known in advance.

The work that is closest to ours is that presented by Kwak et al. [2013]. They
formulate their scheduling problem as a two-stage stochastic model with sample
average approximation (SAA) method [Pagnoncelli et al., 2009]. The first stage min-
imises the energy consumption when new meeting requests are scheduled, together
with the expected energy consumption that will be realized by future meeting re-
quests. The second stage considers multiple sample sets of future meetings based
on the likelihood of k future requests that will arrive. They create 50 sample sets
of future requests for every session. Each sample set possesses a likelihood that a
particular set of future meeting requests will be realized. They derive this likelihood
value based on a probability distribution over the possible range of total requests ar-
rived per day at the USC library. The benefit of this stochastic modeling technique is
that, if the future meetings are accurately anticipated, then it may reduce the energy
consumption more than our greedy-based approach. On the other hand, the draw-
back of this approach is that, if the future meetings turn out not being held, energy
can be wasted by scheduling real meetings in rooms that are not energy-efficient sim-
ply because the other rooms are presumably occupied. In contrast, our greedy-based
scheduling algorithm is computationally efficient by considering only real meeting
requests, and is less complex to implement compare to their two-stage stochastic
model. While we assume no prior knowledge of future meetings, the quality of our
solution is within 1% of that of the clairvoyant solution. This is achieved by the fact
that our HVAC control is continuously optimised while the schedule is fixed. When
a new request arrives, the scheduler identifies the best time and location, as well as
the HVAC control settings that are optimised for both pre-scheduled and new meet-
ings. In this scenario, the stochastic approach is over-kill compared to our greedy
approach.

Kwak et al. [2013] have also considered deadline flexibility, where a deadline by
which the time and location for the meeting should be notified to the user can be
flexibly set. This allows the scheduler to reschedule existing requests when a more
energy-efficient schedule can be found with the arrival of new meeting requests.
However, in their experiments, they have shown that the advantage of having dead-
line flexibility is insignificant, instead time flexibility and location flexibility are able
to produce more pronounced energy savings. Whilst we assume zero deadline flex-
ibility based on the fact that majority of the users would expect an immediate feed-
back upon submitting a meeting request, it might be interesting to find out if our
joint model makes a difference with this feature being integrated in the future.

6.5 Conclusion and Future Work

In this chapter we developed an online scheduling model for joint HVAC control
and occupancy scheduling. Leveraging an explicit model of building occupancy-
based HVAC control, our model adopts a greedy approach to schedule dynamically
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arriving requests to take place at locations and times that are favorable from energy
standpoint. Our experiments show that, even without prior knowledge of future
requests, our model is able to produce energy-efficient schedules which are less than
1% away from the clairvoyant solution. Overall, the solution quality, in terms of
energy savings and solution feasibility, improves as the request-to-start time gap and
the time window flexibility increase.

There are existing works that consider re-scheduling or re-locating meetings us-
ing multi-agent systems [Kwak et al., 2014; Klein et al., 2012]. However, they adopt
a Markov decision process that suffers from scalability issues. We are interested
in exploring efficient techniques that fit in our joint model to re-schedule meetings
considering users’ deadline flexibility and request cancellations.

We are particularly interested in exploring alternative online scheduling algo-
rithms, with the aim of further improving the solution quality under the circum-
stances when a lot of online requests arrive within a short notice. In the next chapter,
we present one alternative which improves on the solution quality by introducing
the concept of adaptive temperature control.



Chapter 7

Enabling Adaptive Temperature
Control

7.1 Introduction

Indoor thermal conditions are crucial to ensure the productivity and health of oc-
cupants. Conventionally, the indoor climate temperature is maintained within strict
comfort bounds, as defined in the ASHRAE Standard [ASHRAE, 2013a]. Accord-
ing to the standard, the comfort bounds are calculated based on the predicted mean
vote (PMV) and the predicted percentage of dissatisfied (PPD) model [Fanger et al.,
1970]. The PMV model defines the mean thermal preferences of a large group of peo-
ple, influenced by a combination of environmental factors including air temperature,
mean radiant temperature, relative humidity, air speed, and personal factors such as
metabolic rate and clothing insulation. The model collects a number of inputs from
either the occupants or a wide-range of sensors placed in the offices of a building. It
then calculates the ranges of fixed comfort temperature and relative humidity given
the inputs. The PPD model correlates with the PMV model to quantify whether or
not the occupants are satisfied with the temperature setting.

The drawback of the PMV/PPD models are that they treat all occupants the same
and disregard location and adaptation to the thermal environment [Mui and Chan,
2003; Ye et al., 2006]. Moreover, the PMV model produces a very narrow range
of cooling and heating setpoints, keeping the allowable temperature of occupied
locations strictly within narrow bounds. This narrowly-defined fixed temperature
setpoints approach is not the most effective, since the HVAC system tries to achieve
fixed temperature setpoints regardless of ambient conditions or the comfort levels
of the individual occupants. There is potentially higher energy costs incurred in
maintaining those strictly bounded thermal comfort conditions.

De Dear et al. [1998] suggested that the indoor comfort temperature setpoints
should not be fixed, and instead should be adaptively adjusted according to the out-
door climate conditions. They developed an adaptive comfort model which changes
the cooling and heating setpoints based on outdoor temperature. Using this model,
they examined thermal comfort acceptability and preferences, as a function of the
indoor and outdoor temperature. Their results showed that the outdoor temper-
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ature influences the thermal sensation of the occupants. For example, occupants
are tolerant to a slightly higher cooling setpoint on warmer days, and to a slightly
lower heating setpoint on cooler days. This is contrary to the fixed setpoints as-
sumption made by the PMV model. As the adaptive temperature control model
provides an opportunity to optimise both energy use and thermal comfort, a number
of studies have been further conducted to investigate the energy savings that can be
delivered through the use of adaptive setpoints (a.k.a flexible temperature bounds)
[Aileen, 2010; Ward et al., 2010; West et al., 2014; Yang and Wang, 2013; Chew et al.,
2015]. These works further affirmed that significant energy reduction can be achieved
through the adoption of adaptive setpoints control.

In this chapter, we investigate how to incorporate the concept of adaptive comfort
temperature control into our integrated model, encouraging energy saving behaviors
by allowing the occupants to indicate their thermal comfort flexibility. We devise
methods that leverage occupants’ thermal comfort flexibility and outdoor tempera-
ture, and use them in a principled way to decide occupants’ schedules and optimise
HVAC control.

The challenges lie in that, enabling adaptive temperature control whilst assur-
ing the occupants’ thermal comfort are conflicting objectives. To minimise energy
consumption, the scheduler is inclined to generate a HVAC control setting that fully
exploits the temperature flexibility of the occupants. As a consequence, the scheduler
will set the cooling setpoint to the highest level and the heating setpoint to the lowest
level whenever possible. On the other hand, each occupant has a different perception
on thermal comfortness, in which he or she would be willing to let the temperature
fluctuate in a given range. In this case, there exists an uncertainty on the thermal
comfort flexibility of occupants in a meeting. To cope with these conflicting objec-
tives and the uncertainty over the thermal comfort flexibility of people, we resort to
a robust optimisation approach.

Specifically, we present a robust optimisation model that captures the uncertainty
over the occupants’ thermal comfort flexibility and derives a threshold limiting the
cumulative temperature violation during the occupied periods. We let the occupants
define a comfort tolerance level and calculate the threshold in two steps. In the first
step, we calculate the maximum cumulative temperature violation allowed. We derive
this maximum bounding value using two approaches: the maximum temperature de-
viation aware (MTDA) approach and the outdoor temperature aware (OATA) approach.
In the second step, we define a probability threshold indicating the expected level of
robustness in terms of thermal comfort guarantee. Given the threshold, we tighten
the maximum cumulative temperature violation to provide a probabilistic guarantee
to the thermal comfort satisfaction, considering the uncertainty on the thermal com-
fort tolerance of occupants in a given meeting. Without the second step, the room
temperature will be left to fluctuate within the maximum cumulative temperature vi-
olation allowed. By introducing the second step, we adjust the maximum cumulative
temperature violation by tightening this bound to protect against thermal comfort
dissatisfaction.

With our two-step model, we can dynamically configure the comfort tempera-



§7.2 Adaptive Temperature Control 109

ture setpoints and guarantee a level of robustness in terms of occupants’ thermal
comfort. While it is also possible to define the maximum cumulative temperature vi-
olation in one step, for instance, by defining N comfort tolerance levels and assigning
an arbitrary value of maximum cumulative temperature violation for each level, our
two-steps model provides a robust formulation that can adaptively adjust the com-
fort bounds whilst providing a mathematically guarantee for the thermal comfort
satisfaction.

We show in our experiments that, when flexible temperature setpoints are given,
the adaptive temperature control models surpass the fixed temperature control ap-
proach with higher energy savings and produce higher number of feasible solutions.
Our results show that the MTDA approach can achieve up to 16% of cooling and
heating loads reduction, whilst the OATA can achieve up to 14%. The adaptive
model also outperforms the fixed temperature setpoints model in Chapter 6 in terms
of finding feasible solutions. Given some thermal comfort flexibility, the adaptive
models are able to schedule requests arriving 10 minutes prior to the start time, and
produce 68% to 76% more feasible solutions using OATA and MTDA approaches,
respectively.

Section 7.2 presents our adaptive temperature control approaches. We start by
providing a robust formulation that is generic for both approaches. We then elab-
orate further on MTDA-specific and OATA-specific formulations. This is followed
by experiments showing these methods working in Section 7.4. The chapter finishes
with related work and a conclusion in Section 7.5 and 7.6, respectively.

7.2 Adaptive Temperature Control

In the previous chapters, we modeled the effect of the HVAC control on the zone
temperatures Tl,k using the fixed comfort bound model. The HVAC fulfills its main
role of keeping these zone temperatures within appropriate comfort bounds. In the
fixed comfort bound model, when a zone is occupied, the zone temperature must lie
within a specified comfort interval [T , T ] ([21 ◦C, 23 ◦C]). When the zone is empty, its
temperature can fluctuate more freely within [T∅, T∅] (16 ◦C, 28 ◦C]). These bounds
can be set to reflect individual building guidelines. Following the online model in
Chapter 6, maintaining temperature within these fixed bounds can be achieved by
adding constraints (7.1). In these constraints, the HVAC model interacts with the
scheduling model via the variables zl,k that indicate whether or not location l is
occupied at time step k. The constants Tg = T − T∅ and Tg = T∅ − T denote the
gap between the occupied and unoccupied temperature bounds.

T∅ + Tgzl,k ≤ Tl,k ≤ T∅ − Tgzl,k ∀l ∈ L, k ∈ K(i) (7.1)

In this chapter, we introduce the notion of thermal comfort flexibility by departing
from these fixed comfort bounds. We adopt a flexible temperature bound model,
in which the comfort interval is dynamically configured through input parameters
reflecting the flexibility of occupants. Specifically, these input parameters govern the
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Figure 7.1: Adaptive temperature control

cumulative temperature deviation allowed throughout the activity’s duration.
Fig. 7.1 illustrates the underlying concepts. In this example, activity m occupies

location l for 3 times steps. Instead of keeping the room temperature between 21 to
23 celcius, the occupants are prepared to accept some temperature deviation from
the default comfort bounds. The room temperature can deviate to [T + Ts] at each
time step k. However, the sum of Ts over the 3 time steps must be kept below the
cumulative temperature deviation allowed by the occupants.

Let m be a meeting scheduled to start at time step j ∈ Km in location l. To
formalise these concepts, we introduce the following slack variables in the model
Ts

m,k ∈ [0, Tu
m,k] and Ts

m,k ∈ [0, Tu
m,k], for k ∈ K(i). Tu

m,k denotes the maximum allowable
temperature deviation at time step k of meeting m. These variables represent our
unknown temperature violations above and below the default bounds [T , T ]. Based
on these variables, the first guarantee we want to provide can be written as the
adaptive counterpart of the fixed temperature bound constraints (7.1).

T∅ + Tgzl,k − Ts
m,k ≤ Tl,k ≤ T∅ − Tgzl,k + Ts

m,k (7.2)

The second guarantee is about bounding the cumulative temperature violation. First,
we constrain the maximum cumulative temperature violation to a constant value B.
This can be formulated as follows,

j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k
)
≤ B (7.3)

We assume that B is certain, and can be derived based on the inputs from the
occupants (refer to Section 7.3.1) or from the outdoor temperature (refer to Section
7.3.2). To provide a probabilistic guarantee to the thermal comfort satisfaction, we
implement a probabilistic version of Constraints (7.3). We introduce random vari-
ables ãm,k, which represent the uncertainty over thermal comfort flexibility of the
occupants, transforming these constraints into,

j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k + ãm,k

)
≤ B (7.4)
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The random variables ãm,k reflect the uncertainty at each time step k of meeting m,
and take their values in the range [ām,k − âm,k, ām,k + âm,k] uniformly and indepen-
dently. These parameters are independent from the model variables, Ts

m,k and Ts
m,k.

Hence, we can consider additive functions [Hijazi et al., 2013], in which the sum of
all random variables ãm,k corresponding to a meeting denotes the total disturbance
to the constraint satisfaction.

Let ãm,k = ām,k + âm,kξm,k, where ξm,k are independent and uniformly distributed
random variables in [−1, 1]. We re-write constraints (7.4) to

j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k + ām,k + âm,kξm,k

)
≤ B (7.5)

We then resort to results from the Robust optimisation literature [El Ghaoui and
Lebret, 1997; Ben-Tal and Nemirovski, 1998, 1999; Babonneau et al., 2009; Hijazi et al.,
2013] to be able to offer the following probabilistic guarantee,

Pr

(
j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k + ām,k + âm,kξm,k

)
≤ B

)
≥ pm (7.6)

where Pr
(

fξ(x) ≤ 0
)

denotes the probability of satisfying constraint fξ(x) ≤ 0 given
the uncertainty created by the random vector ξm. In particular, based on [Babonneau
et al., 2009, Theorem 3.], we can offer the above probabilistic guarantee by consider-
ing ellipsoidal uncertainty sets and enforcing the following constraint

j+dm−1

∑
k=j

ξ2
m,k ≤ δ2

m, (7.7)

where the the ellipsoid radius δm is linked to the constraint satisfaction probability
pm as follows:

pm ≥ 1− exp(−δ2
m/1.5). (7.8)

For instance, a radius of δm = 2.63 leads to a constraint satisfaction probability
pm ≥ 0.99. Furthermore, based on [Hijazi et al., 2013, Corollary 1.], we can write
the following deterministic equivalent of (7.6) without having to explicitly enforce
(7.7),

j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k
)
+

j+dm−1

∑
k=j

ām,k + ∑
i∈S

âm,i +
√
(δ2

m − |S|) ∑
i/∈S

â2
m,i ≤ B (7.9)

Constraints (7.9) assure that the probability of temperature deviation being kept
under its upper bound is always larger than pm. In other words, for any realization
of the uncertain data ãm,k, these constraints impose the tightest right-hand side value,
thus providing the highest protection (a.k.a upper bound) against uncertainty. This
leads to a guarantee of constraint satisfaction given the probability pm.

The set S is described in [Hijazi et al., 2013, Proposition 1.]. For clarity, we repeat
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the procedure of generating set S . Assume the elements of vector â are sorted in de-
scending order of their absolute values, i.e. |âm,i| ≥ |âm,i+1| , ∀i ∈ {j, j + 1, . . . , j + dm − 1}
and consider the following procedure:

Data: âm;S := ∅; k := 1;
1 while k < n− 1 do

2 if
√

δ2−|S||âm,k |√
∑i≥k â2

m,i
≤ 1 then

3 return S
4 else
5 S := S ∪ k; k := k + 1;
6 end
7 end
8 return(S)

Since activity locations and start times are not known in advance, we introduce
variables Tξ

l,k (resp. Tξ
l,k) such that Tξ

l,k = Ts
m,k and Tξ

l,k = Ts
m,k when activity m ∈ M

occupies location l ∈ L at time slot k ∈ K, i.e., when ym,l,k = 1.

For online scheduling, in order to accommodate activities that span multiple
scheduling horizons, we also introduce the inputs T prev

m = ∑
k∈K:k<k(i)

(Ts
m,k + Ts

m,k),

which accounts for the amount of cumulative violation consumed before the start of
the current session. Recall also from Section 6.2 that meetings that have been sched-
uled in previous sessions have their start time set Km, location set Lm and duration
dm reduced accordingly when the current session starts.

With these notations, the overall adaptive temperature control constraints replac-
ing the fixed temperature constraints (7.1) in the HVAC control model are the fol-
lowing.

T∅ + Tgzl,k − Tξ
l,k ≤ Tl,k ≤ T∅ − Tgzl,k + Tξ

l,k ∀l ∈ L, k ∈ K(i) (7.10)

Ts
m,k − T̂ (1− ym,l,k) ≤ Tξ

l,k ≤ Ts
m,k + T̂ (1− ym,l,k) ∀m ∈ M, l ∈ L, k ∈ K(i) (7.11)

Ts
m,k − T̂ (1− ym,l,k) ≤ Tξ

l,k ≤ Ts
m,k + T̂ (1− ym,l,k) ∀m ∈ M, l ∈ L, k ∈ K(i) (7.12)

Constraints (7.10) are the adaptive bound constraints. Constraints (7.11-7.12) are
the on-off constraints defining the variables Tξ

l,k and Tξ
l,k with T̂ = max

m∈M,k∈Km
{Tu

m,k}.

7.3 Cumulative Temperature Violation

The challenge we face here is how to determine the cumulative temperature violation. In
the following section, we present two methods that define this input from different
perspectives.
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7.3.1 Maximum Temperature Deviation Aware (MTDA) Approach

In the maximum temperature deviation aware approach, we allow the occupants to indi-
cate their level of tolerance to temperature fluctuation in the form of [high, medium,
low] comfort tolerance level. Given these inputs, we then derive the following param-
eters to calculate the cumulative temperature violation during the occupied periods:

1. the maximum temperature deviation allowed at any time,

2. the duration for which the occupant would be willing to let the temperature
deviate from the standard cooling and heating setpoints, and

3. a probability threshold indicating the level of robustness in terms of thermal
comfort guarantee.

From an implementation point-of-view, the parameters that are linked to each com-
fort tolerance level can either be made known to the users or kept hidden. Either
way, these parameters can be tuned periodically based on different operational con-
ditions such as changes in outdoor temperature, building load and/or occupants’
perceptions on thermal comfortness.

In this method, the maximum temperature deviation allowed and the maximum
duration for which the occupant is willing to set a higher (resp. lower) cooling (resp.
heating) setpoints are pre-defined. We denote this approach as maximum temperature
deviation aware as this method allows the occupants to anticipate the maximum tem-
perature deviation they would experience throughout the activity period. In other
words, the occupants explicitly decide the highest temperature violation allowed
during the activity through input parameters. However, it does not consider outdoor
temperature.

Specifically, the input parameters we consider for a meeting request m are Fm =
〈Tu

m, αm, pm〉. With these inputs, the HVAC control will guarantee: a) that the zone
temperature will never exceed [T − Tu

m, T + Tu
m] at any point during the activity, that

is Tu
m,k is equivalent to Tu

m for all time step k throughout the activity period, b) that
the maximum cumulative temperature deviation B = αmTu

m, that is B is equivalent
to the maximum duration αm during which the occupants would be willing to accept
the maximum temperature duration Tu

m, and c) that with probability at least pm, the
thermal comfort of the occupants should be protected. To achieve this, we re-write
constraints (7.9) to

j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k
)
+

j+dm−1

∑
k=j

ām,k + ∑
i∈S

âm,i +
√
(δ2

m − |S|) ∑
i/∈S

â2
m,i

≤ αmTu
m

∆t
− T prev

m ∀m ∈ M(i), j ∈ Km

(7.13)

The random variables ãm,k which reflect the uncertainty of thermal comfort at
time step k of meeting m have a value within [ām,k− âm,k, ām,k+ âm,k]. For simplicity, the
nominal factor ām,k is set to 0, and âm,k is 0.5. δm is pre-calculated based on Equations
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(7.6)-(7.8). For instance, a constraint satisfaction probability of pm = [0.99, 0.75, 0.5] is
equivalent to δm = [2.63, 1.41, 1]

Constraints (7.14) and (7.15) bound the maximum temperature deviation to Tu
m

when a location is occupied and force the corresponding slack to zero when a location
is unoccupied.

Tξ
l,k ≤ ∑

m∈M(i)
Tu

mym,l,k ∀l ∈ L, k ∈ K(i) (7.14)

Tξ
l,k ≤ ∑

m∈M(i)
Tu

mym,l,k ∀l ∈ L, k ∈ K(i) (7.15)

The overall adaptive temperature constraints using this approach is simply ob-
tained by replacing the fixed temperature constraint (7.1) with equations (7.10)-(7.15)
in the HVAC control model.

7.3.2 Outdoor Temperature Aware (OATA) Approach

In the outdoor temperature aware approach, we use outdoor weather forecast to derive
the maximum cumulative temperature violation B. Similar to the MTDA approach,
the occupants indicate their level of tolerance to temperature fluctuation in the form
of [high, medium, low] comfort tolerance level. Given these inputs, we then calculate
the cumulative temperature violation during the occupied periods using:

1. the duration and time windows for which the activity can be scheduled,

2. the temperature gap between the forecast outdoor temperature and the stan-
dard cooling/heating setpoints within the time windows, and

3. a probability threshold indicating the level of robustness in terms of thermal
comfort guarantee.

This method is outdoor temperature aware as it considers the findings of De Dear et al.
[1998] which indicate that the occupants’ thermal acceptability and comfort are cor-
related to the outdoor temperature. In this method, the maximum temperature de-
viation is adjusted according to the outdoor temperature.

The input parameters we consider for a meeting request m are Fm = 〈dm, Km, pm〉.
dm denotes the duration of activity, Km consists of all possible start time slots for
meeting m and pm denotes the probability of constraint satisfaction guarantee to-
wards the occupants’ thermal comfort. We identify the temperature gap gm,k be-
tween the forecast outdoor temperature and the standard cooling/heating setpoints
for each time step k within the scheduling time window of activity m as follows:

gm,k =


(TOA

k − T + c) for TOA
k > T

(T − TOA
k − c) for T > TOA

k
c for T ≤ TOA

k ≤ T
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c denotes the minimum allowable temperature deviation at each time step. We
then re-write constraints (7.9) to

j+dm−1

∑
k=j

(
Ts

m,k + Ts
m,k
)
+

j+dm−1

∑
k=j

ām,k + ∑
i∈S

âm,i +
√
(δ2

m − |S|) ∑
i/∈S

â2
m,i

≤
sup(Km)+dm−1

∑
k=in f (Km)

gm,k ×
dm

|Km|+ dm − 1
− T prev

m ∀m ∈ M(i), j ∈ Km

(7.16)

The random variables ãm,k which reflect the uncertainty over thermal comfort
flexibility at time step k of meeting m has a value within [ām,k− âm,k, ām,k+ âm,k]. The
nominal factor ām,k is set to 0, and âm,k is equivalent to gm,k. δm is pre-calculated

based on Equations (7.6)-(7.8). Note that
sup(Km)+dm−1

∑
k=in f (Km)

gm,k denotes the sum of tem-

perature gaps throughout all possible scheduling slots of activity m. This implies
that an activity with a flexible scheduling window (i.e. a large number of possible
scheduling slots) would allow large cumulative temperature violation. However, as
a complement to the scheduling flexibility given, this is avoided by normalising the
constraints using the number of possible start time slots, bm|Km|.

In this approach, the maximum temperature deviation at each time step k of a
meeting m is outdoor weather dependent. Constraints (7.17) and (7.18) bound the
maximum temperature deviation to Tu

m,k when a location is occupied and force the
corresponding slack to zero when a location is unoccupied. Specifically, Tu

m,k is the
difference between outdoor temperature and the setpoints. However, to assure that
the comfort deviation is within a reasonable bound, we limit the temperature gap to
an interval of [0.5, 3.0]◦ C.

Tξ
l,k ≤ ∑

m∈M
Tu

m,kym,l,k ∀l ∈ L, k ∈ K (7.17)

Tξ
l,k ≤ ∑

m∈M
Tu

m,kym,l,k ∀l ∈ L, k ∈ K (7.18)

The overall adaptive temperature constraints using this approach is simply ob-
tained by replacing the fixed temperature constraint (7.1) with equations (7.10)-(7.12)
and (7.16)-(7.18) in the HVAC control model.

7.4 Experiments

We implement our MTDA-based and OATA-based adaptive temperature control ap-
proaches on the online model in Chapter 6. To examine the effectiveness of these flex-
ible temperature control approaches, we conduct empirical studies using the same
buildings and meetings datasets for fixed temperature control. These datasets are
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grouped into x activities (M) and y locations (R): [10M-4R, 20M-20R, 50M-20R, 100M-
20R, 200M-20R, 50M-50R, 100M-50R, 200M-50R, 500M-50R]. The instances within
each dataset contain varying settings of time flexibility |Km| ∈ {1, 2, 4, 8, 32} and
request-to-start time {10 minutes, 1 hour, 4 hours, 24 hours}. We then configure these
instances with different temperature flexibility as follows.

For the MTDA approach, 7 settings of Fm = 〈Tu
m, αm, pm〉 are defined based on

the maximum temperature deviation (D) allowed and the expected level of thermal
comfort guarantee (G):

• High Deviation, High Robustness (HDHG) : Fm = 〈2.5, 40, 0.75〉,

• High Deviation, Medium Robustness (HDMG) : Fm = 〈2.5, 40, 0.50〉,

• High Deviation, Low Robustness (HDLG) : Fm = 〈2.5, 40, 0〉,

• Medium Deviation, High Robustness (MDHG) : Fm = 〈1.5, 35, 0.75〉,

• Medium Deviation, Medium Robustness (MDMG) : Fm = 〈1.5, 35, 0.50〉,

• Medium Deviation, Low Robustness (MDLG) : Fm = 〈1.5, 35, 0〉, and

• Low Deviation, Low Robustness (LDLG) : Fm = 〈0.5, 30, 0〉.

Note that we omit the settings for high and medium level thermal comfort guarantee
for Low Deviation as the temperature violation allowed is already very low. Each
dataset contains 560 problem instances, giving a total of 5040 instances for the MTDA
approach.

For OATA approach, we define 3 settings that vary on the thermal comfort guar-
antee, i.e. pm = 0.75 (HG), 0.5 (MG), 0 (LG). The temperature deviation for each
instance is dependent on the outdoor temperature, the meeting duration dm, and the
possible start time slots Km. We set c=0.5. Each dataset contains 240 problem in-
stances, giving a total of 2160 instances for the OATA approach. All our experiments
were run on a cluster consisting of a 2 × AMD 6-Core Opteron 4334, 3.1GHz with
64GB memory using Gurobi [2014] solver version 6.5.

7.4.1 Impacts of Adaptive Temperature Control

We start by examining the impact of adaptive temperature control on energy sav-
ings and occupants’ thermal comfort. In the conventional approach, the temperature
setpoints are configured within a fixed bound. Our adaptive temperature control ap-
proaches adjust the temperature setpoints based on the occupants’ thermal comfort
flexibility. Figure 7.2 compares the occupied room temperatures using MTDA and
OATA approaches. For this experiment, a room is being occupied from 09:00 to 17:00
for 2 days.

Observe that in Figure 7.2(a), the room temperature is kept within the maxi-
mum temperature deviation allowed when the HVAC is running with the MTDA
approach. For the fixed temperature approach, the occupied room temperature is
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(a) Maximum temperature deviation aware approach

(b) Outdoor temperature aware approach

Figure 7.2: Solution examples
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always within 21◦C to 23◦C. Whilst the deviation of occupied room temperature
from the standard setpoints will never exceed 0.5◦C for LDLG approach, 1.5◦C for
MDLG approach and 2.5◦C for HDLG, HDMG and HDHG approaches. The exper-
iment shows that with a small deviation from the fixed temperature setpoints, the
HDLG approach generates a 30% (133 kWh) of energy savings compared to the con-
ventional approach. With better thermal comfort guarantees, the HDHG and LDLG
approaches still lead to about 10% (47 kWh) of energy savings. Note that to improve
readability, the MDMG and MDLG are omitted in this figure.

Figure 7.2(b) illustrates the results of adaptive temperature control using OATA
approach. Observe that the room temperature fluctuates according to the outdoor
temperature, with a deviation up to 3◦C (i.e. 26◦C) during occupied. Following the
findings of De Dear et al. [1998], the HVAC operates in such as a way that the room
temperature is slightly higher in a hotter day, and slightly lower in a cooler day.
This leads to only half of the energy consumption required by the conventional fixed
temperature setpoints control, which brings significant energy savings. Observe that
the LG and HG approaches have a difference of 0.3◦C to 1◦C in terms of room tem-
perature, with varying level of thermal comfort guarantee. Thus, whilst the OATA
approach sets the maximum cumulative temperature violation according to the out-
door temperature, it also offers some kind of comfort guarantee to the occupants
with a configurable parameter.

7.4.2 Energy Savings of Adaptive Temperature Control

Next we examine the benefits of our adaptive temperature control in terms of energy
savings. Because HVAC consumption is highly dependent on the occupied temper-
ature setpoint, we show that even a small variation from the original setpoints can
lead to large energy savings.

Figure 7.3 shows the energy savings obtained with MTDA-based and OATA-
based adaptive temperature control as a percentage of the fixed temperature control
consumption. Considering the MTDA-based approach with least comfort guarantee
(LG), it achieves up to [5.7%, 12.5%, 16.04%] depending on the [low (LDLG), medium
(MDLG), high (HDLG)] temperature deviation allowed by the occupants. The OATA-
based approach shows a savings up to [10.1%, 13.05%, 14.4%] for [low (LG), medium
(MG), high (HG)] settings.

If we compare Figure 7.3(a) with Figure 7.3(b), we notice that in terms of energy
savings, the MTDA approach is impacted by the temperature flexibility more than
the OATA approach. This is due to the cumulative temperature deviation in the
MTDA approach being bounded by the maximum temperature deviation allowed
for each flexibility setting. The LDLG configuration with a maximum deviation of
0.5◦C over a period of 30 minutes imposes tighter constraints than that of the HDLG
setting with a maximum of 2.5◦C over 40 minutes. This results in a difference of
energy savings of about 5% on average.

In contrast, for the OATA approach, the cumulative deviation is bounded by the
outdoor temperature, which is similar for all settings. Thus the difference of energy
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savings amongst various thermal comfort guarantee levels for this approach is merely
2% on average. A similar trend is also shown in Figure 7.4 and Figure 7.5, where
the energy savings of the MTDA approach with the same maximum temperature
deviation but different level of thermal comfort guarantee are depicted.

From our observations, ensuring thermal comfort comes at a price. Having less
constrained temperature violation bounds leads to a significant reduction of energy
consumption. For example, allowing a higher maximum temperature deviation or
imposing lesser thermal comfort guarantee shows relatively higher energy savings.
Overall, increasing temperature flexibility reduces HVAC consumption and cost for
both approaches. Taking an energy rate of $0.24/kWh and the MTDA approach’s
500M-50R problem set in Figure 7.3(a) as example, this corresponds to annual savings
of about [$7882, $18639, $24641] for [low (LDLG), medium (MDLG), high (HDLG)]
temperature deviation with low thermal comfort guarantee.

7.4.3 Effects to Thermal Comfort

One important question regarding adaptive temperature control is that of how much
thermal comfort is being sacrificed in order to achieve energy savings. While we
strive to minimise energy consumption, our model ensures that the occupied tem-
perature bounds are within acceptable range. Figure 7.6 shows the effects of thermal
comfort with the MTDA approach and Figure 7.7 depicts the effects with OATA ap-
proach. Observe from Figure 7.6(a) that, for the MTDA approach, the maximum
temperature deviation is kept below [0.5, 1.5, 2.5]◦C for [LDLG, MDLG, HDLG] flex-
ibility settings. This is aligned with the occupant’s input where the highest temper-
ature violation allowed during the activity is explicitly defined.

For the OATA-approach, recall that the maximum temperature deviation is linked
to the difference between outdoor temperature and the comfort setpoints at each time
step. When the gap exceeds or falls below a reasonable comfort bound, it is kept
to a minimum of 0.5◦C and a maximum of 3◦C. With that setting, we notice from
7.7(a) that the maximum deviation for this approach is always kept to the highest
temperature gap allowed in order to optimise energy savings.

As maximum temperature deviation only reflects the violation at some time
slot(s) during the activity, we further investigate on the average thermal violation
throughout the entire occupied periods. Figure 7.6(b) and 7.7(b) illustrate the aver-
age temperature violation. The MTDA approach depicts a relatively small gap. On
the contrary, the OATA model shows a larger fluctuation between the minimum and
the maximum average thermal violation. Overall, the thermal comfort of occupants
are not neglected and are kept within reasonable bounds during the entire activity
periods.

We also observe that different level of thermal comfort guarantees lead to varying
average temperature violation. In 7.7(b), the OATA-based HG approach achieves a
lower average temperature violation compared to its LG approach. Similar trends are
seen from Figure 7.8 where the MTDA-based MDHG and HDHG approaches also
achieve a lower average temperature violation than its respective MDLG and HDLG
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(a) Maximum temperature deviation aware approach

(b) Outdoor temperature aware approach

Figure 7.3: Energy savings from adaptive temperature control
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Figure 7.4: MTDA approach - energy savings (Medium Deviation)

Figure 7.5: MTDA approach - energy savings (High Deviation)
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(a) Maximum

(b) Average

(c) Total

Figure 7.6: Effects to thermal comfort with adaptive temperature control - MTDA approach
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(a) Maximum

(b) Average

(c) Total

Figure 7.7: Effects to thermal comfort with adaptive temperature control - OATA approach
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(a) MD

(b) HD

Figure 7.8: MTDA approach - temperature deviation vs robustness to thermal comfort



§7.5 Related Work 125

(a) LDLG (b) MDLG (c) HDLG

Figure 7.9: MTDA approach - solution feasibility

approaches. Also note that the average thermal violation for the MD approach in
Figure 7.8(a) is lower than its counterpart in the HD approach in Figure 7.8(b).

Figure 7.6(c) and 7.7(c) show the total thermal violation for activities in each
group. Observe that the gap between low and high flexibility for the MTDA-approach
is larger than that of the OATA-approach. This further affirms that the energy sav-
ings is directly proportional to the cumulative temperature deviation allowed, and
that both graphs show similar pattern as that of Figure 7.3.

7.4.4 Model Feasibility

Finally, we study the feasibility of online scheduling with fixed and adaptive temper-
ature control, respectively. As highlighted in Chapter 6, many instances are infeasible
when the request-to-start time less than 1 hour with fixed temperature control (see
Figure 6.9). In this section, we investigate the impact of adaptive temperature control
on solution feasibility in our online approach.

Figure 7.9-7.12 show the percentage of feasible solutions generated by different
MTDA and OATA configurations. Altogether, the MTDA-approach in Figure 7.9
solves 76% of the instances whilst the OATA-approach in Figure 7.10 solves 68% of
the instances that are deemed unsolvable under the fixed temperature control regime.

Figure 7.11 and 7.12 show an obvious trend that more feasible solutions are gen-
erated when the comfort guarantee reduces, and vice versa. In contrast to the fixed
setpoints approach, the model with adaptive temperature control is able to solve
many of these problem instances, and even generates some feasible solutions when
the requests arrive just 10 minutes prior to the earliest activity start time. This is
mainly due to the relaxation of the temperature setpoints. Overall, the number of
feasible solutions increases proportionally to the temperature flexibility.

7.5 Related Work

De Dear et al. [1998] first proposed the idea of variable indoor temperature standard
upon an extensive field experiment conducted worldwide to examine the occupants’
perception of thermal comfort. Their statistical results show that occupants were
tolerant of a significantly wider range of temperatures, explained by a combination
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(a) HG (b) MG (c) LG

Figure 7.10: OATA approach - solution feasibility

(a) MDHG (b) MDMG (c) MDLG

Figure 7.11: MTDA approach - solution feasibility (Medium Deviation)

(a) HDHG (b) HDMG (c) HDLG

Figure 7.12: MTDA approach - solution feasibility (High Deviation)
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of both behavioral adjustment and psychological adaptation. More recently there has
been more work on enabling adaptive thermal comfort control to conserve energy in
commercial buildings [Aileen, 2010; Chew et al., 2015; Klein et al., 2012; Ward et al.,
2010; Yang and Wang, 2013].

Aileen [2010]; Chew et al. [2015]; Mui and Chan [2003] build on De Dear et al.
[1998]’s adaptive temperature control approach. They focus on designing linear re-
gression models that take outdoor air temperature, occupants’ clothing insulation, ac-
tivity level and indoor velocity into account, and calibrated the temperature setpoints
based on these models. Field experiments were conducted in fully air-conditioned
buildings in Australia, Malaysia and Hong Kong. They have provided more evidence
of the advantage of adaptive thermal comfort control in terms of energy savings.

Ward et al. [2010] and West et al. [2014] consider occupant feedback in their adap-
tive control approach. They show that when occupants have some form of control
over their local environment, for example operable windows, their subjective view
of comfort changes, and they are more willing to accept wider operating conditions
than those mandated by traditional comfort models. More research has been con-
ducted to predict comfort setpoints based on historical data input by the occupants,
for example, Schumann et al. [2010] propose methods to learn and predict user com-
fort preferences.

Inspired by this line of work, we introduce the notion of thermal comfort flex-
ibility into our scheduling model. We incorporate occupants’ tolerance level as an
input, allowing the scheduler to identify the best location and time slots that opti-
mise energy savings while satisfying occupant thermal comfort. Existing work on
energy-aware occupancy scheduling [Chai et al., 2014; Lim et al., 2015a,b; Majumdar
et al., 2016, 2012; Pan et al., 2013, 2012] assume fixed comfort temperature setpoints
and do not consider adaptive setpoints control.

The work that is closest to ours is that presented by Ono et al. [2012]. Their work
focuses on generating optimal schedules for residents’ daily activities (such as time
to leave home and when to go to bed) while controlling the emissivity of dynamic
windows to reduce HVAC consumption in a smart home. Their model allows for
temperature bound violations, but limits the probability of violation using chance
constraints with occupant-specified thresholds. It uniformly distributes a percentage
of how much risk can be taken at each time step, and calculates the safety margin (i.e.
the temperature violation allowed) based on the allocated risk. The risk allocation
for each step is computed using a rule-based approach, independently from the opti-
misation model and therefore is not optimised. In our work, we assign a cumulative
thermal violation allowed for each meeting, and the temperature violation for each
step is optimised by the model. We also consider a larger scale of occupancy schedul-
ing in commercial buildings, which is more complex than scheduling activities in a
single residential household.

Robust optimisation has been used extensively in MPC-based HVAC control as a
technique to counter uncertainties caused by varying conditions in buildings. This
strategy deals with the associated dynamic variations and constraints by changing
the boundary conditions over the receding horizon. Examples of robust MPC control
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include conditioned air temperature control [Huang et al., 2009], supply air temper-
ature control [Anderson et al., 2008], supply air flow rate control [Anderson et al.,
2008], zone temperature control [Al-Assadi et al., 2004; Huang, 2011] and damper po-
sition control [Huang, 2011]. These techniques yield consistent control performance
in the presence of disturbances and over different operating conditions, hence are
widely explored by the HVAC community.

To the best our knowledge, we are the first to incorporate discrete scheduling de-
cisions into a robust adaptive temperature control approach in commercial buildings.
We explore the novel idea of allowing occupants to specify some degree of acceptable
flexibility in temperature regulation and demonstrate that significant benefits stand
to be gained in terms of energy savings and scheduling flexibility. This is appealing
because it contributes to the stated goal of improving energy efficiency as well as
the implicit goal of designing practical approaches that yield reasonable scheduling
solutions under a wide range of conditions.

7.6 Conclusion and Future Work

In this chapter, we extend the joint HVAC control and occupancy scheduling model
to enable adaptive temperature control, moving away from the conventional fixed
comfort temperature setting. The occupant is allowed to indicate their level of tol-
erance for the room temperature to deviate from the standard heating and cooling
setpoints. We have presented two adaptive control approaches: a maximum temper-
ature deviation-aware (MTDA) method, and an outdoor temperature aware (OATA)
method. The first method constrains the occupant thermal discomfort to the maxi-
mum temperature deviation allowed over a specified period of time during the ac-
tivity, whilst the second method limits the temperature deviation based on outdoor
temperature.

We show that thermal comfort flexibility significantly impacts energy consump-
tion. Compared to the existing fixed temperature control, our MTDA approach
achieves an energy saving up to 6% with low temperature flexibility, with a max-
imum deviation of 0.5◦C from the original setpoints, and up to 16% with high tem-
perature flexibility with a maximum of 2.5◦C deviation from the standard setpoints.
For the OATA approach, the energy savings reach up to 14% throughout the schedul-
ing horizon. Our results indicate that dynamically adjusting temperature setpoints
based on occupants’ thermal acceptance level can lead to significant energy reduc-
tion. We have also shown that given some thermal comfort flexibility, our model is
able to schedule requests arriving 10 minutes prior to the start time, and produces
substantially more feasible solutions than the conventional fixed temperature set-
points approach. This is accomplished using a robust optimisation approach, and
we demonstrate that solution quality and feasibility improve with temperature flexi-
bility.

One problem in our approach is the selection of the control parameters, that is,
the input variables that are used to derive cumulative temperature deviation for both
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MTDA and OATA approaches. In the future we will develop a parameter-tuning
method that automatically generate these inputs for different level of temperature
flexibility. These parameters can be optimised inline with the energy savings tar-
get for each flexibility level, based on the given temperature deviation allowed and
historical data from outdoor temperature and activities duration.

We are also interested in investigating alternative robust optimisation techniques
with the aim of further improving the number of feasible solutions for last minute
scheduling requests. This can be achieved by revisiting the connection between ro-
bust optimisation and stochastic optimisation.
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Chapter 8

Conclusion

The objective of this thesis is to develop optimisation techniques for controlling
HVAC systems and scheduling occupant activities in commercial and educational
buildings, so as to maximise the benefits to both building owners and occupants.
Four key parts of the problem are investigated in Chapters 4, 5, 6 and 7, with the
techniques developed in these chapters combining to form an overall solution to
the problem. This solution increases the energy efficiency of the HVAC systems in
buildings without compromising the thermal comfort needs of occupants.

The results can be viewed as the development of a novel mechanism that is ef-
ficient, scalable, responsive and robust for energy-aware occupancy scheduling in
commercial buildings. The method has a large number of advantages, as discussed
throughout this thesis, the most significant of which are:

• An efficient integrated HVAC control and occupancy scheduling model whose
performance exceeds the existing arts which solve the problems in isolation or
via a naïve superposition of both of its parts.

• A scalable model that is capable of providing instantaneous and near-optimal
results for large-scale problems.

• A responsive online model that is capable of handling impromptu scheduling re-
quests and producing energy-efficient schedules even without prior knowledge
of future requests.

• A robust adaptive temperature control approach that enables flexible comfort
setpoints configuration, pushing further on energy reduction by leveraging oc-
cupants’ thermal comfort flexibility and outdoor temperature.

This holistic approach brings a new perspective on how optimisation techniques
can be deployed to improve building efficiency and sustainability. Facilitated by
seamlessly integrating building’s HVAC operations with room booking and meeting
appointment system, it drives an innovative way of energy conservation in buildings,
without compromising various constraints of the occupants’ activity scheduling and
thermal comfort needs.

131
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8.1 Key Learnings

The four parts of the problem that are investigated in this thesis produced their own
key learnings.

Chapter 4 develops an integrated HVAC control and occupancy scheduling model
using MILP and compares several state-of-the-art approaches to optimising HVAC
consumption based on occupancy scheduling in commercial buildings. Despite the
challenges of computational complexity, our technique which jointly optimises HVAC
control and occupancy scheduling was found to provide higher energy savings than
that of the existing methods. The technique developed is efficient enough and can be
used in a range of applications, either by adopting the schedule and deploying the
optimised HVAC control in buildings equipped with occupancy-based HVAC con-
trol, or by constraining the temperature setpoint bounds on HVAC in buildings with
conventional HVAC control based on the optimal solution found in solving the joint
problem.

Chapter 5 investigates the use of LNS and MIP to solve problems of realistic size.
Destroying the schedule of a small number of rooms using LNS, and repairing the
schedule using MILP is found to be an effective combination. Removing all schedules
in the selected rooms means that the schedule can be re-optimised to any time at the
selected subset of rooms. This allows the model to optimise HVAC control over the
entire receding horizon. The resulting sub-problem is small enough for MIP to solve
it to near-optimality. The hybrid technique is found to produce significantly better
solutions within a short runtime.

Chapter 6 extends the joint model to handle online requests. It is found that our
online mechanism can produce solutions with quality close to a clairvoyant solution,
by greedily committing to the best times and locations for the latest requests, keep-
ing the current schedule but revising the entire future HVAC control strategy. The
solution quality, in terms of energy savings and solution feasibility, is found to be
improved as the occupants’ scheduling flexibility increases. This allows us to pro-
duce energy-efficient schedules even without prior knowledge of future requests and
avoid scalability issues which exist in stochastic techniques.

Chapter 7 incorporates the concept of adaptive temperature control into our joint
model. Based on the occupants’ thermal comfort flexibility, the comfort setpoints are
dynamically adjusted, moving away from the standard cooling and heating setpoints
configurations. Our robust model which considers an ellipsoidal uncertainty set
is computationally tractable and provides a probabilistic guarantee of occupants’
thermal comfort satisfaction. We find that, given some thermal comfort flexibility, we
can achieve substantially more energy reduction and produce more feasible solutions
in an online setting than the conventional fixed setpoints approach.

The buildings’ HVAC consumption is largely influenced by the occupants’ activ-
ities, this thesis closes the research gap by looking into the aspects combining HVAC
control with occupancy scheduling. Most of the current research on HVAC control
in commercial buildings focuses on green building design or energy-efficient HVAC
systems. Our approach looks into building operations wise problem, by determining



§8.2 Future Research 133

the occupancy flow and optimising the building load distribution. This can be served
as an alternative input and perspective to the building designers. While it is possible
to reduce energy consumption by retrofitting buildings with more efficient HVAC
systems, it is far more cost effective to improve their control algorithms.

8.2 Future Research

This thesis has raised a number of important questions that can form the basis of
future research.

One major challenge in modeling complex systems in a computational frame-
work is determining the abstractions which allow for reasonable computational per-
formance without compromising model accuracy. In this thesis, we strive to strike
a balance between both. A series of abstractions have been applied in modeling
the HVAC control operations and the building thermal dynamics. Such abstractions
include the abstraction of the supply side of the HVAC system, the adoption of a re-
duced lumped RC model, the approximation that ignores humidity, infiltration and
heat transmission through internal walls in the thermal dynamics model and the
McCormick relaxations that linearise the HVAC control. It is essential to study the
impacts of these abstractions have on the feasible and optimal solutions of the mod-
els compared to the real-world scenarios. In Appendix A, we elucidate the impacts
of these abstractions, undertake a preliminary experiment to investigate the impacts
and suggest a series of potential future work.

Passive buildings, or more commonly denoted as passive houses [Henze et al.,
2004; Sadineni et al., 2011], are gaining popularity due to their promise of huge cuts in
energy use. These buildings usually have higher thermal capacitance, with minimal
space cooling and heating requirement. Different locations of the buildings may have
different temperature throughout the day, thus selecting the best locations and times
is important to ensure the occupants’ thermal comfort. It might be interesting to
explore if our model is helpful to schedule activities in such buildings, with an aim
to balance the building load and conserve more energy.

Another potential research area includes mixed-initiative planning, where an
agent-based approach is adopted to provide feedback or interact with the build-
ing occupants on HVAC control and schedule optimization. Klein et al. [2012] and
Kwak et al. [2014] have explored this area from the perspective of scheduling and in-
centivising occupants based on their flexibility for meeting re-scheduling. With our
joint control and scheduling model, it is interesting to study the impact of automated
constraint-based planning, scheduling and control by manipulating the HVAC oper-
ations, the occupants’ schedules or both, whilst allowing the occupants to feedback
and interact in the entire process.

It is also worth pursuing research on finding efficient optimisation models that
work on the joint model we developed. In fact we have experimented with MINLP
and CP without much success.

Existing MINLP models tend to be computationally expensive, that is why we



134 Conclusion

resort to a MILP model. Our experiments, using the IPOPT solver, could not solve
the smallest HVAC control instance consists of 1 room and 240 time steps to its op-
timal. The solver even fails to find a feasible solution for some instances (given a
time limit of 24 hours). Future work could develop a MINLP model that is efficient
in producing near-optimal results for HVAC control whilst considering occupancy
scheduling. Whilst it is possible to tackle the problem using a bender decomposition
approach, we conjecture that it is not going to be effective as there is only a single bi-
nary variable, zl,k, which links between the HVAC control model and the scheduling
model (refer Constraints (4.7) and (4.29)).

It might also be interesting to consider exploring a CP-based joint model, since
there is no notion of non-linearity in CP. With the recent advancement of CP tech-
nologies in learning [Chu, 2011; Schutt, 2011] and continuous CP [Feydy and Stuckey,
2016], this can be accomplished by either discretizing the HVAC control variables
using time steps with very fine-granularity, or by solving the model as it is using
state-of-the-art CP techniques.

Future research would also investigate various algorithmic approaches and open
challenges in the optimisation paradigm, such as RINS-based LNS, adaptive LNS
and symmetry breaking in MIP, which can be potentially applied and improved for
the joint problem we are tackling. Learning techniques can also be developed to
build a profile of occupant thermal comfort tolerance level, and use to tune different
level of thermal comfort flexibility options in our model.

8.3 Summary

To summarise, this thesis has addressed the question of how computational models,
methods and tools can be designed and developed to integrate occupancy scheduling
with HVAC control, in such a way that the building energy consumption is conserved
whilst the occupant’s thermal comfort and scheduling requirements are preserved.
It has expanded the knowledge of various optimisation techniques using MILP, LNS,
online scheduling and control optimisation, and robust optimisation, and shown
their applicability in real-world applications. It has discovered a range of interesting
future research topics, and will continue to be developed and demonstrated in real-
world trial.

Constructing and maintaining energy-efficient and sustainable buildings in world-
wide still presents a formidable challenge, but one that is becoming ever more achiev-
able due to advances such as those presented in this thesis. This challenge, along with
the rapid pace of technological developments, make it an exciting time to work in
the research of computational sustainability in built environment.



Appendix A

HVAC Model Comparison

An attempt to model all relevant physical phenomena of the building’s thermal dy-
namics and the HVAC control will lead to an overly complicated model, which is
too computationally demanding for a real-time control system such as model pre-
dictive control. In this thesis, a number of abstractions, in terms of the modeling
of the VAV-based HVAC system and the building thermal dynamics, are made to
balance the accuracy and computational expense of solving a complex model of our
joint scheduling and control problem. This chapter studies the impacts of these ab-
stractions, and presents a preliminary experiments to showcase the impacts of such
abstractions to our model. Specifically, the key research question we tackle can ex-
pressed concisely:

What are the impacts on the abstractions of HVAC control and building ther-
mal dynamics modeling, and their resulting effects to our preferred occupancy
schedules?

To answer this question whilst lacking real-world building simulation data, we resort
to comparing our model with that of in the state-of-the-art building energy simula-
tion software, Energy+ [Crawley et al., 2000]. In Section A.1, we provide a detailed
elaboration of the model abstractions. In the subsequent sections, we present our
initial findings to the impact of such abstractions, by comparing our model with the
results from Energy+. Finally in Section A.6, we raise a number of potential work
that form the basis of future research.

A.1 Model Abstractions

Table A.1 summarises the model abstractions (i.e. the simplications, relaxations and
approximations from the real-world model) and discusses their impacts.

Abstractions of the VAV-based HVAC system. In this thesis, we focus on the
modeling of the demand side of the HVAC system, that is, we optimise the HVAC
operation by identifying the optimum supply air flow rate and air flow temperature
in the VAV-based system. The building load is changed based on the schedule pro-
duced. The supply side of the HVAC systems, including devices such as chillers,
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Model Abstractions Impacts

VAV-
based
system

• Our model focus
on optimizing the
demand side control
parameters of the
HVAC system.

• The supply side of
the HVAC system is
abstracted.

• The control model is
linearised.

• The optimized supply air flow tem-
perature and air flow rate may not be
achievable by the VAV or the supply
side system.

• Inaccurate energy consumption calcu-
lation due to the abstractions of the
supply side system.

• Inaccurate energy consumption cal-
culation due to linearisation of the
model. The linearised model pro-
duces only the lower bound on the en-
ergy consumption. Actual consump-
tion may be higher.

Building
thermal
dynam-
ics

• Reduced RC model is
adopted.

• Zone humidity, in-
filtration etc are ig-
nored.

• Inaccurate zone temperature calcula-
tion, result in inaccurate feedback to
the MPC-based control model.

Table A.1: Model abstractions and their impacts

boilers and condensers, together with their control operations and energy consump-
tions, are abstracted in our model. These devices are in fact the most energy-hungry.
Such abstraction impacts the the calculation of energy consumption.

In addition, we utilise MILP to solve the joint HVAC control and occupancy
scheduling problem. This linearised model produces an optimal solution guaran-
teed to provide a lower bound on the objective function, but it remains an open
question whether it is possible to fit such models in a practical environment.

Abstractions of the building thermal dynamics. We adopt a lumped RC network
to model the building thermal dynamics. Specifically, we use 3R2C to model the
heat transmission between two walls, 2R1C for the ceiling and the floor and 1R
for the window. For simplication, we also ignore humidity and infiltration in the
thermal dynamics model. Such abstraction impacts the accuracy of zone temperature
calculation, and may eventually influences the MPC-based HVAC control, which
relies heavily on accurate feedback.

One question arises from adopting this abstracted model is that, with these vari-
ous assumptions and approximations, how accurate is the mathematical model com-
pared to reality? To answer this question, we present our overall approach to com-
paring the abstracted model and Energy+ in the following sections.
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Figure A.1: Energy+’s VAV-based HVAC system

A.2 Model Comparison

We compare our model using the following steps in Figure A.1. First, we define
a set of fixed meeting schedules. We then retrieve a set of HVAC control and its
energy consumption from Energy+. This is achieved by first constructing a building
model using Energy+, and assigning fixed meeting schedules in the building zones.
Next, we learn and synchronize the building thermal model, specifically the R and C
parameters in our joint model. Then we run our joint model with the trained building
thermal model, given the same fixed meeting schedules. Lastly, we compare and rank
the energy consumption generated by both the Energy+ and our joint model for each
of the schedules. The following sections discuss each step in more details.

A.3 Simulation Using Energy+

We first construct a simple building model using Energy+. This building consists
of two adjacent rooms. Both rooms have a window with different orientation (see
Figure A.2). A VAV-based system is selected to model the HVAC operations in both
rooms. Figure A.3 shows the schematic diagram of the VAV-based model in Energy+.
This diagram illustrates the supply side and the demand side of the VAV system. The
demand side consists of two zones, with a VAV box and a zone temperature controller
installed in each zone. The supply side consists of a more complicated setting. An
outdoor damper (OAD-1) is modeled to retrieve fresh air into the building. This
fresh air is mixed with the return air, that is recycled within the building via a return
damper (RD-1), and being pulled towards the supply fan (VSF-1). To cool down or
heat up the mixed air, a chiller (CC2T-1) and a boiler (HC2T-1) are installed at the
upstream of the supply fan (VSF-1). A supply air (in this thesis, we use the term
“conditioned air”) temperature controller (SAT-1) is used to control the conditioned
air temperature, which is a constant temperature around 13◦C. Note that this model
is similar to Figure 4.2, but includes a more complicated supply side modeling with
a chiller and boiler.

We then simulate various occupant activities in the building by configuring IDF
scripts in Energy+. This script allows us to set different temperature setpoints of
each hour at each zone. For example, by setting the temperature setpoints of Zone
HVAC Group 1 (see Figure A.3) to fall within 21◦C to 23◦C between 0900 to 1300
on Friday, we indicate that the zone is being occupied at the specified timeframe,
and that space cooling or heating is required to keep the zone within the indicated
comfort temperature. The script also allows us to indicate the number of people in
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Figure A.2: Building (left) and room layout (right)

Figure A.3: Energy+’s VAV-based HVAC system

each zone at each hour. Using this method, we design 7 occupant schedules and
identify the energy consumption of these schedules, as follows:

As a baseline, we also run the simulation when both zone are vacant. All together,
8 sets of data are collected from these simulations. This data consists of the following
information (for each 30 minutes time step over 5 days):

• the fan/heating/cooling energy used by each zone,

• the zones’ temperatures,

• the zones’ supply air flow rates and temperatures,

• the zones’ occupant heat gains,

• the zones’ solar gains, and
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Schedule Types Schedule Description
S1 Zone HVAC Group 1 is occupied from 0900-1700 for 5 days,

Zone HVAC Group 2 is vacant.
S2 Zone HVAC Group 2 is occupied from 0900-1700 for 5 days,

Zone HVAC Group 1 is vacant.
S3 Zone HVAC Group 1 and Zone HVAC Group 2 is occupied

from 0900-1300 for 5 days, and are vacant otherwise.
S4 Zone HVAC Group 1 and Zone HVAC Group 2 is occupied

from 1100-1500 for 5 days, and are vacant otherwise.
S5 Zone HVAC Group 1 and Zone HVAC Group 2 is occupied

from 1300-1700 for 5 days, and are vacant otherwise.
S6 Zone HVAC Group 1 is occupied from 0900-1300 for 5 days,

Zone HVAC Group 2 is occupied from 1300-1700 for 5 days,
and are vacant otherwise.

S7 Zone HVAC Group 2 is occupied from 0900-1300 for 5 days,
Zone HVAC Group 1 is occupied from 1300-1700 for 5 days,
and are vacant otherwise.

Table A.2: Occupancy schedules

• the outdoor temperature.

A.4 Learning RC Model

One important prerequisite of the model comparison is to synchronize the building
thermal dynamics between the simulations run on Energy+ and our model. To model
the same thermal dynamics, we learn the RC configurations in our model using the
room temperature generated by Energy+. This is crucial as we need to compensate
the discrepancy of the model. This is achieved by tuning the R and C parameters
in our model, in such a way that the temperature gap between room temperatures
generated by Energy+ and our model is minimised.

Figure A.4: Learning RC model

Figure A.4 shows the steps of learning the building thermal model. Firstly, we
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compute the initial range of R and C parameters using the building’s walls and win-
dows construction materials. These initial ranges can be derived using the wall/win-
dow dimension, thickness, conductivity, density and specific heat of the materials.
Next, we use automated parameter tuning tool SMAC [Hutter et al., 2011] to find the
best configurations of these parameters. To achieve this, we run the following MILP
model 100,000 times over 3 weeks of outdoor weather temperature data and solar
gain data. The HVAC is switched off, hence the room temperature is impacted solely
by heat propagation from an adjacent room and outdoor such as weather tempera-
ture and solar gain. In this model, TEP

l,k , TOA
l,k and Qs

l,k are exogenous inputs retrieved

from Energy+ for each zone l at time step k. We learn Cl , Rz
l , Cz

l , Rl
z, Rmid,z

l and Cl
z

with an objective to minimise gap between TEP
l,k and Tl,k. Finally, once the R and C

parameters are synchronized, we rerun the same schedules defined in Section A.3
using our model.

min ∑
k∈K

∣∣∣TEP
l,k − Tl,k

∣∣∣ (A.1)
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A.5 Results

A.5.1 Room Temperature Gap during HVAC Off

We first examine the room temperature fluctuation in our model based on the R and
C parameters learnt. Figure A.5 shows the temperatures generated by our model
(MILP) and Energy+ (EP) at zone 1 and zone 2 over a selected 5 days. Observe that
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(a) Zone 1

(b) Zone 2
Figure A.5: Room temperature during HVAC off

the electricity consumption (first subgraph) and air flow rate (third subgraph) are
zero. Note that zone 1 is facing west and zone 2 is facing east, hence the solar gain
for both zones vary at different time of the days.

From the results, we notice that there are temperature gaps between the MILP
model and the EP model in both zones at each time step. Using our MILP model,
the zones thermal dynamics react in a slower rate compare to the EP model. Also
note that in EP model, the temperature at zone 2 is higher in the morning compared
to that of the afternoon, as it has more solar gain in the early time of the day. This
is opposite for zone 1 which faces west. Overall, the room temperatures in the EP
model are highly impacted by the solar gain and also outdoor temperature, whilst
our MILP model also considers solar gain in each zone, it is more impacted by the
outdoor temperature. This implies that our trained RC model using the temperature
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results from Energy+ may be too simplistic to capture all complex thermal dynamics
behaviors that are being simulated in Energy+. This gap can possibly be closed by
modifying the model to capture the differences, or by fitting our simplified RC model
to the Energy+ model with a longer training time.

A.5.2 HVAC Control: Our model vs. Energy+ model

Figure A.6: HVAC control: our model vs. Energy+ model - Zone 1

In this section, we look into the difference of energy consumption and HVAC
control using our model and the Energy+ model. Figure A.6 and A.7 illustrate a
scenario of the HVAC control. In this scenario, zone 1 and zone 2 are being occupied
between 1300 to 1700 for 5 days. From the results, we observe that the Energy+ model
uses reactive strategy, that is, space cooling operation is started only when the room
is being occupied. Whilst in our model, pre-cooling is performed few hours prior to
the zones are being occupied. Therefore, although both models apply exactly similar
settings for supply air temperature in both zones, our MILP model uses less supply
air flow rate to cool down the zones as the outdoor temperature is cooler during the
pre-cooling periods. Overall, the Energy+ model consumes about 156 kWh and the
MILP model consumes about 120 kWh of energy, which is 36 kWh lesser.

A.5.3 Energy Consumption & Schedule Ranking

Finally, we compare the energy consumption of different meeting schedules and their
ranking generated by our model and that of the Energy+. Our goal is to determine
if the most energy-efficient schedule according to our model also ranks as the most
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Figure A.7: HVAC control: our model vs. Energy+ model - Zone 2

efficient schedule according to Energy+. In that case, whilst our model provides a set
of HVAC control parameters and schedules as output, the occupancy-based HVAC
controller need only use the optimal schedules and the bounds on room temperature
produced in order to maximise energy savings.

In the following experiments, we run 7 schedules defined in Table A.2 over 3 dif-
ferent sets of outdoor temperatures. The schedules are fixed, our model optimises
the HVAC control and calculates the energy consumption of each schedule. Similarly,
given the same fixed schedules, Energy+ identifies the HVAC control and its energy
consumption. Figure A.8 shows the energy consumption of our HVAC control model
and the Energy+ model. Results show that the our MILP model always generates
HVAC control settings that consume less energy than the Energy+ model. However,
if we rank the energy consumption of all 7 schedules, their respective ranking un-
der our model and Energy+ are almost identical. We measure the rank correlation
of these schedules using Kendall’s Tau ranking method [Daniel et al., 1990]. The
Kendall τ coefficient for the 3 sets of schedules ranking in Figure A.8 (a), (b) and (c)
are [0.9, 1, 0.81] respectively. This implies that the energy-efficiency ranking of the
schedules are very similar for both Energy+ model and our model. With that, even
though the modeling of building thermal dynamics and HVAC control in our model
are differs from that of Energy+, the similarity in their energy-efficiency ranking on
different schedules ensures that the most energy savings schedule will be generated
by our model.
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(a) Temperature Set 1

(b) Temperature Set 2

(c) Temperature Set 3

Figure A.8: Energy consumption: our model vs. Energy+ model

A.6 Conclusion and Future Work

In this experiment we compared the accuracy of our model with Energy+. Various
comparisons have been performed to determine the differences between the mod-
eling of the building thermal dynamics, the HVAC control in terms of supply air
flow rate and temperature configurations for each zone in the building, the energy
consumptions of different occupancy schedules and their energy-efficiency ranking.

We conclude that our MILP model is a simplified HVAC & building thermal
model, compared to Energy+’s model. However, by comparing the ranking of energy
consumption from different schedules, the MILP model produces similar schedule
ranking as Energy+ model, which means that the optimal schedule identified, by
both models, is the same. The accuracy of HVAC control (supply air flow rate and
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temperature) and the energy consumption of MILP model might be improved by in-
tegrating a more complicated model. The gap of energy consumption between EP vs
MILP can be explained with the fact that Energy+ uses reactive strategy, whilst MILP
uses MPC which takes advantage of the knowledge of the schedules to optimise con-
trol. On top of this, for Energy+, the objective is to achieve the occupant thermal
comfort temperature, regardless the energy consumption. On the other hand, for
MILP, the objective is to achieve both.

Model Future Work

VAV-based system • Incorporate HVAC supply side modeling.

• Compare the linearised model with a better
MINLP-based HVAC model.

• Trial run on existing VAV-based buildings.

Building thermal
dynamics

• Incorporate more building thermal dynamics pa-
rameters.

• Explore data-driven techniques to calibrate RC
parameters.

Table A.3: Model abstractions and potential future works

Last but not least, Table A.3 summarises a series of potential future work that can
be tackled to overcome the errors that are introduced by the model abstractions used
in this thesis.

Abstractions of the VAV-based HVAC system. Future research could develop a
more comprehensive model that incorporates the control of the HVAC supply side
devices into our joint model. Specifically, such control involves optimizing the fol-
lowing operations:

• the chiller operations (for eg. chiller water temperature, a.k.a the conditioned
air temperature, which can be dynamically reset based on outdoor temperature,

• the boiler operations,

• the condenser operations,

• a more complex supply fan model, which is defined as a quartic function in
Energy+ [Crawley et al., 2000], instead of a linear function in our model etc.

Further investigations are required to examine how accurate the our MILP model
compared to the HVAC control in practice. This can be achieved by (a) comparing
the MILP model with a better MINLP-based HVAC model, and/or (b) conducting a
trial run on existing VAV-based buildings with our optimised occupancy schedules,
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and comparing the room temperatures, supply air flow rate, air flow temperature
and energy consumption produced by the models and the real-world data.

Abstractions of the building thermal dynamics. In future, additional building
thermal dynamics parameters such as the following are worth exploring:

• humidity in the enthalpy calculation,

• thermal convection and infiltration/exfiltration in the zone temperature calcu-
lations,

• temperature of mixed air in cooling load,

These parameters have been found useful in modeling a more accurate HVAC system
and in improving the energy-efficiency of the HVAC systems. However, the level of
abstraction at which the models are developed is an important consideration, as this
will impact the efficiency and accuracy of the model, as well as its practicability in
the real-world. In fact, it is always necessary to strike the right balance between how
closely reality can be modeled and the practicability of deploying the model in the
real world.

In addition, future research could also explore machine learning techniques to
improve on the building thermal dynamics model. For example, the RC model can
be learnt and configured using real-data. Specifically, the RC parameters can be
calibrated using temperature data collected from sensors, and further optimised for
each building.
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