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Abstract

The performance of existing ground based space debris laser ranging systems can be im-
proved by directing more light onto space debris by coherently combining multiple lasers
using an optical phased array (OPA). If the power delivered to target is sufficiently high
then these systems may also provide the capability to remotely manoeuvre space debris
via photon radiation pressure and/or ablation. By stabilising the relative output phase of
multiple lasers, OPAs form a coherent optical wave-front in the far field. Since the phase
of each laser can be controlled independently, they also have the ability to dynamically
manipulate the distribution of optical power in the far field, potentially enabling them to
compensate for atmospheric turbulence. This beam-forming functionality, combined with
their inherent scalability and high power handling capabilities make OPAs a promising
technology for future space debris laser ranging and manoeuvring systems.

In this thesis we describe the iterative development of a high-power compatible internally
sensed OPA, which—in contrast to externally sensed OPAs that sense the output phase
of each laser externally using free-space optics—relies on the small fraction of light that is
reflected back into the fibre at the output of the OPA to stabilise its relative output phase.
This allows internally sensed OPAs to be implemented entirely within fibre without any
dependence on free-space optics at the output, offering potential advantages over externally
sensed techniques when operating in the presence of shock and vibration.

A proof-of-concept experiment demonstrated the viability of internal sensing, but also
highlighted a number of weaknesses that would affect its utility, specifically in supporting
high optical powers greater than 100s of mW. An improved high-power compatible intern-
ally sensed OPA was designed to overcome these restrictions by isolating sensitive optical
components from high optical powers using asymmetric fibre couplers. This concept was
initially demonstrated experimentally using slave lasers offset phase-locked to a single
master laser, and then again using fibre amplifiers in a master oscillator power amplifier
configuration. The experimental demonstration of the fibre amplifier compatible OPA sta-
bilised the relative output phase of three commercial 15 W fibre amplifiers, demonstrating
a root-mean-squared output phase stability of A/194, and the ability to steer the beam at
up to 10 kHz.

The internally sensed OPA presented here requires the simultaneous measurement, and
control of the phase of each emitter in the OPA. This is accomplished using digitally en-
hanced heterodyne interferometry and digitally implemented phasemeters, both of which
rely heavily on high-speed digital signal processing resources provided by field-programmable
gate-arrays.

ix






Contents

Declaration v
Acknowledgements vii
Abstract ix
List of Figures xxi
List of Abbreviations xxiii
1 Introduction 1
1.1 Orbital space debris . . . . . . . . .. .. 1
1.1.1 Remote manoeuvring via radiation pressure . . . . . . . . ... ... 4

1.2 Laser beam combining . . . . . . . . ... Lo 5
1.2.1 Optical phased arrays . . . . . . . . ... ... ... ... ... 6

1.2.2  Performance characterisation . . . . . . ... ... ... ... ... 6

1.2.3 Externalsensing . . .. .. .. .. .. ... oL, 7

1.2.4 Internal sensing . . . . . . . . . . . . ... 9

1.3 Thesis Overview . . . . . . . . . 10
1.4 Other applications . . . . . . . . . .. .. e 11

1.5 Publications . . . . . . . .. L e 11

2 Digitally enhanced heterodyne interferometry 13
2.1 Introduction . . . . . . . . . .. 13
2.2 Imterferometry . . . . . . . ... 13
2.2.1 Heterodyne interferometry . . . . . . . . .. ... 15

2.3 Pseudo-random noise codes . . . . . ... ..o oo 15
2.3.1 Generating maximal length sequences . . . . ... ... ... . ... 16

2.3.2 Spectral characteristicsof PRN . . . . . .. ... ... ... ... .. 18

2.4 PRN modulation . . . ... ... ... ... 18
2.5 PRN demodulation . . . . . . .. .. . 21
2.5.1 Multiplexing . . . . . .. L 21

2.6 Field-programmable gate-arrays . . . . . . . ... ... oL 23

xi



Contents

2.6.1 Integer arithmetic . . . . .. ... ... ... ... ... 23

3 Phasemeters 25
3.1 Introduction . . . . . . . . .. L 25
3.1.1 Zero-crossing detector . . . . . . .. ... ... 25
3.1.2 In-phase and quadrature demodulation. . . . . . ... ... ... .. 25
3.1.3 Phase-locked loop . . . .. .. ... ... 27

3.2 Phase-locked loop design and implementation . . . . . ... ... ... ... 29
3.2.1 Design requirements . . . . . .. ... 29
3.2.2 Discrete-time transfer function models . . . . . . .. ... ... ... 30
3.2.3 Physical architecture . . . . . . .. ... ... Lo 30
3.2.4 Digital multiplier . . . . . . .. ..o 31
3.2.5 Low-passfilter . . . . .. .. ... ... 31
3.26 Controller . . . . . ... 32
3.2.7 Frequency compensator . . . . . .. ... ... 33
3.2.8 In-loop integrator. . . . . . . . . ... 34
3.2.9 Numerically controlled oscillator . . . . . ... ... ... ... ... 34
3.2.10 Phase recovery . . . . . . . . . ... 35
3.2.11 Using in-phase demodulation to measure amplitude . . .. ... .. 36

3.3 Linear transfer function analysis . . . . .. .. ... ... ... ... 37
3.4 Quantisation noise . . . . . . . . ... e 40
3.4.1 The effect of amplitude quantisation noise on phase . ... ... .. 41

3.5 Modelling and simulation . . . . .. .. ... ... oL 43
3.5.1 Open-loopgain . . . . .. ... ... e 43
3.5.2  Selecting appropriate controller gains . . . . . . .. . ... ... ... 43
3.5.3 Quantisation noise-floor . . . . . ... ... L L 45

3.6 Threenoisetest . . . . . . . . . .. 47
3.7 Simulating noise on the FPGA . . . . . . . ... ... ... .. ... ... 49
3.7.1 Uniform noise distribution . . . . . . .. ... ... 0L 49
3.7.2 Triangular noise distribution . . . . ... ... ... ... 49
3.7.3 Gaussian-like noise distribution . . . . ... ..o 51
3.7.4 Block diagram of noise generator . . . . . ... ... ... 51
3.7.5 Spectral characteristics of pseudo-random noise . . . . . . . ... .. 51

3.8 Performance measurements . . . . . .. ... L Lo 53
3.8.1 Test one: white frequency noise . . . . . . .. ... ... oL 54
3.8.2 Test two: pink frequency noise . . . . .. . ... ... ... ... .. 56

xii



Contents

3.9 Summary . . ...

Proof-of-concept OPA

4.1 Introduction . . . . . . . . . L
4.1.1 Aims and requirements . . . . . . ... ... e
4.2 Original internally sensed OPA . . . . . . . .. ... ... ... ...
4.3 Design . . . . ..
4.3.1 Optical phase at the forward and return path photodetectors . . . .
4.3.2 Phase ambiguity . . . . . . ...
4.4 Optical implementation . . . . . . ... .. ... ... ... .. .. ...
4.4.1 Laser . . ... e e
4.4.2 Acousto-optic modulator . . ... ... ..
4.4.3 Electro-optic modulators. . . . . . . . . ... ... ... ... ...,
4.4.4 Photodetector. . . . . . . ..o
4.4.5 Integrated optical head assembly . . . . . . .. .. ... ... ...
4.5 Digital signal processing . . . . . . . .. . Lo Lo L
4.5.1 FPGA development platform . . . . ... ... ... ... ......
4.5.2  Analogue-to-digital converter . . . . . . .. .. .. ... ... .. ..
4.5.3 Digital-to-analogue converter . . . . . .. ... ... 0.
4.5.4 Digital outputs . . . . . ...
4.5.5 Demodulators . . . . . . .. ... L
4.5.6 Phasemeters . . . . . . . ...
4.5.7 Controllers . . . . . . . .
4.5.8 Phase wrapping algorithm (wrappers) . . ... ... .. ... ....
4.6 Decoding signals with low PRN modulation depths . . . . . ... ... ...
4.7 Double-passing the EOM . . . . .. .. .. ... oL
4.7.1 Experimental round-trip optical path length . . . . . . ... ... ..
4.8 Feedback actuation and PRN modulation using the same EOM . . . . . ..
4.8.1 Total combined signal amplitude . . . . . ... .. .. ... ... ..
4.9 Results and analysis . . . . . . . . ...
4.9.1 Intensity scaling and fringe visibility . . . . ... ... ... ... ..
4.9.2 RMS output phase stability . . . . . ... ... o000
4.9.3 PRN modulationdepth . . .. ... ... .. .. ... ...
4.10 SUmMMATry . . . . ..o e e e e

Offset phase-locked OPA

5.1 Introduction . . . . . . . . . . ..

59
59
99
99
61
62
62
63
64
64
64
66
66
66
67
67
68
68
69
69
69
69
71
73
76
77
7
78
78
79
79
82

83



Contents

5.2 Design

5.2.1 Optical phase at the forward and return path photodetectors . . . .
5.2.2 Offset phase locking . . . . . .. ... ... .. L.
5.3 Optical implementation . . . . . .. .. .. ... oL
5.3.1 Asymmetric fibre couplers . . . . . ...
5.3.2 Lasers . . . . . .
5.4 Digital Signal Processing . . . . . . . . . . . .. ... e
54.1 Dual FPGAs . . . . . . . .
5.4.2 Phasemeter implementation for offset phase-locking . . . .. .. ..
5.4.3 Fast controller . . . . . . . .. ...
5.4.4 Analogue low-pass filter . . . . . . .. ... L.
5.4.5 Slow controller . . . . . . .. ...
5.5 Transfer function model . . . . . . . ... ... oL
5.5.1 Measured vs. simulated open-loop gain . . . . . .. ... ... ..
5.6 Results and analysis . . . . .. .. ... ... ... .. ... . ..
5.6.1 Laser frequency stabilisation . . . . .. ... .. ... ... ... ..
5.6.2 RMS output phase stability . . . . . ... ... ... 0L
5.6.3 Intensity scaling and fringe visibility . . . . . ... .. ... ... ..
5.6.4 Beam-steering . . . . . . . . ... L o
5.6.5 Sensitivity to control system bandwidth . . . . .. ... ... .. ..
5.6.6 Effect of PRN modulation depth on output phase stability . . . . . .
BT SUMMATY . . . . o o ot e e

Amplifier-compatible OPA

6.1 Introduction . . . . . . . . . . ..
6.1.1 Aims and requirements . . . . ... ... L Lo L.

6.2 Design . . . . . . . e
6.2.1 Optical phase at the forward and return path photodetectors . . . .

6.3 Optical implementation . . . . . . ... .. .. ... L.
6.3.1 Asymmetric fibre couplers . . . . . ...
6.3.2 Fibre amplifiers . . . . . . .. ... L
6.3.3 Active water cooling of fibre amplifiers . . . . . . .. ... ... ...
6.3.4 LMA-to-PM980 free-space mode matching . . . . . . ... ... ...

6.4 Digital signal processing . . . . . .. .. .. L oL
6.4.1 Dual FPGAs . . . . . . .. .

xiv

104
104
106
106
108



Contents

6.4.2 Controllers . . . . . . ... 120

6.5 Linewidth broadening for SBS suppression . . . . . .. .. ... ... .... 121
6.5.1 Experimental demonstration of SBS suppression using PRN . . . . . 121

6.6 Results and analysis . . . . . .. .. . Lo 124
6.6.1 Output phase stability . . . . . . .. ... ... ... ... ...... 124

6.6.2 DBeam-steering. . . . . . . . .. ..o o 127

6.7 Summary . . . . ... 129

7 Conclusions and future work 131
7.1 SUMMATY . . . . ottt e e e e e 131
7.2 Future work . . . . ..o Lo 132
References 135

XV



Contents

xvi



List of Figures

1.1

1.2
1.3
14

1.5

1.6

1.7

2.1
2.2
2.3
24
2.5

2.6

2.7
2.8

2.9

2.10

3.1
3.2

3.3
3.4
3.5

Summary of orbital debris objects in Earth orbit officially catalogued by
the U.S. Space Surveillance Network. . . . . . . . . . ... ... ... ...

Remote orbital debris manoeuvring concept. . . . . . . . . ... ...
Illustration of different laser beam combining techniques.. . . . . . . .. ..

Coherent combination of multiple spatially separate optical fibre apertures
results in quadratic scaling of the peak far field intensity, compared to linear
scaling for incoherent combination. . . . . . . . . . ... ... .. ...,

Optical phased arrays interfere multiple coherent lasers sources to manipu-
late the distribution of optical power in the far field. . . . .. ... ... ..

Monte Carlo simulation of normalised intensity for ®rms = A/20, A/30,
and A\/40. . .

Simulated cumulative distribution functions (CDF) of intensity on target
for different RMS output phase errors over a 100 element (10-by-10) array. .

Homodyne Mach-Zehnder interferometer. . . . . . . . . ... ... .. ...
Heterodyne Mach-Zehnder interferometer. . . . . . . . . ... ... ... ..
Example 15 chip PRN sequence. . . . . . . .. ... ... ... .......
Auto-correlation profile of an m-sequence. . . . . . .. ... ... ... ...

4-bit linear feedback shift register with feedback tap arrangement defined
by the primitive polynomial 4+ 23 +1. . . . . . . ... .. ... ... ...

Simulated spectral distributions of 3, 4, and 5-bit binary PRN codes with

a 5 MHz chip frequency, normalised to the peak amplitude of the 3-bit code.

Digitally enhanced heterodyne Mach-Zehnder interferometer. . . . . . . ..

Time and frequency domain illustration of the PRN phase modulated het-
erodyne signal. . . . . . . L. L L

Time and frequency domain illustrations of correctly (top) and incorrectly
(bottom) demodulated signals. . . . . ... ... ... 0 0oL

Multiplexed digitally enhanced heterodyne Mach-Zehnder interferometer.

Zero-crossing detector phasemeter concept. . . . .. ... ..o

Illustration of how noise aliases into the measurement of a zero-crossing
detector. . . . . . . . e e e e

Functional architecture of a phase-locked loop. . . . . . ... ... .. ...
Physical architecture of a digitally implemented phase-locked loop. . . . . .
Block diagram of a second order CIC filter. . . . . . ... ... ... ....

xvii

14
15
16
16

17

19
20

20

21
22

26

30



List of Figures

3.6
3.7
3.8

3.9
3.10

3.11
3.12

3.13
3.14
3.15

3.16

3.17
3.18

3.19

3.20

4.1
4.2
4.3

4.4
4.5

4.6
4.7
4.8
4.9
4.10
4.11

Proportional-plus-integral controller implemented in the PLL. . . . . . . ..
Block diagram of a numerically controlled oscillator. . . . . . ... .. ...

Modification to the physical architecture of the PLL enabling it to meas-
ure amplitude using a second out-of-loop demodulator and local oscillator
orthogonal to the one used in the feedback loop. . . . . . .. .. ... ...

Linear transfer function model of the PLL shown in Figure 3.4. . . . . . ..

Phasor diagram illustrating the effect that additive quantisation noise 1 has
on the phase of an oscillating signal s(t). . . . . . .. ... ... ... ....

Open loop gain of the PLL. . . . . . .. .. ... ... ... ... ......

Relationship between K(z)+ Kp (identified individually in red, and com-
bined in blue) and the open-loop gain (orange). . . . . . . . ... ... ...

Simulated noise-floor of the PLL. . . . . . . ... ... ... ... ...
Block diagram of the three noise test implemented on an FPGA. . . . . ..

Histograms and theoretical probability density functions of random noise
generated on the FPGA with uniform, triangular, and Gaussian-like prob-
ability distributions. . . . . . ...

Block diagram showing how noise with uniform (blue), triangle (green), and
Gaussian (magenta) probability distributions is generated in the FPGA. . .

RPSD of Gaussian-like noise generated on the FPGA. . . . ... ... ...

Measured RPSD of Gaussian-like noise that has been shaped to simulate
1/f laser frequency noise with a magnitude of 10 kHz/+/Hz at 1 Hz.

Time series and RPSD measurements of phase for a 10 hour three noise test
with white frequency noise. . . . . . . .. ... ... ... L.

Time series and RPSD measurements of phase for an 8000 second three
noise test with free running laser frequency noise. . . . . . . . . .. ... ..

Simplified diagram of the original internally sensed OPA. . . . . .. .. ..
Idealised proof-of-concept internally sensed OPA. . . . . . . ... ... ...

Individual phase contributions from every unique length of optical fibre in
the system. . . . . . . . L

Detailed experimental setup of the proof-of-concept OPA. . . . . . . .. ..

Photograph of an Isomet 1205C-843 acousto-optic modulator in the optical
System. . . ..o e e e e

Photograph of the integrated optical head assembly. . . . .. ... ... ..
Digital signal processing architecture for the proof-of-concept OPA. . . . . .
Proportional-plus-integral controller used in the proof-of-concept OPA. . . .
Phase wrapping algorithm used to exploit the 27 ambiguity of phase. . . . .
Double modulation of the back-reflected signal. . . . . . . . ... ... ...

Illustration showing the effect that double passing the EOM has on the
modulation depth of the back-reflected light when § = 0.5 (top) and 6 = 0.9
(bottom). . . . . ..

37

44

o1

54

63

74



List of Figures

4.12

4.13
4.14
4.15

4.16

4.17

5.1
5.2

5.3

5.4

9.5

5.6

5.7

5.8
5.9

5.10

5.11

5.12

5.13
5.14

5.15

5.16

Illustration showing the effect of sampling the double-modulated back-
reflection within the ideal and incorrect sampling windows. . . . . . .. ..

Circuit diagram of a bias-tee. . . . . . . . . ... .. ... ... ... ...,
Far field interference profiles for one, two, and three emitter configurations.

Measured degradation of fringe visibility and intensity scaling of a three
element OPA as the PRN modulation depth increases from 7/16 to 7. . . .

Measured degradation of fringe visibility and intensity scaling as the PRN
modulation depth increases from w/6 tom. . . . . . ..o

Phasor diagram illustrating the relationship between modulation depth (£

and approximate amplitude of , which diminishes to zero as 5 approaches 7.

Idealised offset phase-locked optical phased array. . . . . . . ... ... ...

Forward path phase contributions from each unique length of fibre in the
optical system. For clarity only two fibres are shown. . . . . . . .. ... ..

Return path phase contributions from each unique length of fibre in the
optical system. For clarity only two fibres are shown. . . . . . . .. ... ..

Illustration of the optical and FPGA implemented digital signal processing
systems used to offset phase-lock two lasers. . . . . . .. ... ... ... ..

Experimental configuration of the optical system used to characterize the
offset phase-locked OPA. . . . . . . . . . . ... . ... .. ...

Digital signal processing architecture for the offset phase-locked OPA show-

ing the shared allocation of DSP resources between two NI PXI-7852R FPGAs.

Modified phase-locked loop used to calculate phase error with respect a
desired offset frequency, feet- - - -« - o o oL

Control architecture used in the offset phase-locked OPA. . . . . . ... ..

Magnitude and phase response of the analogue LPF, proportional-plus-
differential controller, and compensated transfer function. . . . . . . .. ..

Linear transfer function model of the offset phase-locked OPA’s control
System. . . .. L.

Experimental setup used to measure the open-loop gain of the offset phase-
locked OPA’s control system. . . . . .. .. .. .. ... ... ........

Measured (solid) and simulated (dashed) open-loop gain of the offset phase-
locked OPA’s control system for high and low gains. . . . . . .. ... ...

Measured free-running and stabilised laser frequencies. . . . . . . . . .. ..

Time series and RPSD measurements of ¢oor, when the OPA is forward
path locked (blue), and fully locked (green) without DEHI . . . . . . . . ..

Time series and RPSD measurements of ¢poor, when the OPA is forward
path locked (blue), and fully locked (green) using DEHI with a 15-bit PRN

Time series and RPSD measurements of ¢oor, when the OPA is forward
path locked (blue), and fully locked (green) using DEHI with a 24-bit PRN

xix

76
7
78

80

81

82

84

86

86

87

88

91

92
93

95

96

97



List of Figures

5.17

5.18

5.19

5.20

5.21
0.22

6.1
6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

6.11
6.12
6.13

6.14

6.15

Measured (solid) and simulated (dashed) far field interference profiles for
one, two, and three emitter configurations. . . . . . . . . ... ... ... .. 104
Measured magnitude response of beam-steering performed by injecting a
swept sine-wave from 1 Hz up to 10 kHz. . . . . . .. .. .. .. ... ... 104
Measured magnitude response of beam-steering performed by injecting a
swept sine-wave from 1 Hz up to 10 kHz directly into the forward and
return path phase measurements. . . . . . . . . ... ... ... ... ..., 105
Time series measurement of various beam-steering profiles in a two emitter
configuration. . . . . . . ..o 105
RPSDs of the OPA’s measured output phase for different control bandwidths.106

Time-series’ and RPSDs of the OPA’s measured output phase for different
PRN modulation depths. . . . . .. ... ... ... ... ... . ..., 107

Idealised fibre amplifier-compatible internally sensed optical phased array. . 110

Forward path phase contributions from each unique length of fibre in the
optical system. For clarity only two fibres are shown. . . . . . . .. ... .. 111

Return path phase contributions from each unique length of fibre in the
optical system. For clarity only two fibres are shown. . . . . . . .. ... .. 111

Experimental configuration of the optical system used to characterise the

amplifier-compatible internally sensed OPA. . . . . . . . .. ... ... ... 112
Photograph of the three Nufern NUA-1064-PB-0015-B3 fibre amplifiers
used in the amplifier-compatible OPA. . . . . . . . .. ... ... ... ... 115
Measured beam widths of the collimated output of the LMA fibre (top) and
PMO980 fibre (bottom). . . . . . . . ... 116
Ilustration of the 500 pm coreless fibre end cap attached to the output of
Nufern’s NUA-1064-PB-0015-B3 fibre amplifiers. . . . . . ... ... .. .. 117
Lens configuration used to mode-match between LMA and PM980 fibre in
free-space. . . . . . L 117
Comparison between measured and modelled beam widths. . . . . ... .. 118
Digital signal processing architecture for the amplifier-compatible OPA

showing the shared allocation of DSP resources between two NI PXI-7852R

FPGAs. . . e 119
Controller architecture used in the amplifier-compatible OPA. . . . . . . .. 120
Experimental setup used to measure back-reflected power caused by SBS. . 122
Illustration of polarising beam splitter and quarter-wave plate apparatus
used to measure back-reflected optical power of SBS. . . . . ... ... ... 122
Measured back-reflected optical power at different PRN phase modulation
frequencies. . . . . .. 123
Time series and RPSD measurements of ®ryg when the OPA is unlocked

(green), forward path locked (blue), and fully locked (magenta) without
DEHI. . . . o 125

XX



List of Figures

6.16 Time series and RPSD measurements of ®gyis when the OPA is unlocked
(green), forward path locked (blue), and fully locked (magenta) with DEHI. 126

6.17 Time series and transfer function measurement of beam-steering up to 10
kHz. . . . e 128

xxi



List of Figures

xxii



List of Abbreviations

ADC Analogue-to-Digital Converter

ANU Australian National University

AOM Acousto-Optic Modulator

BS Beamsplitter

CBC Coherent Beam Combining

CDF Cumulative Density Function

CIC Cascade Integrator-Comb

CPU Central Processing Unit

CwW Continuous Wave

DAC Digital-to-Analogue Converter

DAM Debris Avoidance Manoeuvre

DEHI Digitally Enhanced Heterodyne Interferometry

DO Digital Output

DR Dynamic Range

DSP Digital Signal Processing

EOM Electro-Optic Modulator

FC/APC Fibre-Coupled / Angled Physical Contact

FC/FPC Fibre-Coupled / Flat Physical Contact

FFT Fast Fourier Transform

FIR Finite Impulse Response

FP Forward Path

FPGA Field-Programmable Gate-Array

G&H Gooch & Housego

GPS Global Positioning System

1Q In-Phase and Quadrature

LFSR Linear Feedback Shift Register

LO Local Oscillator

LMA Large Mode Area

LPF Low-Pass Filter

LSB Least Significant Bit

LOCSET Locking of Optical Coherence by Single-detector
Electronic frequency Tagging

LUT Look-Up Table

MSB Most Significant Bit

xxiii



List of Figures

NCO Numerically Controlled Oscillator
Nd:YAG Neodymium-doped Yttrium Aluminium Garnet
NI National Instruments

NPRO Non-Planar Ring Oscillator

OLG Open-Loop Gain

OOL Out-of-Loop

OPA Optical Phased Array

PBS Polarising Beamsplitter

PCle Peripheral Component Interface Express
PDF Probability Density Function

PLL Phase-Locked Loop

PM Polarisation Maintaining

PRN Pseudo-Random Noise

PSD Power Spectral Density

PZT Piezoelectric Transducer

RF Radio Frequency

RMS Root Mean Square

ROM Read Only Memory

RP Return Path

RPSD Root Power Spectral Density

SBC Spectral Beam Combining

SBS Stimulated Brillouin Scattering

SNR Signal-to-Noise Ratio

SPGD Stochastic Parallel Gradient Descent
SSN Space Surveillance Network

TF Transfer Function

VHDL VHSIC Hardware Description Language
VHSIC Very High-Speed Integrated Circuit
7ZCD Zero-Crossing Detector

xxiv



Chapter 1

Introduction

1.1 Orbital space debris

Orbital space debris! is a growing threat to the near-Earth space environment, which is
currently home to 1,261 operational satellites, many of which we rely upon every day
including Earth-observing weather satellites and the global positioning system [1]. Fig-
ure 1.1 shows the total number of man-made Earth orbiting objects currently tracked
by the United States Space Surveillance Network (U.S. SSN), categorised by object type.
The figure highlights the three dominant mechanisms that influence the total orbital debris
population: i) the consistency with which new satellites are launched into orbit; ii) the
occurrence of major debris-debris, debris-satellite, and satellite-satellite collisions; and iii)
the natural orbital decay of objects due to atmospheric drag. As the debris population
continues to rise, so too will the likelihood of subsequent collisions, resulting in more col-
lisions and the generation of more debris. The danger of this kind of situation is that
the density of space debris may eventually become so great that a single collision could
trigger an irreversible runaway chain reaction of collisions in a scenario described by the
Kessler syndrome [2]. An event of this type would be devastating, likely rendering specific
high-density orbital bands in low-Earth orbit unusable for hundreds of years.

On January 11 2007, a Chinese anti-satellite missile test was performed to de-orbit the
Chinese weather satellite Fengyun-1C, producing 2,259 trackable debris objects, and ap-
proximately 200,000 objects too small to be directly monitored [4]. Two years later on
February 10 2009, an operational Iridium-33 communications satellite accidentally collided
with a defunct Cosmos-2251 communications satellite, creating over 2,000 new debris ob-
jects in a region of relatively high spatial density, significantly increasing the likelihood
of subsequent debris-debris and debris-satellite collisions [5, 6]. As of 2016, the ISS has
performed two evasive manoeuvres to avoid the close approach of debris from the 2009
collision of Iridium-33 and Cosmos-2251, the first in late March 2011, and most recently
on the 27" of October 20142. The debris created by the intentional destruction of the
Fengyun-1C weather satellite and accidental Iridium-Cosmos collision currently represent
one third of all catalogued objects.

LOrbital space debris is classified as any object in Earth’s orbit that serves no useful purpose, including
defunct satellites, discarded rocket stages, and mission related debris (e.g., flecks of paint, explosive bolt

remnants, and uncontained rocket fuel).
2In 2014 the International Space Station (ISS) was required to perform five pre-determined debris

avoidance manoeuvres (DAMSs), raising the total to 21 since its launch in 1998 [7]. If a potential collision
is detected with insufficient time to perform a safe DAM, the crew retreats to a Soyuz space-craft in
preparation for immediate evacuation in the event that the ISS is catastrophically damaged. Despite no
trend in the number of DAMs the ISS is required to perform each year, it is expected to increase as the

total number of objects in low-Earth orbit continues to rise.
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Figure 1.1: Summary of orbital debris objects in Earth orbit officially catalogued by the U.S.
Space Surveillance Network. Fragmentation debris includes breakup debris and anomalous event
debris. Mission-related debris includes all objects dispensed, separated, or released as part of a
planned mission. Spacecraft include all operational and defunct satellites. Data retrieved from [3].

The population of orbital debris is, however, somewhat balanced by natural orbital decay
due to atmospheric drag, which gradually degrades the velocity and therefore altitude of
orbiting objects. Whilst drag will reduce the overall population of orbital debris over time,
it is important to recognise that it will do so very slowly—certainly not any faster than
the current rate of debris generation. Furthermore, because drag is proportional to the
density of the atmosphere (which decreases with altitude), the effect it has on debris in
mid- and high-Earth orbits is borderline negligible, which will remain in those orbits for
thousands of years.

In order to preserve the near-Earth space environment, it is necessary to employ active
mitigation strategies with the aim of reducing the likelihood of future collisions, and
eventually removing debris from orbit altogether.

As of April 2016, the U.S. SSN monitors over 13,000 large debris objects (larger than 10
cm), forecasting their trajectories days in advance to predict the likelihood of potential
conjunctions with operational satellites and other tracked debris [3]. This information
allows satellite operators to assess the risk and, if necessary, manoeuvre their satellites to
avoid collision3. This avoidance strategy is, however, only effective if at least one of the
colliding objects has the ability to change its orbit. The majority of large objects in orbit
do not have this capability [3].

Observations of debris too small to be observed by the U.S. SSN are conducted by vari-
ous X- and Ku-band radars including Massachusetts Institute of Technology’s Haystack
radar [4], which track clouds of debris as opposed to individual objects. NASA’s orbital
debris program office, who are responsible for maintaining public orbital debris catalogues,
estimate the current population of debris between 1 and 10 cm in diameter to be approx-

3These types of manoeuvres can be expensive, however, since satellite’s have a limited supply of propel-
lant used primarily for orbit maintenance. Evasive manoeuvres reduce a satellite’s life-expectancy, and—as

a consequence—their utility and commercial value.
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Figure 1.2: Remote orbital debris manoeuvring concept. Photograph taken by Lyle Roberts.

imately 500,000 [8]. The number of particles smaller than 1 cm is estimated to exceed 100
million. The threat posed by small debris is particularly high in low-Earth orbit due to
the relatively high spatial density of space-craft and debris, and the fact that objects in
low-Earth orbit travel at speeds up to 8 km/s, which means that collisions with even a
small piece of debris involve considerable energy.

The world’s capacity to manage space debris can be broadly separated into three cat-
egories: 1) persistent identification and cataloguing of debris for pre-determined debris
avoidance manoeuvres [9-11]; ii) passive mitigation to minimize mission-related debris
produced by new satellite launches [12]; and iii) active mitigation using specific debris
clearing satellites, or ground-based directed energy systems [13-15].

At present, pre-determined debris avoidance manoeuvres and passive mitigation are the
only strategies employed to address the threat of orbital debris, despite a global effort
to develop active mitigation technologies. Techniques to mechanically remove debris via
rendezvous (e.g., electro-dynamic tethers and grapples [16]) are prohibitively expensive,
and not effective at removing smaller debris [14]. There is also a risk associated with
deploying intervening debris-clearing satellites into orbit, which are themselves at risk of
collision.

A potentially cheaper, and lower risk option is to use high-power ground based lasers to
remotely manoeuvre orbital debris via ablation [14]; and/or radiation pressure [13]. The
concept for remotely manoeuvring orbital debris is shown in Figure 1.2, illustrating its
potential to perturb an otherwise uncontrollable object’s orbit. Ablation requires high-
intensity pulsed lasers to evaporate material from the debris’ surface to generate thrust
in the form of a plasma jet. Radiation pressure is the result of photon momentum, and
requires high average optical power which can be provided by continuous wave (CW) lasers.
Ablation is not considered in this thesis, although details of its proposed application are
presented in [14].
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1.1.1 Remote manoeuvring via radiation pressure

The altitude of an orbiting satellite depends on its velocity v according to

_ GMg

A 2

— Rgp

where Rp and Mg are the Earth’s radius and mass respectively, and G is the universal
gravitational constant. Perturbing a satellite’s altitude therefore requires a change in its
velocity Av, which can be achieved by altering its momentum by exerting an external
force on it. In this case the force is radiation pressure.

The momentum of an object with mass m and orbital velocity v is:
Po = MU

The momentum of a large number of photons delivered by a laser is

E_PT
c ¢
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where c is the speed of light in vacuum, and £ = P is the total photon energy expressed
as the total integrated photon power P over some period of illumination .

Consider the ideal scenario where photons engage an orbiting object head on. The change
in the object’s momentum is approximately

ApO:mA/U:&.R.CT
C

where C) is the object’s radiation pressure coefficient (related to the object’s albedo),
which is 0 for a perfectly transparent object, 1 for a perfectly absorbing object (i.e., a
black body), and 2 for a perfectly reflecting material (e.g., a flat mirror facing the beam).
The coefficient R describes the ratio of photons that hit the object’s surface compared to
the total number of photons delivered by the laser, which depends on the beam’s shape
and size as a function of propagation distance, the effective cross-sectional area of the
orbiting object, and scintillation due to atmospheric turbulence. For this simple analysis
it is important to recognise that R is proportional to the object’s cross-sectional area.

The change in the object’s velocity due to radiation pressure is therefore proportional to
its cross-sectional area, and inversely proportional to its mass

Av:&-R-Cr (1.1)

mc

which simply means that the orbit of objects with lower area to mass ratios are more
difficult to manipulate. Equation (1.1) indicates that emphasis should be placed on in-
creasing exposure time 7, the ratio of photons hitting the object R, and laser power P.
The period of illumination 7 can be increased by locating ground stations at high latit-
udes, or as close to the poles as possible to maximise engagement time on objects with
polar orbits. The fraction of photons that hit an orbiting object is strongly influenced by
the diffraction limit of the optical system used to illuminate it, and whether or not the
telescope has the ability to compensate for atmospheric turbulence. The overall effective-
ness of the integrated laser and telescope system also depends on the spatial quality of the
laser, which influences the telescope’s ability to focus the laser beam over long distances.
High-power, single frequency mode lasers with high beam quality (M? < 1.2) are therefore
preferred [13].
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The analysis in [13] states that any ground-based laser manoeuvring system must be
capable of effecting a Av of at least 1 mm/s to overcome inherent ranging uncertainties
(i.e., to provide any confidence that the object’s orbit has actually been perturbed). The
total estimated optical power required to change the velocity of a 5 kg object by Av =1
mm/s (assuming C, = 1, R = 0.1, and a total exposure time of 7 = 1000 seconds) is
15 kW. It may soon be possible to achieve this using existing single mode commercial
fibre lasers, which are currently capable of supporting up to 10 kW with good beam
quality (M2 < 1.2) [17]. Both IPG Photonics Corporation and Northrop Grumman have
demonstrated 100 kW class lasers [18, 19], however the beam quality of these systems is
currently unacceptably low (M? ~ 3 [19]) for applications requiring near diffraction limited
propagation through the atmosphere.

1.2 Laser beam combining

One way to scale optical power beyond the capabilities of single laser sources is to combine
the power of multiple lasers. Various laser beam combining techniques currently exist, and
can be broadly separated into two categories: incoherent beam combining, and coherent
beam combining (CBC). Incoherent beam combining refers to any configuration in which
multiple lasers are combined without any attempt to stabilise their optical spectra or
phases [20]. A good example of this is spectral beam combining (SBC) [21-30], in which
multiple lasers operating at different wavelengths are combined using a wavelength sensit-
ive beam combiner such as a prism or diffraction grating. An advantage of SBC is that it
does not require strict temporal coherence of the combined beam, potentially simplifying
its implementation. In 2011, SBC has demonstrated one of the highest total combined
optical powers at 8.2 kW [27].

Coherent beam combining refers to the class of techniques in which a number of laser
elements are combined with the same frequency and phase such that they interfere co-
herently [19, 31-62]. Two configurations used to perform CBC are tiled-aperture arrays
(e.g., [42, 55]), in which the lasers are positioned next to each other; and filled-aperture
implementations (e.g., [31]), where the interfering lasers are combined into a single beam
with the same size and divergence. Both CBC implementations are illustrated in Figure 1.3
alongside spectral beam combining.

Spectral beam combining Tiled-aperture array Filled-aperture
O |
O
/\1 O 8 . = —
Ao O 0 —
A3 Diffractive Optical fiber Diffractive
optic e_lement optic element
(prism) (grating)

Figure 1.3: Illustration of different laser beam combining techniques. (Left) spectral beam
combining involves combining multiple lasers operating at different wavelengths using a wavelength
sensitive optical element. (Middle) tiled-aperture arrays are used to coherently interfere multiple
spatially separate beams in the far field. (Right) filled-aperture implementation where multiple

lasers are coherently interfered using a diffractive optic element.

In tiled-aperture implementations the beams interfere in the far field, producing far field

5
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interference patterns where the peak intensity scales with the square of the number of
emitters (N?2). In contrast, filled-aperture implementations interfere in the near-field where
the peak far field intensity scales linearly with the number of emitters (N), effectively
behaving like a single laser with increased optical power. The far field interference for
tiled- and filled aperture implementations is illustrated in Figure 1.4 for three, four, and
five element arrays.

Tiled aperture
CcBC ~\

Filled-aperture
cBC

3 emitters 4 emitters 5 emitters

Figure 1.4: Coherent combination of multiple spatially separate optical fibre apertures results in
quadratic scaling of the peak far field intensity, compared to linear scaling for incoherent combin-

ation.

Both CBC implementations require passive and/or active stabilisation of each laser’s out-
put phase. Passive stabilisation techniques rely on self phase-locking via passive coupling
mechanisms (e.g., [49]), whereas active techniques rely on feedback control. The ultimate
goal of CBC is to stabilise the relative output phase to within a fraction of a wavelength,
which at optical frequencies (on the order of 1 um) is extremely challenging.

1.2.1 Optical phased arrays

If the phase of each element in a tiled-array can be controlled independently, then it
is possible to manipulate the distribution of optical power in the far field as shown in
Figure 1.5, potentially enabling them to compensate for atmospheric turbulence (e.g., [36,
60]). With this functionality the tiled-aperture array becomes an optical analogue of the
well established radar phased array [63], which are referred to in this thesis as optical
phased arrays (OPAs).

This beam-forming functionality, combined with their scalability and high power handling
capabilities present optical phased arrays as a promising technology for future space debris
laser ranging and manoeuvring applications that require high intensity laser sources to be
propagated through the atmosphere.

1.2.2 Performance characterisation

A key metric used to characterise the performance of CBC is root mean square (RMS)
output phase stability, typically specified as a fraction of a wavelength (e.g., Prvs = A/ K).

6
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Figure 1.5: Optical phased arrays interfere multiple coherent lasers sources to manipulate the
distribution of optical power in the far field. This allows them to perform beam-steering and

forming by adjusting the relative output phase of individual emitters in the array.

It describes: i) the overall coherence of the optical wave-front, and ii) how effective the
control system is at stabilising the relative output phase of the OPA. Phase stability at
the output of the OPA is important because it influences the distribution of optical power
in the far field. Increases in ®ryg lead to larger fluctuations in intensity at a fixed point
in the far field, reducing the efficiency with which power is delivered to a specific location.
This effect is shown in Figure 1.6, which was generated using a Monte Carlo simulation
assuming the underlying RMS output phase error is normally distributed with standard
deviation ®ryms = A/20, A\/30, and A/40. The probability density functions (PDFs) of
intensity on the right have log-normal distributions. RMS output phase stability can
measured using heterodyne detection, or inferred from the characteristics of the interfered
beam (e.g., fringe contrast, motion of the interference pattern).

To be effective at manoeuvring orbital debris, it was decided that an OPA must be able
to deliver at least 90% intensity to a specific location in the far field no less than 90% of
the time [64]. This requirement was subsequently translated into a maximum tolerable
RMS output phase error using Monte Carlo simulations to generate cumulative density
functions (CDFs) of intensity for different values of ®ryg. These simulations assumed a
100 element (10-by-10) square tiled array. The CDFs produced by these simulations are
shown in Figure 1.7.

The intersection of the vertical and horizontal dashed red lines indicates the point at
which there is a 10% likelihood of there being less than 90% intensity on target, which
also means there is a 90% chance of there being more than 90% intensity. Any CDF that
passes through the shaded region at the bottom right is therefore compliant. From these
simulations the required RMS output phase error for a 100 element (10-by-10) array was
found to be ®rys < A/24.4

A detailed analysis of CBC performance is presented in [65].

1.2.3 External sensing

Almost all actively stabilised CBC technologies measure the output wave-front phase of the
OPA by sensing the outgoing beam externally. Some of the most common external sensing
techniques include optical heterodyne detection (e.g., [34, 38, 50]), stochastic parallel
gradient descent (SPGD) (e.g., [54, 55]), and multiple-frequency dithering (e.g., [41, 42,
57, 61]).

4The topology of the OPA is specified in the requirement because it has a very slight dependence on
number of emitters in the array. As the number of emitters in each dimension of the array increases, the
width of the central interference lobe in those dimensions decreases (this can be seen in Figure 1.4). This
narrowing of the central interference lobe increases the effect Pruvs has on the intensity in the far field.
The required RMS output phase error for a 16 element (4-by-4) square tiled array is ®rms < A/23, which
is a slight relaxation of the A/24 requirement for a 10-by-10 array.

7
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Figure 1.6: Monte Carlo simulation of normalised intensity for ®rys = A/20, A/30, and A/40.
The probability density functions on the right highlight the increasing consistency with which

power is delivered to a point in the far field as ®ryig decreases.

Optical heterodyne detection involves interfering the light from each emitter with a fre-
quency shifted reference beam at an array of photodetectors. The heterodyne beat-note
produced by each photodetector contains the phase information of its emitter and the
reference beam. Since phase of the reference beam is common to each measurement, it
can be eliminated by subtracting the measured phase of two emitters to produce a differ-
ential phase error signal for feedback control. Optical heterodyne detection’s strength is
its potential to precisely measure the true output phase of each emitter. Its weakness is
the inherent requirement to precisely align the interfering beams onto N photodetectors
for an N element array, making it susceptible to shock and vibration that may misalign
the free-space optics. It may be possible to overcome this weakness using a monolithic
waveguide structure, however this concept has not yet been demonstrated. Optical het-
erodyne detection has been used to coherently combine two beams with a total output
power of 1.4 kW with an RMS output phase stability of A\/80 [50].

Stochastic parallel gradient descent is an intensity-based technique that uses a hill climbing
algorithm to maximise far field intensity. A key advantage of SPGD is that it requires
a single photodetector. It’s disadvantage is that its control bandwidth scales inversely
with the number of emitters, potentially affecting its ability to scale. SPGD has been
demonstrated to coherently combine a total output power of 4 kW using an eight element
array with an RMS output phase stability of A/40 [55].

Multiple-frequency dithering works by modulating (or dithering) the phase of each element
in the array at a unique radio frequency (RF), which (when interfered at a single external
photodetector) allows phase errors between pairs of channels to be isolated via coherent
demodulation. An example of multiple-frequency dithering is locking of optical coherence

8
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Figure 1.7: Simulated cumulative distribution functions (CDF) of intensity on target for different
RMS output phase errors over a 100 element (10-by-10) array. Any CDF that passes through the
shaded box at the bottom right of the figure satisfies the requirement to maintain at least 90%
intensity no less than 90% of the time. The magenta curve identifies the minimum required RMS
output phase stability at Prys < A/24.

by single-detector electronic-frequency tagging (LOCSET) [42]. LOCSET’s advantage is
its relative simplicity and scalability, requiring only a single photodetector at the output
of the array. A crucial limitation of LOCSET is that the relative phase between emitters
cannot be locked to an arbitrary set point, potentially preventing it from being used to
perform beam-steering and -forming.

LOCSET has been the subject of intense research and development for the previous decade,
and is now a standard technique employed by United States Air Force Research Laboratory
due to its robustness and versatility. In 2009 it was used to coherently combine five
145 W amplifiers with an RMS output phase of A/60 [48], establishing its capacity to
support high total output power. In 2012 it was used to coherently combine 32 low power
(< 1 mW) beams with an RMS output phase error of A\/71, demonstrating its potential
scalability [57].

1.2.4 Internal sensing

In contrast to external sensing, we present a technique that does not require free-space
optics to measure the output phase of the beam, instead relying on the small fraction of
light that is reflected back into the fibre at the OPA’s glass-air interface to infer the relative
phase of each emitter. This internal sensing technique infers the differential phase between
uncommon paths by measuring the phase of the back-reflected light that double-passes
each fibre. The relative phase at the output of the array is then stabilized by actively
controlling the path lengths of each fibre.

The output phase of each emitter is isolated and measured using digitally enhanced het-
erodyne interferometry (DEHI) [66], which employs spread-spectrum modulation tech-
niques to discriminate individual reflections at a single detector, without sacrificing the

9
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sub-wavelength sensitivity of conventional heterodyne interferometry. DEHI works by ex-
ploiting the correlation properties of pseudo-random noise (PRN) codes that are phase
modulated onto the carrier electric field using an electro-optic modulator (EOM). Signals
belonging to the various reflections in the optical system are then isolated by digitally de-
modulating the detected signal using correspondingly delay matched versions of the PRN
code, suppressing contributions from other reflections. The phase of each demodulated sig-
nal is measured using digitally implemented phasemeters to generate feedback control for
relative path-length stabilisation. Field-programmable gate-arrays (FPGAs) are utilized
extensively in the implementation of the OPA’s control system.

Throughout this thesis, we define internal sensing to be any technique for beam combining
that does not require external sampling optics to sense the OPA’s relative output phase
for stabilisation.

1.3 Thesis Overview

The structure of this thesis reflects the evolutionary development of the internally sensed
OPA.

Chapters 2 and 3 introduce digitally enhanced heterodyne interferometry and digit-
ally implemented phasemeters, providing a baseline understanding of the two core tech-
nologies that enable internal sensing. The advantage of DEHI is its ability to discriminate
individual reflections at a single photodetector, without sacrificing the sub-wavelength
sensitivity of conventional heterodyne interferometry. Digitally implemented phasemeters
are sensors that enable the precise measurement of differential optical path lengths in the
OPA.

The first stage of the internally sensed OPA’s development was to establish a proof-of-
concept experiment to assess the viability of internal sensing. Details of this charac-
terization experiment, experimental results, and a discussion of key challenges associated
with its implementation are presented in Chapter 4. Whilst the proof-of-concept OPA
demonstrated the viability of internal sensing, it also highlighted two crucial weaknesses
that would limit its usefulness in most applications. Of particular concern was its limited
power handling capabilities.

Chapter 5 introduces a revised OPA architecture that overcomes the low power handling
capabilities of the proof-of-concept system using dedicated offset phase-locked slave lasers
and asymmetric fibre couplers. The offset-phase locked OPA was implemented exper-
imentally, demonstrating its ability to coherently combine three independent slave lasers
with an RMS output phase stability of \/104.

The final OPA design presented in Chapter 6 improves upon the offset phase-locked OPA
by using fibre amplifiers to deliver up to 15 W of optical power to each emitter. The
amplifier compatible OPA was implemented experimentally, demonstrating an output
phase stability of A\/194, and the ability to steer the coherently combined beam at up to
10 kHz. This chapter concentrates on the technical details surrounding the experimental
implementation of the amplifier compatible OPA.

Conclusions drawn from the development of the internally sensed OPA are presented in
Chapter 7, including a discussion of opportunities for future development.

10
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1.4 Other applications

The work presented in this thesis has potential applications beyond remote orbital debris
manoeuvring. For example, the control system developed to stabilise the relative out-
put phase of the internally sensed optical phased array could be used to combine semi-
conductor lasers [47], whereas the OPA itself could be used to compensate for atmospheric
turbulence in free-space optical communications systems [36, 60], or to perform segmented
wave-front sensing.

1.5 Publications

Below is a list of publications resulting from the work in this thesis.

L.E. Roberts, R.L. Ward, A.J. Sutton, R. Fleddermann, G. de Vine, D.M.Wuchenich,
E.A. Malikides, D.E. McClelland, and D.A. Shaddock, “Coherent beam combining using
a 2D internally sensed optical phased array,” Appl. Opt. 53(22), 4881—4885 (2014).

L.E. Roberts, R.L. Ward, S.P. Francis, P.G. Sibley, R. Fleddermann, A.J. Sutton,
C. Smith, D.E. McClelland, and D.A. Shaddock, “High power compatible internally sensed
optical phased array,” Opt. Express 24(12), 13467—13479 (2016).
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Chapter 2

Digitally enhanced heterodyne

interferometry

2.1 Introduction

Digitally enhanced heterodyne interferometry is an advanced form of optical metrology
that employs spread-spectrum modulation techniques to discriminate multiple interfer-
ometric signals at a single photodetector (PD), without sacrificing the sub-wavelength
sensitivity of conventional heterodyne interferometry [66, 67]. DEHI works by exploiting
the correlation properties of pseudo-random noise codes that are phase modulated onto
the carrier electric field using an electro-optic modulator. Signals belonging to the various
interferometric signals in the optical system are then isolated by digitally demodulating
the detected signal using correspondingly delay matched versions of the PRN code, sup-
pressing contributions from other reflections. DEHI shifts measurement complexity away
from the optical system, instead relying on the efficient utilisation of digital signal pro-
cessing (DSP) resources. It is also readily scalable and well suited to the computational
power of field-programmable gate-arrays.

2.2 Interferometry

Interferometry is a technique used to extract information from electro-magnetic waves
by measuring the intensity of their interfered electric fields. A simple homodyne Mach-
Zehnder interferometer is shown in Figure 2.1, where light emitted from a laser is separated
into two paths at a free-space beam-splitter (BS;), followed by their recombination some
time later at a second beam-splitter (BSy). The amplitude reflectivity and transmissivity
of the beamsplitters are r and it respectively. The convention that electric fields experience
a 7 /2 phase shift upon transmission through beam-splitters is used throughout this thesis,
which is sufficient to ensure conservation of energy.

The recombined fields will interfere constructively or destructively depending on the rel-
ative path lengths of the two arms, L1 and Ls. By measuring the power of the recombined
fields, P = E*FE, it is possible to infer the relative optical path length difference of the
two arms with sub-wavelength precision.

The propagation lengths of the separated electric fields can be expressed as a common
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Figure 2.1: Homodyne Mach-Zehnder interferometer.

arm length L with a differential arm length component AL /2:
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The relative optical path length difference of the two arms is thus:
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As the separated electric fields propagate along each arm of the interferometer they accu-
mulate phase inversely proportional to the wavelength of the electric field, A

2m
1= <7> Ly = kL

2
P = <7> Lo =FkLs

where k = 27w/ is the wave number. The separated electric fields just prior to recombin-
ation at the second beamsplitter BSs are

Ei(t) = ity Ejpe' @)
Ey(t) = r1 Ejne’ 92
which means the recombined fields exiting BSy are:
Ex(t) = —tita Eipe’@Ho) 4y iy By el @ite2)
By (t) = iritgEine® @91 4 irgt) By, et @+92)
The optical power at the two outputs of BSy are thus
Px(t) = E, (t%t% + i3 + riratity (eiwr@) - e*i(‘i’l*@)»
= EZ, (£it3 + rir3 — 2rirotits cos(kAL)) (2.1)
and:
Py(t) = B}, (r%t% + 3 + riratity (ei(‘m_@) + e_i(¢1_¢2)>>

= B2, (rit3 + tir3 + 2riratits cos(kAL)) (2.2)

14



Chapter 2 Digitally enhanced heterodyne interferometry

If r1 = r9 = t; = t9, equations (2.1) and (2.2) simplify to:

Px(t) = %37‘(1 — cos(kAL))

Py(t) = E;’?” (1 + cos(kAL))

The intensity of the interfered fields is therefore sensitive to changes in differential optical
path length, AL.

2.2.1 Heterodyne interferometry

Heterodyne interferometry involves interfering an electric field with a frequency shifted
local oscillator (LO) to produce a beat-note at their difference frequency. The local os-
cillator is often used as a reference, while the unshifted beam ‘interrogates’ the optical
system. From this point we refer to the unshifted light as the interrogating beam.

A simple heterodyne Mach-Zehnder interferometer is shown in Figure 2.2, where an
acousto-optic modulator (AOM) [68] is used to shift the frequency of the field in the
lower arm of the interferometer by + fp,.

B
S1 L,

E;p(t) —»— . =
’Ltl, T

. BS,
1to, T2
> = Fy (t)

AOM >
Lo
+fn ﬂ

Ex(t)

Figure 2.2: Heterodyne Mach-Zehnder interferometer.

Assuming BS; and BSs have equal transmissivity and reflectivity, the optical power at the
two outputs of BSs is

E2
Px(t) = 7" (1 = cos(2m fit + 69)) (2.3)
Py(t) = ETQ” (1 + cos(2m ft + 69)) (2.4)

where 0¢p = KAL. Changes in relative optical path length AL are thus captured in
the phase of the heterodyne beat-note oscillating at f, which can be measured with
exceptional precision using a phasemeter (e.g., [69]).

2.3 Pseudo-random noise codes

Pseudo random noise codes are deterministic and periodic binary sequences that resemble
random noise. PRN codes have finite length, and are made up of a pseudo random sequence
of 1’s and 0’s called ‘chips’. An example PRN code is shown in Figure 2.3, identifying an
individual chip and the code’s period.
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e Code period —— !

1 | 3
0 | M LI | M JL

1 1
1 1
—>I | €&——

Chip

Figure 2.3: Example 15 chip PRN sequence.

The choice of PRN for a particular application depends on their cross- and auto-correlation
properties. Cross-correlation is a measure of how similar one signal is to a different signal
as a function of delay, 7. Auto-correlation is a measure how similar a signal is to a delayed
version of itself. Weak cross-correlation is desirable in systems requiring multiple PRN
sequences, for example the global positioning system. In general, DEHI only requires a
single PRN sequence, motivating the selection of codes with strong auto-correlation.

One class of PRN called maximal-length sequences (m-sequences) have auto-correlation
functions (averaged over a single code period) defined by

2N -1 fort=0,L,2L,---
A(r) = (2.5)

-1 for any other 7

where I = 2V — 1 represents the length of the sequence measured in chips, and 7 is
a discrete time delay measured in chips. This auto-correlation function is illustrated in
Figure 2.4.

A 1

oN _1

- . . . . . . . . . . - - - - - > T ChiS
5 - (chips)

Figure 2.4: Auto-correlation profile of an m-sequence. Auto-correlation peaks occur when the
two codes have a relative delay of 7 = 0. For all other delays the auto-correlation is —1.

2.3.1 Generating maximal length sequences

Maximal-length sequences are created efficiently using linear feedback shift registers (LF-
SRs) [70, 71]. The properties of an m-sequence depend on the LFSR’s length (number
of bits), and specific feedback ‘tap’ configuration. An N-bit LFSR can produce a PRN
sequence with maximum length 2V — 1, if and only if its arrangement of feedback taps
is described by the binary coefficients of a primitive polynomial of order N. A 4-bit
LFSR with tap arrangement defined by the primitive polynomial 2* + 23 4 1 is shown in
Figure 2.5. Subsequent ‘chips’ in the code are determined by performing the modulo-2
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Chapter 2 Digitally enhanced heterodyne interferometry

(binary) addition! of the LFSR’s third and fourth elements (z* + z3). The state of the
LFSR is advanced by shifting its contents to the right by one bit, and simultaneously
writing the new chip into its leftmost bit.

" > 2t A~ N N
0 1 1 0 0 —| 0 1 1 0 —>0
b 4
0 xor 0 =0 < ()4
Current state Next state

Figure 2.5: 4-bit linear feedback shift register with feedback tap arrangement defined by the
primitive polynomial z# 4+ 23 4 1.

The transition from the current state of a LFSR to the next can be described mathemat-
ically using linear algebra and binary arithmetic

SneW = MSold (26)

where M represents an m X m matrix that maps one state to the next, S;q is an m x 1
vector representing the current state of the LESR, and Sy ey is an m x 1 vector representing
the new state. The contents of the matrix M are defined by an identity matrix, and the
binary coefficients of a primitive polynomial. Consider the generic state transition matrix

tp o tme1 Tm
1 0 0 0

M = . (2'7)
0o - 0 0

where the coefficients t1 to t¢,, represent the binary coefficients of an order m primitive
polynomial (i.e., t;,2™ + ty_12™ 1 + ... + t12!). The zero’th coefficient (z = 1) does
not correspond to a feedback tap, and instead represents the newly generated chip. If the
current state of the LFSR is an m x 1 column vector with elements a; to a,,, then the
next state will be:

tl cee tm—l tm ay t1a1 - D tm_lam_l ©® tmam
1 0 0 0 : :
Shew = . = (2.8)
0 ‘. 0 0 Am—1 Am—2
0 O 1 0 am Am—1

The result of Spew defines the LFSR’s next state logic for a specific feedback tap arrange-
ment defined in M. The next state logic for the 4-bit LFSR in Figure 2.5 is:

0 011 a1 a3 D aq

1 0 0 0] [as ai
Snew = =

01 0O as as

0 0 1 0] [ag as

!Binary addition is performed in an FPGA using asynchronous exclusive-or (XOR) gates.
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2.4 PRN modulation

The next state logic defined in equation (2.8) can be extended to generate multiple chips
in the PRN sequence at a time [72], which is necessary in order to advance or delay one
code relative to another (e.g., when scanning through code delays during demodulation).

If the initial and next state of the LFSR are Sg and S; = MSj respectively, then Ss is:
Sy = MS; = M?S,

The LFSR can thus be advanced k times during a single transition by multiplying the
initial state by MX:
Sk = MXS, (2.9)

The next state logic required to advance the state of the 4-bit LFSR shown in Figure 2.5
by two steps is:

2

0 011 as 0110 as as D ay
1 0 0O 00 11
2Snew = @2 = 42 = o1 © do (210)
01 00 ay 1 0 0 0 |ag as
0010 ag 01 00 aq a

The k-channel parallel m-sequence is generated by reading the k least significant bits of
the LFSR, identified in equation (2.10) by the k elements, a3z and as. An N-bit LESR can
be advanced by at most N steps in a single clock cycle.

2.3.2 Spectral characteristics of PRN

The spectral characteristics of binary PRN depends on the chip frequency fcpsp, which
is the rate at which new chips are modulated; and the code repetition frequency, which
describes the rate at which the sequence repeats itself:

_ fchip
fcode - L

Simulated amplitude spectra for 3, 4, and 5-bit binary m-sequences comprised of 1’s and
-1I’s (normalised to the peak amplitude of the 3-bit code) modulated at fen;p, = 5 MHz
are shown in Figure 2.6. All three spectra consist of a sinc? envelope with nulls at integer
multiples of the PRN chip frequency, and harmonics located at integer multiples of the
code repetition frequency. The effective power in the harmonics decreases with increasing
code length as power is distributed between more of them. The harmonic at 0 Hz is the
result of a DC offset caused by the unequal number of 1’s and -1’s in the m-sequence.

2.4 PRN modulation

The principal difference between conventional heterodyne interferometry and DEHI is
the phase modulation of the interrogating field with PRN. A simple digitally enhanced
heterodyne Mach-Zehnder interferometer is shown in Figure 2.7, which includes an electro-
optic modulator in the interrogating beam to modulate its phase with a PRN code.

The electric field of the phase modulated beam when it arrives at BSs is

Eppn(t) = it By, et (2rft+étfe(t—))
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Figure 2.6: Simulated spectral distributions of 3, 4, and 5-bit binary PRN codes with a 5 MHz
chip frequency, normalised to the peak amplitude of the 3-bit code. The PRN spectra consists of

2

a sinc” envelope with nulls at integer multiples of the PRN chip frequency, and harmonics located

at integer multiples of the code repetition frequency.
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2.4 PRN modulation

b
BS; L,
E; (t) —»— > EOM >
itl, T1 -
Y !
itQ, D) BSQ
AOM > = Fy (t)
Lo
\g—lkfh u
Ex(t)

Figure 2.7: Digitally enhanced heterodyne Mach-Zehnder interferometer.

where ¢ represents phase, ¢(t) € [0, 1] is the modulating PRN code with modulation depth
B, and T is the propagation delay from the EOM to BSs. Assuming BS; and BSsy have
equal transmissivity and reflectivity, the optical power at the output Y is

Py (t) = %’2"(1 + cos(2m ft + 8¢ — Be(t — 7)) (2.11)

where f;, represents the heterodyne frequency shift applied to the local oscillator by the
AOM, and J¢ is the phase difference between the two arms of the interferometer. When
the modulation depth 5 = 7, we can use the identity cos(f + m) = — cos(f) to simplify
equation (2.11) using the equation p(t — 7) = 1 — 2¢(t — 7) to map c(t) € [0,1] to p(t) €
[1,—1]:

E?
Py(t) = % (1 + p(t — 7) cos(2m frt + 6¢)) (2.12)
This allows us to represent the AC component of the PRN modulated signal as the mul-
tiplication of the PRN code p(t) € [1, —1] and un-modulated carrier, cos(27 frt + d¢).

Multiplication in the time domain is equivalent to convolution in the frequency domain.
The spectrum of a sinusoid is an impulse centred at its frequency of oscillation, f,. The
spectrum of binary PRN is shown in Figure 2.6, which has a sinc? envelope with nulls at
integer multiples of the chip frequency f.p;p,, and harmonics located at integer multiples of
the code repetition frequency. The spectrum of the PRN modulated tone is therefore the
spectrum of the PRN sequence centred at the impulse frequency f, as shown in Figure 2.8.

Time domain Frequency domain
| | ol
Heterodyne signal \ /\J/\/\V/\V/\/ \/ § Heterodyne signal
| | E [
PRN sequence |‘ |‘ l I ET S r Modulated signal
Modutated signal \/NSNAVNNANNS [ B Joe
auiated signa ! e ROPPTRTTT v et TTTTTTTT Vo
—): : «— fn Frequency (Hz)
!
Tc ip — -
e fchip

Figure 2.8: Time and frequency domain illustration of the PRN phase modulated heterodyne
signal. The frequency spectrum of the PRN modulated signal is that of the PRN sequence centred
at the signal frequency, f.
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Chapter 2 Digitally enhanced heterodyne interferometry

2.5 PRN demodulation

Conventional heterodyne detection responds to the vector sum of all interferometric signals
arriving at the photodetector. Phase information belonging to each signal is lost because
there is no way to distinguish them. When the interrogating beam is modulated with
PRN, different signals originating within the interferometer can be isolated based on their
unique electro-optic propagation delays by demodulating (or decoding) the photodetector
output with appropriately delayed copies of the modulating PRN code. The decoded
signal can then be time-averaged to exploit the auto-correlation properties of PRN.

A crucial property of PRN demodulation is that the multiplication of two identical and
delay matched codes results in p(t — ;) - p(t — 1) = 1, and p(t — 7;) - p(t — 7;) produces
another random sequence (which is not necessarily an m-sequence). Signals with different
electro-optic propagation delays relative to the demodulating sequence therefore remain
as broadband noise. This process is illustrated in Figure 2.9.

]
Modulated signal VV\I\/I/\I\/\/I/\I § I Correctly demodulated signal
E F 4
L
Correctly delayed 1 <
PRN sequence L LI |—|-1 r
Demodulated signal \/\/\/\V/\V/"\V/\//
fn Frequency (Hz)
]
Modulated signal \/I/\I\/I/\I\/\/V\I S I Incorrectly demodulated signal
E F 4
£l
Incorrectly delayed 1 <
|l Broadband noi ]
PRN seqUence _I I—I I—|_1 roa a(7 noise
Demodulated signal \/I/\N\/V\/\N\\/ ORI ITTTTT1 [T 1| TTTTTIT AP

fn Frequency (Hz)

Figure 2.9: Time and frequency domain illustrations of correctly (top) and incorrectly (bottom)
demodulated signals.

2.5.1 Multiplexing

A key advantage of DEHI is its ability to interrogate individual interferometric signals at a
single photodetector based on their specific electro-optic delays, whilst suppressing spuri-
ous interference that would otherwise limit measurement sensitivity. This multiplexing
capability depends on the spatial resolution—or optical ‘range-gate’—of the modulating
PRN sequence.

The range-gate of a modulating PRN sequence is the length of an individual PRN chip
fenip Propagating at the speed of light ¢ through a medium of refractive index n
c

dr >
" nfchip

(2.13)

and describes the minimum tolerable optical path length separation of two signals such
that they can be individually resolved at the detector. If two signals originate from within
the same range-gate, then they will be unable to be resolved as they will both be partially
recovered during demodulation, limiting the achievable measurement sensitivity due to
cross-talk.
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2.5 PRN demodulation

Figure 2.10 shows a multiplexed digitally enhanced heterodyne Mach-Zehnder interfero-
meter implemented in optical fibre where one of the arms has been split into three paths
with different optical path lengths. Light propagating through each path will experience
a unique time delay 75 proportional to its total optical path length Ly

nly,

Th = (2.14)

Cc

where c is the speed of light in vacuum, and n is the refractive index of the optical fibre.

Optical path length
Pseudo-random noise differences
ST LI e
0 " Demodulators Measured phase
! }
) Photodetector
—_— b
— P2 —
Fiber laser AOM
éLo
Time delays ]| Phasemeters
+fn T
Local oscillator—/Y

Pseudo-random noise

Figure 2.10: Multiplexed digitally enhanced heterodyne Mach-Zehnder interferometer.

The electric field at the photodetector consists of the sum of the three PRN modulated
signals, interfered against the local oscillator field. Ignoring DC terms, the measured
interference signal s(t) is

s(t) = Ef |o1 cos(2mfut + o — 61 — me(t — 11))
+ o COS<27Tfht+(Z5LO — ¢ —ﬂC(t—Tg)) (2.15)

+ agcos(2m fut + ¢ro — ¢3 — we(t — 73))]

where Eg is the total optical power delivered by the fibre laser, a; is an attenuation
coefficient, f; is the heterodyne beat note frequency, ¢, and ¢ro represent the phase of
the individual paths and local oscillator respectively, and ¢(t — %) € [0, 1] is the PRN code
delayed by 7. The identity cos(6 £ w) = — cos(f) allows us to simplify equation (2.15),
again using the equation p(t — 7) = 1 — 2¢(t — 7) to map c(t) € [0,1] to p(¢t) € [1,—1]:

s(t) = Ej |a1p(t — 11) cos(2m fot + dro — é1)
+ ao p(t — 12) cos(2m frt + dro — P2)
+ Oégp(t — 7'3) COS(27Tfht + ¢LO — ¢3)]

Assuming the differential optical path lengths of the three arms are greater than the
modulating PRN code’s range-gate, we can isolate the the first signal by demodulating
s(t) with the appropriately delayed PRN code p(t — 7):

di(t) = s(t) - p(t —m1)
= E02 a1 COS(27Tfht + ¢ro — ¢1)
+aop(t — 1) - p(t — 72) cos(2m fnt + dro — ¢2)

+asp(t =) p(t = 73) cos(2nfut + 610 — ¢3)]
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Chapter 2 Digitally enhanced heterodyne interferometry

The signal-to-noise ratio of the demodulated signal d;(¢) can then be improved by aver-
aging over the full length of the PRN code (or at least some fraction of it) to benefit from
the auto-correlation properties of m-sequences described in Section 2.3. Averaging over
the full code length L yields

L
Z di(t) ~ Eg [alL cos(2m fpt + dro — é1)
— agcos(2mft + dro — ¢2)
— agcos(2m fut + dro — d3)]

(2.16)

which shows that the time-averaged correctly demodulated signal is approximately L times
greater in amplitude than the incorrectly demodulated signals.

2.6 Field-programmable gate-arrays

Field-programmable gate-arrays are integrated circuits that contain arrays of configurable
logic blocks that can be wired together via programmable interconnects [73]. Individual
logic blocks can be configured to perform basic combinational logic operations (e.g., AND
and XOR operations) and store information using registers. Multiple logic blocks can be
configured in series and /or parallel to perform complex digital signal processing algorithms.

FPGASs have inherently parallel and deterministic architectures, making them well suited
to low-latency, high-throughput applications that would otherwise not be implementable
using a central processing unit (CPU). That being said, the relatively high complexity of
some operations like floating point division are better suited to dedicated hardware, such
as the dedicated floating point units found in modern CPUs.

FPGAs are configured using code written in a hardware description language (e.g., VHDL,
Verilog [74]) that is translated into hardware level logic by dedicated software. The FPGA
implemented DSP discussed in this thesis was programmed using LabVIEW to target a
National Instruments (NI) FPGA development platform.

2.6.1 Integer arithmetic

Numbers in the hardware description language are typically represented as unsigned or
signed N-bit integers. Unsigned numbers can represent any positive integer between 0
and 2V-1, whereas signed N-bit numbers can represent both positive and negative integers
between —2V~1 and 2V-1 — 1.

Integer addition, multiplication, and subtraction are well supported arithmetic operations
within the FPGA. Division, however, is not well supported due to inefficient consumption
of logic resources [74]. For this reason, division in the FPGA is almost exclusively lim-
ited to inverse powers of two, 27, which can be performed efficiently by bit-shifting the
number to the right by X bits. Division by non-powers of two can be performed using
a combination of bit shifts and multipliers. For example, division by five can be approx-
imated by multiplying the number by 205, and then bit shifting it to the right by 10
(i.e., dividing it by 1024), where the resulting fractional error disappears since the FPGA
rounds down to the nearest integer.
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Chapter 3

Phasemeters

3.1 Introduction

The term phasemeter is used to classify any device that measures the phase of an oscillating
signal. Phase can be measured in various ways, and three of the most common approaches
are zero-crossing detection, which infer phase by measuring the time interval between zero-
crossings of two periodic signals; in-phase (I) and quadrature (Q) demodulation, which
measures phase by calculating the inverse tangent of the signals’ orthogonal I and Q
components; and phase-locked loops (PLLs), which use feedback to continuously update
the phase of a local model of the periodic signal, thus providing a measurement of the
phase itself.

3.1.1 Zero-crossing detector

Zero-crossing detectors (ZCD) infer the phase difference between two signals by measuring
the interval of time At between relative zero-crossings between signals, which is propor-
tional to their phase difference A¢ as illustrated in Figure 3.1. For zero-crossings in a
single direction (e.g., negative to positive), phase is calculated using the equation

Ap = <§1§> 21

where T' is the measured period of oscillation.

Because the ZCD is only sensitive to zero-crossings, its effective sampling frequency is equal
to the frequency fj of the input signal (or twice f, if both zero-crossings are detected in a
single cycle). This means the ZCD ignores all phase information between successive zero-
crossings, and that any noise at integer multiples of f; will alias into the measurement as
shown in Figure 3.2.

Zero-crossing detectors are simple to implement and are accurate enough for many applic-
ations requiring rudimentary phase measurements. Their use is limited, however, when
either of the two input signals has a low signal-to-noise ratio (SNR) and/or more than a
single harmonic, since these conditions can both trigger spurious zero-crossings.

3.1.2 In-phase and quadrature demodulation

In-phase and quadrature (IQ) demodulation measures a signal’s phase by calculating the
arctangent of its in-phase and quadrature components. Consider the input signal

Sin(t) = Asin(wint + ¢in) (3.1)
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Figure 3.1: Zero-crossing detector phasemeter concept. The time interval between zero-crossings

of two periodic signals is proportional to their phase difference.
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Figure 3.2: Illustration of how noise aliases into the measurement of a zero-crossing detector.
Because ZCDs are only sensitive to zero-crossings, they can be thought of as effectively re-sampling

the input signal at its frequency, f,. This causes noise at integer multiples of fj to alias to DC

Aliasing

where it is indistinguishable from the signal’s true phase.

with amplitude A, frequency w;jy,, and phase ¢;,. The I and Q components of s;,(t) can
be resolved via demodulation with orthogonal local oscillators

51(t) = B cos(wint + ¢1r0)
S9 (t) =B Sin(wint + ¢LO)

which have amplitude B, frequency wj,, and common local oscillator phase ¢ro. Mul-
tiplying s, (t) separately with sq(t) and sa(t) gives us

sy (t) = sin(t)s1(t)
= Asin(wint + ¢in)B cos(wint + ¢r0)

= ATB ( sin(A¢) + sin(2wint + Gin + ¢LO)> (3.2)

26



Chapter 3 Phasemeters

and
SM,Q (t) = Sm(t)Sg (t)
= Asin(wint + ¢in) B sin(wint + ¢10)
= ATB ( cos(A¢) — sin(2wint + Gin + dJLO)) (3.3)

where A¢p = ¢, —pro. Equations (3.2) and (3.3) contain the Q and I components sin(Ag)
and cos(A¢) needed to calculate A¢, as well as non-linear second harmonics generated by
the multiplication process: sin(2w;n,t + ¢in + ¢r0). Before the I and Q components can
be isolated, the second harmonic component must first be removed using a low-pass filter.
After filtering, equations (3.2) and (3.3) become the I and Q components of s;,():

sr(t) = ATB cos(Ag) (3.4)

sQ(t) = A7B sin(A¢) (3.5)

The phase difference A¢ is recovered by calculating the inverse tangent of sg(t) and sy(t):

A¢ = tan! <3Q(t))

= tan~! <SID(A¢)> (3.6)

A consequence of I and Q demodulation is the discontinuity in the calculated phase A,
bounded by the asymptotic limits of the inverse tangent function at 7. Whenever A¢
exceeds these limits it will immediately ‘wrap’ by 27 to the opposite boundary. The
calculated phase must therefore be unwrapped in order to reconstruct a continuous meas-
urement of Ag.

The amplitude of the input signal can be measured using Pythagoras’ theorem, and ac-
counting for the multiplication gain by scaling the result by %:

— %LQB\/siHQ(A¢) + cos?(Ag)
=A

(3.7)

Whilst T and Q demodulation phasemeters are highly effective at measuring phase, they
are not easily implemented in a field programmable gate array. Division at high numerical
precision requires a substantial amount of FPGA resources, and in practice it is more
efficient to perform division and any subsequent calculations using a central processing
unit instead. A disadvantage of using a CPU is that the calculation of phase cannot be
performed in hard real-time, which may have some implications for applications requiring
low-latency feedback of phase information.

3.1.3 Phase-locked loop

Phase-locked loops measure phase by generating a local oscillator whose phase is propor-
tional to that of the input signal. The phase of the local oscillator is continuously updated
using a feedback loop that detects and corrects any phase error between the two signals.
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3.1 Introduction

The two primary functions of the PLL are to: 1) detect the phase error between the LO
model and the input signal; and 2) update the LO model. The phase error is detected
using a frequency mixer. The LO model is updated by adjusting the phase of a locally
generated signal proportional to the detected phase error. The functional architecture of
a PLL is illustrated Figure 3.3.

sin(t) = Asin(wit + ¢1) ————>»  Detect

» phase error

> Ad = ¢1 — ¢

spo(t) = Bcos(wat + ¢2) Update local
oscillator model

Figure 3.3: Functional architecture of a phase-locked loop.

Consider the input signal s;,(t) and local oscillator spo(t) with amplitudes A and B,
angular frequencies wy and we, and phases ¢ and ¢o:

sin(t) = Asin(wit + ¢1) (3.8)
spo(t) = B cos(wat + ¢2) (3.9)
The multiplication of s;,,(t) and spo(t) gives us

sm(t) = sin(t)sro(t)
= Asin(wit + ¢1)B cos(wat + ¢2)

= ATB(sin (w1 —wa)t + @1 — P2) +sin (w1 + wa)t + ¢1 + @))
= A7B(Sin ((wl - Ldz)t + A¢) + sin ((o.q + CUQ)t + o1 + (Z)g)) (3.10)

where A¢ = ¢1 — ¢2. Assuming wy = we ~ w, equation (3.10) becomes:

AB
sp(t) = 7(sin (AQS) + sin (2wt +¢1 + gi)z))
When the PLL is locked, the relative phase difference between s1(t) and s2(t) is very small
(A¢p < 1), allowing us to simplify sy/(¢) further using the small angle approximation for
sine (sin(f) ~ 6 for 6 < 1):

sy(t) = A—B(Aqﬁ—i—sin (2wt + ¢ +¢2)) (3.11)

2
Equation (3.11) states that when the PLL is locked, the mixed signal is proportional to
the sum of the phase error A¢ and the second harmonic sin (2wt + ¢ + ¢2) generated
by the mixing process. The second harmonic behaves non-linearly and can be suppressed
using a low-pass filter, yielding:

4B

sp(t) = 7A¢ = ATB(% — ¢2) (3.12)

The filtered signal sp(t) is thus proportional to the relative phase difference A¢ of the
two signals s;,,(t) and spo(t), scaled by the frequency independent mixer gain M = ATB.

Phase-locked loops work in a similar way to IQ demodulation, except there is no need
to calculate the inverse tangent of the ratio between sg(t) and s;(t) since the feedback
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loop continuously forces A¢ < 1. This can be intuited as the orthogonal axes of the I
and Q demodulating LOs rotating with those of the input signal. When A¢ <« 1, the
demodulated I and Q components from equations (3.4) and (3.5) become

sy(t) = A7BCOS(A¢)) R A7B (3.13)
solt) = %B sin(Ag) ~ %BM (3.14)

since cos(f) ~ 1 and sin(f) ~ 6 for § < 1. Phase information A¢ is therefore contained
entirely within the quadrature demodulated component sg(t), and amplitude information
is contained entirely within the in-phase demodulated component s;(t). This has the
benefit of removing any need to divide sg(t) by sr(t) since

1 [ sin(A¢) -1
tan™! [ Z——2 ) ~tan"! (Ag) ~ A
(o) ~ o 20)
where tan=1(0) ~ 6 for § < 1. Phase-locked loops therefore have an advantage over 1Q
demodulation in that no division or inverse tangent calculations must be performed to
retrieve a continuous phase error signal proportional to A¢, making them well suited to
high throughput applications when implemented using field-programmable gate-arrays.

Despite their advantages over ZCD and IQ demodulation phasemeters, PLLs are consid-
erably more complicated to design and optimise because of their dependence on feedback
control. Phase-locked loops also experience an inherent bandwidth limitation due to the
frequency dependent gain of the control system, limiting their ability to measure phase
disturbances that occur faster than the loop bandwidth. Furthermore, the phase readout
is only reliable when the PLL is behaving linearly, which is when the small angle approx-
imation is valid (i.e., when A¢ < 1). If this condition is not satisfied then the measured
phase will suffer non-linearities proportional to sin(Ag).

3.2 Phase-locked loop design and implementation

Phase-locked loops are a core component of the internally sensed optical phased array.
The relative phase error between the input signal and the LO model is detected using
a digital multiplier, and the second harmonic generated by the multiplication process is
attenuated using a low-pass filter. The detected phase error is fed back through a controller
to update the phase of the LO model, which is implemented digitally as a numerically
controlled oscillator (NCO). The NCO is used as a reference against which to measure the
phase of the input signal (essentially defining ¢ = 0 in equation (3.9). This means that
any detected phase errors are proportional only to disturbances in the phase of the input

signal, ¢;.

The PLL design presented here was in large part inspired by work performed by Daniel
Shaddock et al. [75] and Oliver Gerberding et al. [76, 77] for the Laser Interferometer
Space Antenna gravitational wave observatory [78].

3.2.1 Design requirements

The performance of the PLL can be characterised by three performance metrics:

1. Sensitivity ¢, which defines how sensitive the PLL is to phase disturbances of
the input signal;
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3.2 Phase-locked loop design and implementation

2. Bandwidth fgw, which describes the range of frequencies over which the PLL can
track phase; and

3. Throughput f,pdate, which describes the frequency with which the PLL provides
an updated phase measurement.

The PLL presented here has been designed to achieve a measurement sensitivity of ¢min <
1 peycle/v/ Hz!, a bandwidth fgw of up to 100 kHz; and a throughput of Jupdate > 1 MHz.

3.2.2 Discrete-time transfer function models

The PLL presented here was designed using a combination of transfer function (TF) and
time-domain models prior to implementation in an FPGA. This approach afforded us the
flexibility to quickly evaluate different PLL configurations. Details of the PLL’s transfer
function model are provided in Section 3.3.

Each component in the PLL is represented as either a gain or discrete-time transfer func-
tion in the z-domain?. Components with frequency dependent transfer functions are de-
scribed using the parameter z = exp(j27 f/fs) where fs represents the sampling frequency
of the discrete-time system and f represents the continuous frequency variable from 0 to

fs [79].
3.2.3 Physical architecture

The physical architecture of the digitally implemented PLL is shown in Figure 3.4, identi-
fying the different sub-components used to perform the functions shown in Figure 3.3.

Qut-of-loop
LPF Controller integrator
sin(t) = Asin(wit + ¢1) \ 4){ PI > Z —» Ap =1 — P
In-loop
integrator
spo(t) = B cos(wat + ¢2) U € Z «—P<

NCO

Initial frequency
estimate

Figure 3.4: Physical architecture of a digitally implemented phase-locked loop. The input signal
is mixed with a local oscillator that is generated using a numerically controlled oscillator. The
mixed signal is low-pass filtered and passed through a controller before being fed back to update the

local oscillator. The output of the controller is proportional to frequency error, which is integrated

out-of-loop to recover phase.

The input signal s;,(t) = Asin(wit + ¢1) is mixed with a local oscillator spo(t) =
B cos(wat + ¢2) that is generated using a numerically controlled oscillator. The mixed
signal is then low-pass filtered to suppress the second harmonic and passed through a con-
troller. The output of the controller is proportional to the instantaneous frequency error

!This requirement is adapted from the Laser Interferometer Space Antenna mission requirement for a
phasemeter precision of approximately 1 ucycle [77].
2The z-domain is the discrete time analogue of the Laplace domain.
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between s;,,(t) and spo(t), which is used to correct the PLL’s initial frequency estimate.
The corrected frequency is then integrated in-loop over a fixed range (proportional to 0 to
27) to generate a periodic phase signal used by the NCO to generate the local oscillator.
The output of the controller is proportional to frequency error, which is converted into
phase using an out-of-loop integrator.

3.2.4 Digital multiplier

The digital multiplier is used to estimate the phase-error between the input and LO signals.
This process is described mathematically in Section 3.1.3.

The gain for the digital multiplier is:

AB
M===-2¢

where A and B are the amplitudes of the input and NCO, and @ is a truncation factor
used to resize the output of the multiplier. The overall gain of the PLL is sensitive to the
amplitude of the input signal, which could potentially lead to unstable behaviour if the
PLL’s controller is not configured appropriately.

(3.15)

One way to overcome the mixer’s amplitude dependent gain is to implement an automatic-
gain algorithm that scales the controller gain proportional to the input signal’s amplitude.

3.2.5 Low-pass filter

A rate-reducing low-pass filter is used to suppress the second harmonic generated by the
mixer, and must be designed carefully to ensure that the attenuated non-linear second
harmonic does not corrupt the PLL’s measurement bandwidth. The type of filter used in
this system is a constant coefficient finite impulse response (FIR) second order cascaded
integrator comb (CIC) filter, selected primarily for its linear phase response and efficient
implementation in FPGA [80]. A block diagram of a second order CIC filter is shown in
Figure 3.5.

Integrators Combs

—1 |g —1 |g »l . —1 » .—1
- - » »

z

+ + . -
in out
+ ¥ + T

Rate reduction

Figure 3.5: Block diagram of a second order CIC filter. The input is integrated across two
consecutive discrete-time integrators. The output of the second integrator is then re-sampled at

fs/R and then passed through two consecutive differentiators (combs).

Cascaded integrator-comb filter

Cascaded integrator-comb filters consecutively integrate the input signal N times, re-
sample the output of the N’th integrator, and then pass the rate-reduced integrated signal
through N consecutive differentiators (which are often referred to as ‘combs’®).

3Differentiators are often referred to as ‘combs’ because their frequency-domain transfer functions look

like hair-combs.
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3.2 Phase-locked loop design and implementation

The transfer function of N consecutive discrete-time integrators all running at the full

sampling rate f; is:
1 N
I(z)=—— 3.16
0= (=) (3.16)

The transfer function of a rate-reduced discrete-time differentiator operating at f;/R is:
D(z) = (1-28)" (3.17)

The overall transfer function of an N’th order CIC filter is thus:

L(z) = (“Z_R>N (3.18)

1—2-1

The gain of an N’th order CIC filter at frequencies f < f, is equal to R!:

N
|Hr ()l f<f, = <7{jf sin’” (WRJ{“:))
I, AN
f <Rf>
o (3.19)

3.2.6 Controller

The controller used in the PLL combines proportional (P) and integral (I) control elements.
The proportional controller responds immediately and proportionally to the magnitude of
any detected phase disturbances. The integral controller provides long term feedback by
integrating the instantaneous phase error over time to eliminate residual steady-state error
(SSE). Both P and I controllers are scaled by a tunable ‘global’ gain K¢, allowing a fixed
ratio between Kp and Kj. The PI controller configuration is shown in Figure 3.6.

Proportional gain Global gain

out

in

>

Integrator Integral gain

Figure 3.6: Proportional-plus-integral controller implemented in the PLL. The proportional con-
troller provides immediate feedback, proportional to the magnitude of the input phase error ® ;..
The integral controller provides long term stability by integrating ®¢,,.,- over time to eliminate
steady-state error. The combined proportional plus integral control output is scaled by a tunable

global gain.

The motivation for using proportional-plus-integral (PI) control (as opposed to purely
proportional control) is that it can provide a non-zero constant output even when the
phase-error at the input is zero. This is important because a) it is possible for the frequency
of the input signal to change over time, and b) if the initial estimate of the input frequency
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is incorrect then there will be a constant frequency error that must be compensated.
Integral controllers overcome SSE by applying feedback proportional to the time integrated
SSE, which increases in magnitude the longer the error persists.

The discrete-time transfer function of the controller’s integrator is

K
K = — 3.20
)= (3.20)
where K7 is the integral gain. Equation (3.20) can be represented in terms of frequency
f by substituting the discrete time z-parameter

Z = exp <j27r;c> (3.21)

where f represents the variable frequency, R is the number of points in the LPF, and fs/R
is the effective sampling rate of the integrator. This gives us:

Ky

Filh) = 1 —exp (—jz#%)
B {exp (jﬂ%) — exp (—jﬂ'%)} exp (—jﬂ'%)
- [2]' sin <7T%>} exp (jﬂ'%)

o I
j2m ( 7 )
where the small angle approximation has been used to simplify sin (ﬂ'%) ~ Tr%f and

exp (jw%) =~ 1 since we are interested in frequencies Rf < f;. The transfer function of

(3.22)

the overall controller is:

K(z) = (Ki(2) + Kp) Kg

= | —L — +Kp| K¢ (3.23)

The controller’s gains Kp, Kj, and K¢ are used to tune the gain of the PLL.

3.2.7 Frequency compensator

The frequency compensator updates the frequency of the LO model fro by adding the
instantaneous frequency error fe..o to the initial frequency estimate finitiai:

fLO = finitial + ferror (324)

The frequency compensator has unity gain.

Representing frequency in the FPGA

Frequency f is represented in the FPGA as an integer (identified by capital F' with units
‘counts’) according to

F = ﬂoor{foD} (3.25)

S
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3.2 Phase-locked loop design and implementation

where f represents the true frequency in Hertz, fs is the sampling frequency of the discrete
time system in Hertz, and 27 is the size of the in-loop integrator used to convert frequency
into phase (described in Section 3.2.8).

The smallest frequency fuin (when F' = 1) that can be represented is:

f

fmin = 2%

For example, if the sampling rate of the FPGA is f; = 40 MHz and the desired frequency
resolution is 100 mHz, then the exponent of the integrator must be at least:

D = ceil {log2 <ffs ) }
. 40 MHz
D = ceil {10g2 <1001n1—1z> }

= ceil {28.58} = 29 bits

3.2.8 In-loop integrator

The in-loop integrator accumulates Fro at the full sampling rate fs over a finite range,
forcing it to ‘wrap’ periodically at fro, generating a signal that is proportional to the
instantaneous phase of the local oscillator modulo 27. True phase ¢ (in radians) is mapped
into an integer phase ® (in counts) via:

o = ﬂoor{;;_QD} (3.26)

The size of the integrator 27 is balanced against other parameters in the system to min-
imise quantisation noise and resource utilisation.

The in-loop integrator’s transfer function is

P(z) =

where G p is a frequency independent gain, f is variable frequency, and f; is the integrator’s
sampling rate.

The periodic phase signal ® produced by the phase accumulator produces the address A
used to access elements in the sine look-up table (LUT). If the number of entries in the
LUT 2% does not equal to the size of the phase accumulator 2°, then ® must be scaled
by Gp = 2T =2L-P;

A=3Gp = 2" = p2-°P
When T < 0 the scaling operation is a division by a power of 2, which is performed in the

FPGA by bit-shifting ® to the right by T bits.

3.2.9 Numerically controlled oscillator

The numerically controlled oscillator generates the local oscillator signal using a LUT
containing a single cycle of a digitised sine wave. Each address in the LUT corresponds
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Integrator Sine
21 | Look-Up Table
X o
F LAY L > NN\

* Scaling

¢inj

Figure 3.7: Block diagram of a numerically controlled oscillator. Frequency F' is continuously
integrated and scaled by the frequency independent gain parameter G p to create an address used
to access the elements of a sine look-up table. The phase of the local oscillator can be manipulated
by injecting a phase signal ¢i,; in to the output of the integrator.

to a particular phase of the sine wave between 0 and 27. For a LUT with 2% addresses,
the address A is mapped to phase ¢ (in radians) by

A
¢ =2m = SA (3.27)

where S = g—’{ is the effective gain of the NCO. Figure 3.7 shows the physical arrangement
of the NCO.

3.2.10 Phase recovery

Phase error ¢e,ror is recovered by:

1. integrating the frequency error Fg,,. at a known sampling rate f,u¢;
2. converting its units into radians using equation (3.25); and then

3. dividing by the rate at which Fg.., is integrated (fout)-

This is represented mathematically as:

1
d)error = <f; . > ZFerror (328)
2 f out
The rate at which F,.o is integrated, fou:, relates to the FPGA sampling rate fs by
fout - %

where N is the total rate decimation prior to the out-of-loop integrator. Using this,
equation (3.28) simplifies to:

N
¢error = <2D> ZFerror (329)

Whilst the integration of fe,or is performed on the FPGA, the scaling by N/2P should
be performed using a CPU to calculate ¢error with floating point precision.

The transfer function of the phase recovery integrator is:

N 1

G =5 7=
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3.2 Phase-locked loop design and implementation

Dynamic range

The dynamic range (DR) of the PLL describes the ratio between the maximum and min-
imum measurable phase signals, often expressed in decibels:

DRgp = logyg <j)mam>

The smallest signal the PLL can measure depends on its noise-floor (discussed in Sec-
tion 3.5.3). The largest signal the can be measured by the PLL depends on the size of the
out-of-loop integrator used to convert the frequency error into phase. If the size of the
out-of-loop integrator is 27, then the maximum range of the integrated frequency error
S Ferror s +2P=1 We can then use equation (3.29) to calculate the maximum range of

the phase measurement:
N _
(bmax =4 <2D> 2P !

The total measurement range is therefore:

2P 2P
- <N2D+1> <¢=< <N2D+1>

3.2.11 Using in-phase demodulation to measure amplitude

Assuming the PLL is locked and behaving linearly, it is possible to measure the amplitude
of the input signal s;,(t) = Asin(wt + ¢4,) by demodulating it using a second, in-phase
local oscillator:

sLo2(t) = Bcos (wt + ¢+ g) = Bsin(wt + ¢)

This requires the generation of a second LO that is locked 90 degrees out of phase with
the primary LO used in the PLL, and the implementation of a second digital multiplier
and LPF as shown in Figure 3.8.

Out-of-loop
LPF Controller integrator
—)@—) \ —>|PI > E —» Phase
In-loop
integrator
Sin(t) — Noe— X

NCO
+m/2 »
Initial frequency

estimate

\. > Amplitude
LPF

Figure 3.8: Modification to the physical architecture of the PLL enabling it to measure amplitude
using a second out-of-loop demodulator and local oscillator orthogonal to the one used in the

feedback loop.
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Assuming f < fs, the signal leaving the LPF is

AB __
SLPF(t):7'2 Q‘R
where ATB is the mixer gain, 2~ is the truncation at the output of the mixer, and R is

the number of points in the LPF. The amplitude of the input signal is thus:

A— SLPF(t)2Q+1

B-R

3.3 Linear transfer function analysis

Phase-locked loops behave non-linearly due to their multiplicative feedback. Despite this,
it is possible to analyse PLLs under the assumption it is operating linearly. By assuming
the LO is phase-locked to the input signal, and that disturbances in the phase of the input
signal are small and sufficiently slow?, we are able to construct a linear transfer function
model to investigate the PLL’s measurement sensitivity, bandwidth, and stability.

The PLL’s measurement sensitivity is limited by quantisation noise that is introduced
whenever a signal is re-quantised by truncation®. Signal truncation is necessary to avoid
excessive utilisation of FPGA resources, so it is crucial to understand exactly how it
influences the PLL’s performance. The purpose of this analysis is to understand how
noise entering the loop at different locations affects the PLL’s measurement sensitivity,
and in the process develop an intuition for designing PLL’s that are balanced in terms of
performance and resource utilisation.

The linear transfer function model of the digitally implemented PLL is shown in Figure 3.9.
For this analysis we will consider quantisation noise that is injected into the loop after the
mixer, controller, and in-loop phase accumulator due to truncation, as well as amplitude
quantisation noise introduced at both the ADC and NCO. The analysis will establish how
to intuit the effect quantisation noise has on the phase measurement when introduced
elsewhere in the loop (for example after the low-pass filter).

6ADC Nmizer MNe
F = Perror * ) 4
¢signal ¢ > M ;\.L/ > L(Z) > KI(Z) ;C) » Kc > I(Z) Dout
RO S A
¢LO Kp
sro—»P o
S |« <« P(z) |«
(bLUT N ( ) fe’rror

Figure 3.9: Linear transfer function model of the PLL shown in Figure 3.4. Noise is injected
into the loop at various locations due to amplitude and phase quantisation noise. The linear

approximation of the system is only valid when ¢eppror < 1.

4Any phase disturbances that occur faster than the tracking bandwidth of the PLL cannot be tracked

and will result in non-linear behaviour.
STruncation is the division of a digital signal by a power of 2.
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We'll begin our analysis by defining ¢error. We can see immediately from Figure 3.9 that

¢error = ¢m - ¢LO (330)
¢m = ¢signal + 5ADC (331)
¢LO = S(np + P(Z)ferror) + 6LO (332)
and
ferror = Ka [ (K1(2) + Kp) L(2) (Mmizer + M ¢error) + 770] (3.33)

Substituting Equation (3.33) into Equation (3.32) gives us

¢ro = Snp + SP(z) [KG [ (Ki1(2) + Kp) L(2) (mizer + Merror) + "CH +or0

which, when substituted into Equation (3.30) yields

Gerror = Gin — [snp + SP(z) [KG [A(2) (Mmizer + M ¢error) + nc]} + 5LO] (3.34)
where
A(z) = L(2)(K1(z) + Kp) (3.35)
and:
B(z) = SP(z) (3.36)

Grouping the ¢error terms on the left-hand side and expanding the right-hand side gives
us:

¢error 1+ MA(Z)KGB(Z) = ¢zn - Snp - B(Z)A(z)nmil‘er - B(Z)UC - 5LO (337)

The MA(z)KgB(z) component on the left hand side of Equation (3.37) is called the
open-loop gain, Gor(z):

Gor(z) = ML(2)Kq(Ki(z) + Kp)P(2)S (3.38)

We can rearrange equation (3.37) to reveal the effect each signal entering the loop has on

¢error:

¢ _ ¢m - Snp - A(Z)KGB(Z)nmixer - KGB(Z)T/C - 5LO
error 1t GOL(Z)

(3.39)

Equation (3.39) tells us how the loop influences ¢y ror, but we are more interested in the ef-
fect the loop has on the output measurement ¢gy¢. Substituting ¢e,ror into equation (3.33)
and multiplying by the out-of-loop integrator I(z) gives us:

¢out = I(Z)fe'rror
= I(Z)KG [A(Z) (nmi:cer + M(z)error) + 77(:}

</>m - Snp - C(Z)nmixer - KGB(Z)TIC - 5LO> + n :|
1+ Gor(z) N

(o) Kg [A(z) (nmm +M
(3.40)
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where the substitution C(z) = A(z)KgB(z) has been made for clarity. The noise contri-
butions 7. and 7mizer can be grouped and simplified further since

MA(2)?*KqB(z Kg+ Gor — Gor
A(Z)nmixer - ](.‘{)‘GOL ( )nmixET = A(Z) ( 1 + GOL
 A(R)Ke
- 1 + GOLT’merT
and

e — MA(Z)KGB(Z)77 _ 14+ Gor(?) - Gor()

¢ 1+GOL(Z) ¢ 1+GOL(2)

K¢

B 1+ GOL(Z)nc

Condensing equation (3.40) and rearranging yields:

bout = 1(:) K 402121 (

Gin — Snp — 5Lo> A(z)

1+ Gow(z) 1+ GoL(z)

Nmizer m

TNe

(3.41)

Equation (3.41) describes the forward loop gain of each signal entering the loop, and tells
us how they influence the output measurement ¢,;. The individual transfer functions
from each signal entering the loop to ¢oy: are:

¢out
¢in

(Z)out

¢0ut

Ne

¢out

Tp

¢0ut

In the high gain limit when Gor(2z) > 1 we can approximate the denominator as

Tmizer

dro

I(z)ML(z) (K1(2) + Kp) K¢

= 1+ Gor(2) Gin

_1(z)L(2) (Ki1(2) + Kp) Kg

= 14 GOL(Z) Nmizer
I(z)K¢

T 1+ Gorx)"
I()ML(2) (K1(2) + Kp) KcS

o 1+ Gor(2) o
_ _1()L(2) (Ki(2) + Kp) KgM
1+ GOL(Z) LO

1+ Gor(z) = Gor(2)

allowing us to further simplify equations (3.42) to (3.46):

¢out

¢out

¢out

¢out

¢out

¢in

Nmizer

TMNe

Tp

dro

_ 1)
= gt
~ Iz

= anixer

P(z)SéLO

(3.42)
(3.43)
(3.44)
(3.45)

(3.46)

(3.47)
(3.48)
(3.49)
(3.50)

(3.51)
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We can see from equations (3.47) to (3.51) that the worst location to truncate is at the
output of the in-loop phase accumulator where 7, is suppressed only by P(z). The best
location to truncate is at the output of the controller where 7). is suppressed by the full
open-loop gain. This is somewhat counter intuitive, but it does highlight an important
lesson: any signal injected into the loop is suppressed by all transfer functions that precede
it in the loop on the way back to measurement point. Noise introduced at the mixer
Nmizer 18 preceded by M, S, and P(z) on the way back through the loop to ¢pu:. We can
therefore infer that any noise introduced at the output of the low-pass filter nypr would
be suppressed by L(z), M, S, and P(z):

1(z)

Dout = WULPF

NLPF

(3.52)

Now that we have expressions that define what kind of influence quantisation noise has
on the output measurement ¢z, it is necessary to quantify it.

3.4 Quantisation noise

Quantisation noise is a consequence of the discrete resolution of digital signals and is re-
lated to a signal’s least-significant bit (LSB). Quantisation noise is added to the system
when an analogue signal is digitised (at an analogue-to-digital converter (ADC) for ex-
ample), or whenever a digital signal is truncated (or re-quantised). Quantisation noise can
generally be assumed to be purely random and uniformly distributed (spectrally white)
across one LSB. This is an idealisation for the purposes of analysis, so it should be noted
that quantisation noise is not always necessarily white®, an example being digitised sine
waves.

Let z be a random variable representing the LSB of a signal. The standard deviation of

o= ¢ /_ " o) — )2 da (3.53)

where Z represents the statistical mean of z and p(x) is its probability density function. If
the quantisation noise is uniformly distributed across —LSB/2 and LSB/2 then the PDF
is described as:

1 LSB LSB
—== for — =22 > g > =22
p(:B) — LSB 2 2 (354)
0 elsewhere

then the statistical mean of p(z) is Z = 0. The standard deviation is thus

LSB/2
o= —xQ dx
/ LsB/2 LSB
1 23|LSB/2
LSB 3 —LSB/2

1 LSB3+_LSB3
~\/LSB | 24 24

_ LSB
V12

5Quantisation can be forced white by dithering the LSB with pseudo-random noise.
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and the variance, o2, is:

, LSB?
12

g

The variance of random noise digitised at a sampling frequency f; is related to the single-
sided power spectral density (PSD) S, (f) by:

) fs/2
o= [ s
0
If S;(f) is constant (spectrally white) then the relationship becomes

o® = S"”(g)fs (3.55)

The single-sided PSD of uniformly distributed quantisation noise is thus:

202  LSB2
=5 =6/ (3.56)
S S

A more useful representation is the root power spectral density (RPSD), S,(f), which is
normalised to a 1 second averaging window and is proportional to amplitude:

~ LSB

The amplitude normalised RPSD of quantisation noise for a signed N-bit signal is:

Sz (f)

g 9—(N-1)
For an unsigned N-bit integer it is:
- 2—N
Se(f) = 7=

V6/fs

3.4.1 The effect of amplitude quantisation noise on phase

Figure 3.10 illustrates how amplitude quantisation noise affecting the input and local
oscillator signals translates into phase noise. Rotations of s(¢) in a static reference frame
correspond to changes in the signal’s phase, ¢gigna, and any noise n produces random
phase fluctuations d¢ around ¢ggna;. The extent to which d¢ corrupts the true phase of
s(t) depends on the relative magnitudes of s(t) and 7 and their orientation. Phase noise
d¢ is greatest when 7 is perpendicular to s(¢), and assuming the amplitude of the signal
is much greater than that of the noise, we can infer that:

= an"1 U ~ il or S
o=t <|s<t>|> s) or <)

Amplitude quantisation noise introduced by the ADC and NCO is transformed into phase
noise at the PLL’s digital multiplier. The inputs to the digital multiplier are

sin(t) = Asin(wt + din) + Nin (3.57)
Slo(t) =B COS(Wt =+ ¢lo) + Nio (3'58)
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Figure 3.10: Phasor diagram illustrating the effect that additive quantisation noise 7 has on
the phase of an oscillating signal s(t). Phase noise §¢ is greatest when 7 is orthogonal to s(¢),
and lowest when it is parallel. In this figure the magnitude of 7 relative to s(¢) has been greatly

exaggerated.

with amplitudes A and B; angular frequency w; phase ¢;, and ¢;,; and additive quantisa-
tion noise 7;, and 7;,. The output of the digital multiplier sy;(t) is
sp(t) = sin(t)sio(t)

= (A Sin(Wt + ¢zn) + nm) (B COS(Wt + ¢lo) + 7710)

= ABsin(wt + ¢in) cos(wt + i) + Bnin cos(wt + ¢,) + An sin(wt + din) + NinMio

. — = ! n % &j in!llo
:AB<Sln(¢ ¢21 )—i—Sz () +n7cos(wt+¢lo)+%sm(wt+¢in)+ Nin™ >

AB
(3.59)

The second harmonic sg,(t) can be ignored as it will be strongly attenuated by the PLL’s
low-pass filter. We can also safely assume that n;, and 7, are much less than A and B,
which means the final term 32 will have negligible impact on sj/(t) and can therefore
be discarded. Under the assumption that A¢ = ¢, — ¢, K 1 we can apply the small
angle approximation for sine to further simplify equation (3.59), giving us:

AB
2

sy (t) = <A<Z> + 21in cos(wt + ¢y,) + 2210 sin(wt + ¢m)> (3.60)

A

The remaining sine and cosine components in equation (3.60) can approximated by their
RMS amplitudes, \[, since the noise is quantified as a standard deviation:

AB 2777,n 27][0
su(t) = ( b+ fB) (3.61)

The amplitude quantisation of the input and LO signals s;,(t) and s;,(¢) can thus be
represented in the linear TF model as:

21in
Sin = 3.62
T34 (3.62)
2
6[0 _ Mo

V2B
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3.5 Modelling and simulation

The linear transfer function model of the PLL was simulated in MATLAB using the
z-domain transfer functions described in Section 3.2. The model represents the PLL
architecture used in all of the OPA experiments. The only variables in the model are the
amplitude of the input signal, A, integral gain, K7, and global gain, K. The transfer
functions are summarised below:

AB
M=="=.27¢
2
1— 2 B\?
L(z)= [ ——
(2) <1—z_1>
P(z)=2tD. !
1—271
2T
S:QT
R 1
&) =50 1= =
1
Kie) =K 1=

In this phasemeter the output of the digital multiplier is truncated by M = 15 bits; the
number of points in the LPF is R = 40; the NCO has 2% = 2'2 elements, and the size of
the in-loop phase accumulator is D = 32 bits. The amplitude of the input signal was set
nominally at a value at half the full range of the 16-bit ADC: A = 2'4. The amplitude of
the NCO is B = 21°.

3.5.1 Open-loop gain

An example trace of the PLL’s open-loop gain Gor(2) is shown in Figure 3.11 with a unity
gain frequency of 63.3 kHz and a phase margin of 63.7 degrees. The transfer function in
the region of the unity gain frequency is proportional to the inverse Fourier frequency,
which means PLL bandwidth in this region will scale proportionally with Kg and M.

If the amplitude of the input signal A is reduced by some arbitrary factor, then Gor(2)
can be compensated by increasing K by the same factor. A global gain of 33 results in
a unity gain frequency of 63.3 kHz when the input signal is at half the full range of the
ADC. This gain can be used as a reference K, g from which to automatically adjust the gain
of the loop to maintain a desired bandwidth. A unity gain frequency of 100 kHz would
be achieved by multiplying the reference gain Kg = 33 by 100/63.3 = 1.58, resulting in
an updated global gain of Kg = 52. This is only applicable when the transfer function
crosses unity gain with a 1/f profile.

According to equation (3.62), however, the phase noise caused by amplitude quantisa-
tion at the ADC depends on the amplitude of the input signal A. This makes it more

appropriate to instead maximise A to increase the UGF by increasing M = %.

3.5.2 Selecting appropriate controller gains

The process of selecting appropriate values for Kp, Kj, and Kg begins with the consider-
ation of the PLL’s open-loop gain Gor,(z) when Kp = 1, K; =0, and A = 2¢=2 (where C
is the resolution of the ADC). When K = 0 the open-loop gain is dominated by a single
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Figure 3.11: Open loop gain of the PLL.

integrator P(z) with a 1/f profile within the passband of the LPF. The PLL’s unity gain
frequency (bandwidth) can then be controlled by adjusting K.

The integral and proportional gains are then selected based on the frequency at which their
individual transfer functions intersect in order to maximise gain at low frequencies (purpose
of the integrator), without causing the PLL to become unstable at high frequencies. This
comes down to ensuring that Gor(z) has a phase margin of at least 60 degrees at the
unity gain frequency [81].

Kp and K;(z) intersect when:

K
Kp = o ar
e ()
What matters here is the ratio between Kj and Kp, so to simplify things we set Kp =1
and focus only on Kg:

(3.63)

K
1= 711%]"

The frequency at which the integrator intersects unity gain is therefore

Klfs

fint = j27TR

(3.64)

which is important because of the additional 90 degree phase delay introduced to the loop
whenever Kj(z) > Kp. The integrator’s 90 degree phase delay combined with that from
the phase accumulator results in a total phase delay approaching 180 degrees at frequencies
f < fint- This is shown in Figure 3.12.

As a general rule, the frequency fint should be set approximately one or two orders of
magnitude lower the PLL bandwidth to ensure a phase margin of at least 60 degrees. A
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Figure 3.12: Relationship between K;(z) + Kp (identified individually in red, and combined in
blue) and the open-loop gain (orange). The frequency at which Ky(z) and Kp intersect is 50 times
lower than the unity gain frequency to ensure a phase margin greater than 60 degrees.

safe option for a PLL bandwidth of 66.3 kHz is fint ~ 5 kHz. Assuming a sampling rate
fs = 40 MHz, decimation factor R = 40, and ignoring the imaginary phase delay j = ez,
an appropriate integral gain is

jQWRfint

Js

_|j2m-40- 10
| 40 x 109
=0.0314 ~ 27° = 0.0312

Ky — ‘ (3.65)

The integral gain is thus a division by a power of two, and is handled easily in the FPGA
by bit-shifting the output of the integrator to the right by 5 bits. This re-quantisation of
the integrator’s output explains why quantisation noise is introduced at the output of the
controller.

3.5.3 Quantisation noise-floor

Equations (3.42) to (3.46) describe how quantisation noise affects the PLL’s phase meas-
urement. The input and NCO signals are amplitude quantised, and the signal within the
PLL is truncated at the output of the mixer, controller, and phase accumulator. The
forward loop contributions of each source of quantisation noise are shown in Figure 3.13
along with the total combined noise.

The simulated quantisation noise levels in Figure 3.13 belongs to the specific configur-
ation described earlier in this section. The total estimated quantisation noise-floor of 30.2
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Figure 3.13: The simulated quantisation noise-floor of the PLL is approximately 30.2 nano-
cycles/v/Hz, limited primarily by re-quantisation after the phase accumulator. The noise-floor can
change depending on the specific gains settings, so the result presented here belongs to the specific

transfer functions and gains presented in this section.

nano-cycles is limited by quantisation noise introduced at the output of the phase accu-
mulator, which is truncated by S — D = —20 bits. This is the most severe re-quantisation
in the PLL, and is only suppressed by the gain of the phase accumulator P(z):

__1(2)
¢out . - _P(Z) Mp
_ 1
= —an (3.66)

Equation (3.66) states that the n, can be suppressed by increasing the number of elements
in the NCO (2%), and increasing overall FPGA resource utilisation; or by reducing the
number of points in the LPF, R. It is unnecessary to change either in this case since the
noise-floor of 30.2 nano-cycles exceeds the design requirement of 1 ucycle by almost two
orders of magnitude.

It is important to reiterate that the noise-floor of the PLL is sensitive to changes in gain—
especially that of the mixer. A reduction in the amplitude of the input signal reduces the
mixer gain M = ATB by the same amount. This will reduce the loop’s suppression of any
truncation noise introduced after the mixer (equations (3.48) and (3.49)), and amplify the
effect of amplitude quantisation noise introduced by the ADC (equation (3.57)).

Quantisation noise introduced after the controller (green trace) decreases towards lower
frequencies because it is suppressed by both integrators in the loop.
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Figure 3.14: Block diagram of the three noise test implemented on an FPGA. Three noisy seed
frequencies fl, fg, and fg are combined to produce three noise coupled signals at frequencies f 4,
fB, and fc using NCOs. The phase of these three signals are measured using independent but
identical and clock-synchronised PLLs, and then combined in such a way that ¢4 — ¢ + ¢c = 0.

3.6 Three noise test

The three-noise test (shown schematically in Figure 3.14) is used to measure the PLLs
sensitivity and to reveal non-linearities (e.g., aliased second harmonics) in the measurement
band. The test is performed by generating three signals in such a way that the linear
combination of their phases is zero:

$a—dp+pc =0 (3.67)

Any non-linearities or noise uncommon to the three signals (e.g., quantisation noise intro-
duced by the PLL) will not cancel to zero and will remain in the combined measurement.

The three-noise test presented here is performed digitally using signals generated within
the FPGA. Whilst the test can be performed using externally generated analogue signals
(e.g., using the heterodyne beat notes from a photo-detector), it would require three
independent laser sources and a single FPGA that can support three ADCs. The two
FPGA platforms used in this system can support only two ADC inputs each, ruling out
the possibility of performing the three-noise test under realistic conditions.

The generation of the three test signals begins with three noisy frequencies fl, fg, and fg

fi=fi+t+m
fo=fotm
fs=f3+ns

where f1, f2, and f3 represent constant frequencies and 71, 72, and n3 represent random
noise. Three noise coupled frequencies fa, fp, and fo are then defined by combining f1,

f?) and f3

fa=fi—fo
fs=hH—Fs
fo=fr—f
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3.6 Three noise test

such that:

fsum :fA_fB+fC
=(fi—f2)—(H—f3)+(f2— f3)
=0

Numerically controlled oscillators are used to generate signals at frequencies f4, fp, and
fo with amplitude B:

s4(t) = Basin(2w fat)+
= By sin (271‘ (fl — fg +m — 772) t) (3.68)

Three independent but identical and clock-synchronised PLLs are used to measure the
phase error of each signal (which is the time integral of the frequency error, ¢)

Yo fa=>(m—m)

= P1— P2

plus any uncorrelated noise and/or non-linearities (e.g., quantisation noise, additive white
Gaussian noise) introduced at the PLL, ¥4, and NCO, 4. The phase measurement is
therefore:

Pa=p1— P2+ U+ YPa

Combining the three phase measurements described in equation (3.67) eliminates any
common phase signals, leaving only the linear combination of uncorrelated noise introduced
by the NCO and PLLs:

(I)null - (bA _¢B +¢C
=(p1 —p2+Va+va) — (p1 — 3+ VI +9¥B) + (2 — p3 + o + Yo)
= Wa+va)— WO +¢B)+ (Jo+ o)

If the three PLLs are identical (i.e., have same transfer functions), then the RPSDs of
their quantisation noise-floors, ©, will also also be identical and equal to the sum of all
the forward loop quantisation noise contributions described in Section 3.5.3.

From the analysis in Section 3.5.3 we know that the dominant source of quantisation
noise in the PLL is introduced at the output of the phase accumulator just before the
PLL’s NCO, n,. The three input signals used in the three noise test are generated using
the same phase accumulators and NCOs as those in the PLL, which means they will
experience quantisation noise 1,, with the same magnitude, n,. The effect this has on the
PLL’s phase measurement is the same as that of the PLL’s phase accumulator since the
magnitude of their forward loop transfer functions are identical:

i’ _ I(z)ML(z) (K;(z) + Kp) K&S
out - - 1 + GOL(Z) 7]89

i’ _ I(z)ML(z) (K;(2) + Kp) K&S
out " - 1+ GOL(Z) Mp
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We can see from Figure 3.13 that the PLL’s overall quantisation noise-floor is approxim-
ately equal to the forward loop quantisation noise of the phase accumulator,

@ ~ ¢0ut
Mp

which is equal to the RPSD of the quantisation noise of the three input signals. This
means that the RPSD of the null measurement will be:

(i)null ~ (:)\/6

where the RPSD of the linear combination of /N incoherent and identical noise sources
scales with v/ N (since the combined noise power scales with N). The quantisation noise-
floor of each PLL is then approximately:

(I)null
V6

0= (3.69)

3.7 Simulating noise on the FPGA

The aim of the three-noise test is to investigate how the PLL behaves under realistic
conditions. Physical noise sources likely to affect the input to the PLL have Gaussian
probability distribution (e.g., shot noise and laser frequency noise), which can be simulated
in the FPGA using pseudo-random noise. The specific type of PRN codes used in this
system are called maximal-length sequences, which can be generated efficiently using linear
feedback shift registers (as discussed in Section 2.3.1).

3.7.1 Uniform noise distribution

An N-bit LFSR will generate every value between 1 and 2V — 1 in a random order,
producing uniformly distributed random noise with length 2V — 1. At a sampling rate f
the code will repeat every Teoqe = (2 — 1)/ fs seconds, producing harmonics at integer
multiples of the code repetition frequency feode = 1/7Tcode-

The LFSRs used to generate the noise for the three-noise test are 64-bits long, which at a
sampling rate of 40 MHz will repeat every 14.5 thousand years.

A single 32-bit LFSR (truncated to 30-bits) was used to generate 500 thousand samples of
uniformly distributed noise on an FPGA. The histogram and expected theoretical prob-
ability density function (p.d.f.) of the noise is shown in Figure 3.15(a). The noise has
been interpreted as a signed 30-bit integer, which has a range of —229 to 229 — 1.

3.7.2 Triangular noise distribution

A triangular noise distribution can be generated by adding or subtracting the outputs of
two LFSRs with different feedback configurations [82]. Where the probability distribution
of the single LFSR is analogous to rolling a single dice, the distribution of the sum (or
difference) of two LFSRs is the same as rolling two die.

A 500 thousand sample histogram of the noise generated by subtracting the outputs of
two separate 30-bit LFSRs is shown in Figure 3.15(b). The predicted triangular p.d.f. is
also shown.
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Figure 3.15: (a) Histogram (blue) and PDF (black) of uniformly distributed random noise gen-
erated by a 30-bit LFSR implemented on an FPGA. (b) Histogram (green) and PDF (black) of
triangularly distributed random noise generated by linearly combining (adding or subtracting) the
noise generated by two different LFSRs implemented on an FPGA. (c¢) Histogram (magenta) and
PDF (black) of Gaussian-like distributed random noise generated by linearly combining the noise

generated by eight separate LFSRs implemented on an FPGA.
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Figure 3.16: Block diagram showing how noise with uniform (blue), triangle (green), and Gaus-
sian (magenta) probability distributions is generated in the FPGA. Each LFSR has a different
feedback configuration and initial seed to ensure their combined outputs are random.

3.7.3 Gaussian-like noise distribution

The central limit theorem states that the distribution of the sum (or average) of a large
number of independent, identically distributed random variables will be approximately
Gaussian, regardless of the underlying distribution of the random variables [83]. This
means that Gaussian noise can be created by summing the outputs of ‘a large number’
of LFSRs. It was found through trial and error that summing eight separately configured
LFSRs generates Gaussian-like noise to a good approximation.

Approximately white Gaussian noise was generated by summing the outputs of eight 64-bit
LFSRs, each truncated to 28-bits to produce a single 31-bit noise signal”. A 500 thousand
sample histogram and theoretical p.d.f. of the generated Gaussian noise in Figure 3.15(c).

3.7.4 Block diagram of noise generator

A schematic of how the noise generator can be implemented on an FPGA is shown in Fig-
ure 3.16. Individually configured LFSRs produce independent but identically distributed
(ii.d.) pseudo-random noise with a uniform probability distribution (red). Subtracting
the output of one LFSR from another produces noise with a triangle probability distribu-
tion (green). The combination of many LESRs produces noise with a Gaussian probability
distribution.

3.7.5 Spectral characteristics of pseudo-random noise

The power spectrum of pseudo-random noise has a sinc? envelope with nulls at integer
multiples of the PRN chip frequency, fenip, and is only approximately white at frequencies
much lower than fu,;p. An RPSD of 31-bit Gaussian-like noise generated at f; = 40 MHz
and translated into frequency noise using equation (3.25) is shown in Figure 3.17, revealing
a noise shelf with an amplitude of ~790 Hz/v/Hz at frequencies less than 1 MHz. The

"The noise was truncated to 31-bits to avoid potential overflow when combined with a second noise
source of equal size, which in this case will produce 32-bit noise. Truncating the 64-bit noise does not

affect the PRN repetition rate—it merely scales the noise’s amplitude.
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Figure 3.17: RPSD of Gaussian noise generated on the FPGA. The spectrum is not white
across the full noise bandwidth, which means the theoretical RPSD cannot be calculated under
the assumption that it is spectrally white. A more reliable estimate of the PRN’s RPSD is /3
times the estimate provided under the assumption that the spectrum is white.

noise amplitude declines as the frequency approaches Nyquist and the spectral null of the
Sinc? envelope.

It was stated in equation (3.55) that the variance o2 of spectrally white noise with a
bandwidth fs is related to its single sided PSD S, (f) by

fs/2
o2 =
/0 S, (f)df

which, under the assumption that S,(f) is constant, provides us with an equation to
estimate the noise PSD:

202

Sx(f) = 2

The RPSD S,.(f) is then related to the standard deviation o by:

SN =ayf 2 (3.70)

The standard deviation of the noise in Figure 3.17 was calculated to be o = 2.042 MHz
from 100 Hz to 20 MHz. Applying equation (3.70) implies a constant RPSD of 457
Hz/ vHz, v/3 lower than the amplitude of the noise shelf in Figure 3.17. This /3 discrep-
ancy is not unique to this particular noise generator, either; the same effect was observed
using MATLAB to simulate the combined outputs of eight 15-bit LFSRs. We do not fully
understand the origin of thev/3 discrepancy, however our observations indicate that the
peak RPSD of the digitally generated Gaussian noise is consistently v/3 greater than the
estimate provided by equation (3.70), which can be modified to account for the discrep-
ancy:

Se(N)f =0y [+ (3.71)
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The RPSD of the unscaled frequency noise leaving the Gaussian noise generator is:

i 6
fraw(f) = 2.402 MHz x 10N

=790.9 Hz/vHz

Noise shaping

Different types of noise can be simulated by manipulating the output of the white Gaussian
noise generator. White noise is produced by scaling the generator’s output by Kp, and
1/f noise is produced by integrating it.

Scaling the output of the Gaussian noise generator by Kp = 278 produces white noise
with an RPSD:
fwhite(f) = 278 X fraw(f)
= 3.08 Hz/VvHz

Pink (1/f) noise can be produced by integrating white noise at a particular rate, fs, and
then scaling the integrated noise by K7 to adjust its amplitude. The RPSD of the 1/f
noise can be estimated by multiplying fraw( f) by the transfer function of discrete time
integrator:

fpink(f) = abs [(

_ Kifs
o\ 2nf

> ‘Kl'fraw(f):|

1—z-1

) Fraw(f)

where
L
1—2z71  j2nf

The gain K needed to produce 1/ f frequency noise with an amplitude fpinx = 10 kHz/vHz
at 1 Hz is:

for f < fs

w20 (10 kHz/v/Hz
"7 7\ 790.9 Hy /v

=1.99%x 106 ~2719

The closest power of two to the ideal gain is selected to simplify the 1/ f noise generator’s
implementation on the FPGA.

A combination of white and pink noise with gains Kp = 27% and 27 was used to simulate
the laser frequency noise of a typical Nd:YAG non-planar ring oscillator (NPRO) laser,
which is proportional to the inverse Fourier frequency and has an amplitude of §f ~ 10
kHz/ VHz at 1 Hz. The noise was measured on the FPGA at the full sampling rate f;.
The measured and predicted RPSDs are shown in Figure 3.18 and are consistent.

3.8 Performance measurements

Two three noise tests were performed to simulate 1) the phase of a path-length matched
Mach-Zehnder interferometer; and 2) the relative phase noise between two free running
Nd:YAG NPRO lasers.
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Figure 3.18: Measured RPSD of Gaussian-like noise that has been shaped to simulate 1/ f laser
frequency noise with a magnitude of 10 kHz/ VvHz at 1 Hz. The white noise was produced by
scaling the raw output of the Gaussian noise generator by Kp = 272, and the pink noise was
created by integrating the raw output of the generator and then scaling the result by K; = 2719,

3.8.1 Test one: white frequency noise

White frequency noise with an RPSD of § f = 3.08 Hz /v/Hz was added to seed frequencies
13, 7, and 4 MHz to produce noisy beat notes at 6, 9, and 3 MHz. The effective noise
amplitude of each signal is 6 fv/2 since fa, fg, and fo are formed by linearly combining
two uncorrelated sources of noise.

A time-series measurement of a 10 hour three noise test with white frequency noise is
shown in Figure 3.19(a). The 1/f noise behaviour of the measured phase is caused by the
integration of white frequency noise. The inset shows a five second segment of the null
measurement ¢4 — ¢ + ¢ with an approximately 3 x 10® zoom in amplitude.

Measurements were recorded at different data capture rates to produce the composite
RPSD shown in Figure 3.19(b) from 1 mHz up to 10 kHz. The RPSD of the null measure-
ment (black) is spectrally flat with a magnitude of 74.5 nano-cycles/v/Hz. This indicates
a PLL quantisation noise-floor of 30.4 nano-cycles/ VHz, consistent with the theoretical
noise-floor of 30.2 cycles/ VHz predicted in Section 3.5.3.

The phase noise measured by the PLL due to frequency noise can be calculated using

equation (3.29):
- 1 1\ -
¢noise = (1_1) <fs) fnoise

_ s (1N &
~j2nf (f) Footse

1
= jQTffnoise (372)

White frequency noise with an amplitude 4.36 Hz/v/Hz has a corresponding phase noise
of 0.69 cycles/vHz at 1 Hz, consistent with the results shown in Figure 3.19.
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Figure 3.19: (a) Time series measurement of phase for a 10 hour three noise test with white
frequency noise. The 1/f phase noise of ¢4, ¢p, and ¢¢ is caused by the integration of white
frequency noise. The inset shows a 5 second segment of the null measurement (¢4 — ¢ + ¢¢) with
~ 3 x 10® zoom in amplitude. (b) RPSD of the individual phase measurements and corresponding
null measurement from the three-noise test data shown in (a). The RPSD of the null measurement
(black) is spectrally flat with an RPSD of ~ 74.5 nano-cycles/vHz. Applying equation (3.69)
resolves the quantisation noise-floor of each PLL to be 30.4 nano-cycles//Hz.
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3.8.2 Test two: pink frequency noise

Pink frequency noise with an RPSD § f ~ 10 kHz/v/Hz at 1 Hz was added to seed fre-
quencies 18, 12, and 4 MHz to produce noisy beat notes at 6, 14, and 8 MHz.

The time-series measurement of the 8000 second long three noise test with pink frequency
noise is shown in Figure 3.20(a). The corresponding RPSD is shown in Figure 3.20(b)
revealing a null measurement RPSD at 76.5 nano-cycles/ VHz, corresponding to a PLL
quantisation noise-floor of 31.2 nano-cycles/ vHz. The dynamic range of this measurement
is ~ 10 at 200 mHz.

3.9 Summary

Phasemeters are the heart of the internally sensed OPA. They are used to precisely measure
the phase of detected heterodyne beat-notes in order to control the relative output phase of
the OPA, enabling it to perform coherent beam combination. In the context of the OPA’s
control system, the phasemeter is the sensor. The phasemeter’s design and implementation
is therefore crucial since its sensitivity, bandwidth, and through-put will all influence the
OPA’s performance.

Three types of phasemeter were introduced: 1) zero-crossing detectors, which time how
long it takes for consecutive zero-crossings of a periodic signal; 2) in-phase and quadrature
demodulation, which calculates the phase using trigonometry; and 3) phase-locked loops,
which use continuous feedback control to lock the phase of a local oscillator to that of
the input signal. Zero-crossing detectors are by far the simplest to implement, however
they are severely disadvantaged by the fact that noise at integer harmonics of the signal’s
frequency alias into the measurement band. In-phase and quadrature demodulation is
extremely effective, however it cannot be performed entirely on an FPGA—the calculation
of phase must be performed on a CPU—which means it is not suitable for applications that
require low latency feedback of phase information, for example the OPA’s high bandwidth
control system. Phase-locked loops on the other hand are: a) high throughput and well
suited to applications requiring low-latency feedback of phase information; b) extremely
precise, capable of sensing phase disturbances as small as 1 pcycle; and ¢) implementable
on an FPGA. It is for these reasons that PLLs are used in the internally sensed OPA.

The PLL was designed to have a measurement sensitivity ¢mi, of less than 1 ucycle/ VHz;
a bandwidth fgw of up to 100 kHz; and an update rate of 1 MHz. The design was
optimised using transfer function models in MATLAB and then tested in simulation and
hardware. The PLL’s measurement sensitivity was measured using a three noise test to
resolve residual quantisation noise and any non-linearities present in the measurement
band. The sensitivity was measured to be ¢min = 30 nano-cycles/v/Hz, over an order of
magnitude more sensitive than the design requirement of 1 ucycle/v/Hz. The PLL can
operate at a bandwidth of 100 kHz, however exceeding this bandwidth will lead to unstable
behaviour as the loop’s phase margin drops below 60 degrees. The number of points in
the PLL’s LPF was set to R = 40, resulting in an update rate of 1 MHz at an FPGA
sampling frequency of f; = 40 MHz. The PLL’s dynamic range was measured to be 10'°
at 200 mHz.

The PLL presented in this Chapter was used during all three stages of the OPA’s devel-
opment.

56



Chapter 3 Phasemeters

x10°
2 - -
0
— — ¢a
3 , — o5
% ) — ¢c
PY — ¢a— ¢B + dc
@ 4l 1.4x10"®
-(C“ 4 s X zoom
o 3
[}
&
B6F &
So
£
?
8t DI“_’
S50 505 51 51.5 52
Time (seconds)
_10 1 1 1 1 1 1 1
0 1000 2000 3000 4000 5000 6000 7000 8000
Time (seconds)
1010 T T T T T
©® —
QQA - ¢B
AN ‘V — dc
o Predicted phase
7 10T — ¢a— b5 + b0 |
I
@
Q
)
>
o Dynamic range:
9 1001 | =105 @ 200 mHz &
®
<
o
76.5x107° cyclesh/Hz
51 h
10 Sensitivity requirement: 1078 cycles/v/Hz
v,
102 107 10° 10" 102 10° 10*

Frequency (Hz)

Figure 3.20: Time-series measurement of phase during an 8000 second three noise test simulating
free running laser frequency noise of two Nd:YAG NPRO lasers. The 1/f? phase noise of ¢4, ¢p,
and ¢¢ is caused by the integration of pink frequency noise. The inset shows a 2 second segment
of the null measurement (¢4 — ¢ + ¢c) with ~ 1.4 x 101° zoom in amplitude. (b) RPSD of
the individual phase measurements, predicted phase measurement, and null measurement from the
three-noise test with 1/f frequency noise. The RPSD of the null measurement (black) is spectrally
flat with an RPSD of ~ 76.5 nano-cycles/v/Hz. Applying equation (3.69) resolves the quantisation
noise-floor of each PLL to be 31.2 nano-cycles/ VHz. The measurement reveals a dynamic range
of at least 10! at 200 mHz.
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Chapter 4

Proof-of-concept OPA

4.1 Introduction

The first experimental demonstration of an internally sensed optical phased array was
performed by Bowman et al. [58] using digitally enhanced heterodyne interferometry to
measure and control the phase of three emitters in a 1D array. Whilst this demonstration
concluded that internal sensing was possible, the OPA’s functionality and performance
were not fully characterised. This made it difficult to determine whether or not internal
sensing would be capable of satisfying the requirements for coherent beam combining
established in Section 1.2.2. To develop some confidence in the internal sensing technique,
a proof-of-concept OPA was established to fully characterise its performance, explore
its limitations, and address some of the weaknesses associated with the original design
presented in [58].

This chapter begins with an analysis of the original internally sensed OPA in Section 4.2,
establishing context for the design of the proof-of-concept OPA, and highlighting various
ways in which to improve the original design. The design of the proof-of-concept OPA
is described in Section 4.3, followed by details of its implementation both optically and
in digital signal processing in Sections 4.4 and 4.5 respectively. Some of the challenges
encountered during the proof-of-concept’s implementation are discussed in Sections 4.6,
4.7 and 4.8. An analysis of the experimental results is presented Section 4.9.

4.1.1 Aims and requirements

The aim of the proof-of-concept OPA experiment described in this chapter was to demon-
strate internal sensing’s viability by coherently combining three emitters with an RMS
output phase stability of ®rys < A/24, without the use of any external sampling optics
to stabilise the relative output phase.

4.2 Original internally sensed OPA

A simplified diagram of the original internally sensed OPA presented in [58] is shown in
Figure 4.1. Light from a master laser is phase modulated with pseudo-random noise and
then split into three arms with different optical path lengths to produce three unique
code delays at the return path photodetector. Fibre collimators are used to transmit the
light from each aperture into free-space. An optically flat reference surface (e.g., a low
reflectivity mirror) is used to reflect a small fraction of the light back into the collimators.
The back-reflected light propagates in the reverse direction through the optical system
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Figure 4.1: Simplified diagram of the original internally sensed OPA.

where it is interfered with a second offset phase-locked slave laser—which operates at a
slightly different frequency to the master laser—to produce a heterodyne beat-note at
the photodetector. The signal generated by the photodetector is digitally sampled us-
ing an analogue-to-digital converter interfaced with a field-programmable gate-array. The
reflected electric fields originating in each of the three arms are isolated in the FPGA
by demodulating the digitised signal with locally generated PRN codes with delays cor-
responding to their different optical path lengths: the longest optical path length in the
system will experience a greater round-trip code delay before arriving at the photodetector.

The phase of the demodulated signals (¢4, ¢p, ¢c) is measured using independent phase-
meters implemented on an FPGA. The relative phase error between the channels is then
calculated with respect to a common reference phase (in this example ¢p):

Adpp_a = ¢ — da
A¢p_c = ¢B — ¢c

This phase error calculation eliminates any phase common to all three emitters (i.e., all
optical path lengths in the system except the three arms between BS; and the reference
surface). The calculated phase errors are passed through controllers to generate feedback
signals needed to stabilise the relative optical path lengths of the OPA using piezoelectric
transducer (PZT) fibre stretchers.

In practice, the scalability of the original internally sensed OPA is limited due to its need
for meter-scale optical path length differences between arms to allow isolation of decoded
signals. The minimum acceptable path-length difference between arms is

c

Lmin I
nfchip

where c is the speed of light in vacuum, n is the effective refractive index of the optical fibre,
and fcphip is the PRN chip frequency. The PRN chip frequency used in the original OPA
was 40 MHz, corresponding to a minimum required path length difference of 5 meters. The
complication here is that large differences in optical path length introduce a susceptibility
to laser frequency noise, which can lead to an effect called ‘beam-squint’ that can cause
the position of the interfered beam to change [84].

The proof-of-concept OPA presented in this chapter improves upon the original design
by including electro-optic modulators in each arm, allowing each channel to be encoded
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Figure 4.2: Idealised proof-of-concept internally sensed OPA.

individually using delayed versions of the same PRN code, relaxing the need for unique
and increasingly large optical path length differences, and thus reducing its susceptibility
to laser frequency noise and beam-squint. Including an EOM in each arm can also be used
for phase-stabilising control and PRN modulation, foregoing the need to use PZT fibre
stretchers which require high voltage amplifiers, and are typically bandwidth limited to
~30 kHz due to mechanical resonances [85]. The EOMs used in the proof-of-concept OPA
have a bandwidth of 150 MHz.

An alternative to using an offset phase-locked slave laser for heterodyne detection is to
shift the frequency of the reference beam using an acousto-optic modulator.

4.3 Design

The proof-of-concept internally sensed OPA shown in Figure 4.2 comprises two sub-
systems: 1) the optical system; and 2) digital signal processing implemented on an FPGA
(including all analogue-to-digital interfaces between the optical and DSP sub-systems).
Light from a free-running continuous wave laser is separated into two arms. The first
(upper arm in the figure) is frequency shifted by f; using a free-space AOM to generate
the local oscillator for heterodyne detection. The second (lower arm in the figure) is split
into three channels, each connected to a fibre waveguide EOM for PRN phase modulation
and feedback control, the outputs of which are connected to an integrated optical head
assembly. A small fraction of the light that leaves the OPA (~4%) is reflected back into
the fibre due to Fresnel reflection, propagating in the reverse direction through the fibre ar-
rangement until it interferes with the frequency shifted local oscillator at a high-bandwidth
return path photodetector. All optical fibre and fibre-coupled components are polarisation
maintaining (PM). The optical system is described in more detail in Section 4.4.

The signal produced by the return path photodetector is digitised using a a high bandwidth
ADC interfaced with a field-programmable gate-array. The digitised signal is digitally
demodulated in parallel using delay matched versions of the PRN code used to encode the
phase of each emitter. Multiple digitally implemented phasemeters are used to measure
the phase of each of the decoded signals to generate feedback for relative path length
stabilisation. The feedback signals exiting the controllers are converted into analogue
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4.3 Design

voltages using digital-to-analogue converters (DACs). The PRN codes are converted into
analogue voltages using the FPGA’s digital outputs. The PRN codes and feedback control
signals are combined electronically using bias-tees. The digital signal processing system is
described in more detail in Section 4.5.

4.3.1 Optical phase at the forward and return path photodetectors
The simplified three channel optical system shown in Figure 4.3 illustrates the various

phase contributions from each of the optical path lengths travelled by the light on its way
from the laser to the photodetector.

) 2, -
] 20 / 2¢hs

bpD f —'K 2¢3

dLo

Figure 4.3: Individual phase contributions from every unique length of optical fibre in the system.

The measured phase of the three emitters at the photodetector is:

Q1 = (¢ +2¢c + 201 + ¢r + ¢pp) — (61 + b0 + dPD)

=2¢c +2¢1 + ¢r — PLO (4.1)
3 = (¢L + 2¢¢ + 2¢2 + ¢r + dpD) — (9L + dLO + ¢PD)

=2¢c + 242+ ¢r — 910 (4.2)
®3 = (91 +2¢c +2¢3 + ¢r + dpp) — (91 + ¢LO + ¢PD)

= 260 + 263+ 6r — P10 (4.3)

The relative phase error of the three channels is calculated with respect to a common
reference (in this example channel 1) to reject common phase signals (including noise),
and generate error signals for feedback control:

q’errorl,2 = (I)Q - q)l = 2¢2 - 2¢1 (44)
(I)errorl,S =03 -9 = 2¢3 - 2¢1 (45)

Equations (4.4) and (4.5) show that the calculated phase error signals are sensitive only
to the uncommon optical path lengths of the three emitters. Stabilising ®¢pror1,2 and
®error1,3 Will stabilise the relative OPA’s output phase.

4.3.2 Phase ambiguity

A consequence of the internally sensed architecture is an ambiguity in phase due to the
light’s double pass through the same length of optical fibre. Consider the scenario where
the output phase of two emitters are ¢1 = 7 and ¢2 = 0, which have a true relative phase
error of m at the OPA’s output. Due to the round-trip propagation of the back-reflected
signals, the measured phases at the return path photodetector will be 2¢; and 2¢9, and
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Chapter 4 Proof-of-concept OPA

so the paths appear to be in-phase at the detector, when in fact they are destructively
interfering at the optical head.

One way to solve this m-ambiguity in phase is to use a second, coarse phase measurement of
each emitter through a different return path to calibrate the array upon start-up. This can
be done by bonding a low reflectivity reference surface to the output of the optical head to
reflect light into neighbouring ‘dark fibres’ in the array. This dark fibre calibration solves
the m-ambiguity by correcting the original phase measurement by 7 if an incongruence
exists between it and the calibration measurement. Since the measurement is sensitive to
changes in phase (and not the absolute phase), the m-ambiguity calibration only needs to
be performed once during initialisation.

The dark fibre calibration was not the focus of this research and is not considered in this
thesis.

4.4 Optical implementation

The proof-of-concept OPA was implemented experimentally using the optical system
shown in Figure 4.4.
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Figure 4.4: Detailed experimental setup of the proof-of-concept OPA.

Light from an Nd:YAG NPRO laser with planar polarisation was directed through a
Faraday isolator using two steering mirrors to reduce back-reflections re-entering the laser
cavity. A half-wave plate was used to adjust the relative amount of optical power leaving
the two output ports of a polarising beam-splitter (PBS). The signal arm (upper arm
in the diagram) was coupled into polarisation maintaining fibre using a 300 mm lens
and two steering mirrors to mode-match the light entering a fibre collimator. Half-wave
plates were used to align the polarisation of the light to the slow-axis of all fibres. The
signal arm was optically connected to a PM 3-dB fibre coupler using a mechanical fibre-
coupled / angled physical contact (FC/APC) connector. One of the outputs was connected
to a 1-to-8 PM fibre waveguide splitter that uses fibre-coupled / flat physical contact
(FC/FPC) connectors; three of the eight channels were connected to EOMs using FC/FPC
to FC/APC conversion fibre patch cables. The remaining five outputs of the 1-to-8 splitter
remained disconnected, which in hindsight was likely to have caused parasitic interference
at the return path photodetector since the disconnected FC/FPC connectors were likely
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4.4 Optical implementation

to reflect ~4% of the light back into the fibre due to Fresnel reflection. A simple way to
suppress these back-reflections would have been to use commercially available FC/FPC
beam-dumps, or to immerse the fibre ends in refractive index matched fluid (e.g., glycerin).
The optical head was fusion spliced to the EOMs to minimise scattering and errors in the
relative alignment of the fibre polarisation axes.

The reference arm (lower arm in the diagram) is directed into an AOM using a steerable
3-dB beam-splitter (to reduce power) and a focussing lens. The frequency shifted beam
is re-collimated using another lens, and directed into PM fibre the same way as the signal
arm. The reference arm is connected to the second output of the 3-dB fibre coupler where
it interferes at the return path photodector with the back-reflected light from the optical
head.

4.4.1 Laser

An Innolight Prometheus NE20 Nd:YAG NPRO CW laser [86] with a wavelength of 1064
nm was used for its narrow linewidth (<1 kHz) and correspondingly high coherence length.
Narrow linewidth lasers reduce susceptibility to laser frequency noise in the presence of
macroscopic optical path length differences.

The unstabilised Prometheus has a laser frequency noise that is proportional to the inverse
of the Fourier frequency and has an amplitude of 6 f ~ 10kHz/v/Hz at 1 Hz [86]. While
NPRO lasers with low frequency noise characteristics are desirable, they are not strictly
necessary. The system presented here was not limited by laser frequency noise of the
unstabilised NPRO.

Frequency noise, 0 f, delayed by a differential optical path length AL translates into phase

noise, d¢, according to
2mnAL

C

5 =

at frequencies much less than ¢/(nAL), where ¢ is the speed of light in vacuum and n
is the refractive index of optical fibre. The relationship between AL and §f means that
(assuming a fixed maximum output phase noise requirement) a system using a laser with
higher laser frequency noise will require smaller optical path length differences. Selecting
a suitable laser for this architecture depends on its specific frequency noise characteristics,
any optical path length differences between channels, and the required phase stability at
the output of the OPA.

of (4.6)

4.4.2 Acousto-optic modulator

An Isomet 1205C-843 AOM [87] (shown in Figure 4.5) was used to shift the frequency of
the reference beam by 78 MHz. The 78 MHz RF tone was generated using an Agilent
33250A function generator [88]. An amplifier was used to amplify the RF tone up to the
AOM’s recommended drive power of 1.2 Watts. The relevant specifications for the AOM
are provided in Table 4.1.

4.4.3 Electro-optic modulators
Photline NIR-MPX-LN-0.1 fibre coupled EOMs were used because of their DC to 150
MHz actuation bandwidths and good polarisation properties. The relevant technical spe-

cifications of the EOMs are presented in Table 4.2.
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Figure 4.5: Photograph of an Isomet 1205C-843 acousto-optic modulator in the optical system.

Table 4.1: Technical specifications for the Isomet 1205C-843 AOM.

Parameter Specification Unit
Operating wavelength 1064 nm
Centre frequency, f. 80 MHz
Tuned RF bandwidth, A f + 15 MHz
Diffraction efficiency > 80.0 %
Max. RF input power < 1.3 W

Table 4.2: Technical specifications for the Photline NIR-MPX-LN-0.1 electro-optic modulator.

Parameter Specification Unit
Electro-optic bandwidth 150 MHz
Vi 2.5 A%
RF input impedance 10,000 Q
Max. optical input power 100 mW
Max. RF input voltage + 20 A%
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4.5 Digital signal processing

4.4.4 Photodetector

The interference between the back-reflection and local oscillator was measured using a 125
MHz bandwidth NewFocus 1811 photodetector [89].

4.4.5 Integrated optical head assembly

The custom designed integrated optical head assembly shown in Figure 4.6 was fabricated
by Fibreguide Industries to test the OPA in a realistic configuration, and to avoid the need
for any external sampling optics at the output of the array. The optical head assembly was
designed to support up to 61-emitters to evaluate how tolerant the manufacturing processes
were in regard to fibre positioning and alignment. It also provides an opportunity to scale
the OPA to more emitters in the future.

The output fibres are polarisation maintaining and aligned to within 3° in polarisation
across the array surface to maximise interference power in the far field. The relative
pointing alignment has a maximum tolerance of < 0.9°. The emitters are distributed in
a hexagonal topology with a pitch of 250 + 3um to resemble an approximately circular
aperture. The surface of the array in the vicinity of the selected output fibres is flat to
within 5 nm (as measured by the manufacturer) resulting in a constant output phase offset
of approximately \/200 between channels. Large inconsistencies in the array’s surface
flatness can result in permanent random phase offsets that may distort the interfered
beam. In this experiment the inconsistencies are negligible, but if they weren’t then they
could be corrected by applying a constant corrective phase shift to each emitter.

®e%e

(]

Figure 4.6: Photograph of the integrated optical head assembly.

4.5 Digital signal processing

The measurement and feedback control system implemented on the FPGA is shown in Fig-
ure 4.7. The voltage signal produced by the photodetector is digitised at 40 MHz using a
16-bit ADC. The digitised signal is demodulated in parallel with a delay matched version
of the PRN code used to modulate the phase of the light in the optical system. The
respective phase of the demodulated signals are measured using multiple phasemeters in
parallel. Phase error signals are produce by subtracting the phase of the reference channel

66



Chapter 4 Proof-of-concept OPA

(identified as channel R in Figure 4.7) from channels 2 and 3. Each phase error signal is
passed through a controller to generate feedback for relative path-length stabilisation. The
output of each controller is passed through a wrapping algorithm to ensure that the feed-
back signal does not exceed the maximum RF input voltage of the EOMs (see Table 4.2).
The wrapped feedback signals are converted into analogue voltages using 1 MS/s DACs
(DAC; and DAC3). PRN codes are converted into analogue voltages using the FPGA’s
digital outputs (DO;, DOg2, and DO3). The analogue feedback signals for channels 2 and
3 and their respective PRN codes are combined electronically using bias-tees.

FPGA Do,
PRN; | 1L —>O0——
Demodulators \
DAC4 =
> > ¢ >0 > ||
w
ADC T
D—)Q > >> ¢ Controllers Wrappers Bias-tees
DAC;
> > ¢ ->o0—>{ ||
Phasemeters DO, A

Figure 4.7: Digital signal processing architecture for the proof-of-concept OPA. The analogue
feedback and PRN codes are combined electronically using bias-tees.

4.5.1 FPGA development platform

The FPGA development platform used in system was a National Instruments PXIe-1082e
chassis [90] containing two PXI-7852R Virtex-5 LX50 FPGAs [91], and a PXIe-8133 real-
time (RT) computer [92]. Peripheral ADCs (described in Section 4.5.2) were connected
directly to the PXI-7852R. The FPGA’s DACs and digital outputs were accessed through
a custom-built breakout box with SMA connectors.

4.5.2 Analogue-to-digital converter

The ADCs used in this system are Maxim Integrated MAX1165EVKIT evaluation boards [93]
that have been modified to interface with the National Instruments PXI-7852 R-series

FPGA modules. The relevant technical specifications of the ADCs are presented in
Table 4.3.

The ADCs have two inputs: a clock, and an analogue signal. The 40 MHz clock was
generated using an Agilent 33250A function generator, which was phase locked to the
FPGA’s clock using a 10 MHz reference. The FPGA and ADC clocks must be synchronised
to prevent glitching (random impulses in amplitude).
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Table 4.3: Technical specifications for the Maxim Integrated MAX1168EV ADC.

Parameter Specification Unit
Resolution 16 bits
Input voltage range +1.28 A%

Sampling rate 20 < foe <100 MS/s
Analogue bandwidth (-3 dB) 120 MHz

The ADC'’s conversion from Volts to counts is

2R—1
A(z) = v
215 [counts
= — | — 4.7
1.28 [ Volt } (4.7)

where R represents the ADC’s resolution (in bits) and Vi ax represents its maximum input
voltage.

4.5.3 Digital-to-analogue converter

The analogue feedback control signals are generated using the NI PXI-7852R FPGA de-
velopment platform’s in-built DACs. The relevant technical specifications for the DACs
are presented in Table 4.4.

Table 4.4: Technical specifications for the NI PXI-7852R DACs.

Parameter Specification Unit
Resolution 16 bits
Voltage range +10 A%
Impedance 0.5 Q
Slew rate 10 V/us
Update rate 1 MS/s
Channels 8 -

The DAC’s conversion from counts to Volts is
o Vmax
- oR—-1

10 Volts
= o

D(z)
count (4.8)

where R represents the DAC’s resolution (in bits) and Vjyax represents its maximum output
voltage

4.5.4 Digital outputs

The PRN code are generated using linear feedback shift registers (as described in Sec-
tion 2.3), and converted into analogue voltages using the PXI-7852R’s digital I/O ports.
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The relevant technical specifications for the digital outputs are presented in Table 4.5.

Table 4.5: Technical specifications for the NI PXI-7852R digital outputs.

Parameter Specification Unit
Low voltage 0< Viow <04 Vv
High voltage 2.4 < Vhigh < 3.3 A\
Output current 4 mA
Minimum pulse width 12.5 ns
Impedance! 1< Z <100 Q
Output channels 8 -

The digital output ports of the FPGA are fed through a comparator; the supply voltage of
the comparator can be adjusted to set the level of digital signal between 2.4 and 5 Volts.

4.5.5 Demodulators

Demodulators were implemented on the FPGA using digital multipliers as described in
Section 2.5.

4.5.6 Phasemeters

The phasemeters used in this system are described in Chapter 3.

4.5.7 Controllers

Proportional-plus-integral controllers (shown in Figure 4.8) were used to generate the
feedback signals needed to stabilise the relative path-lengths of the three channels. The
proportional controller provides immediate feedback proportional to the amplitude of the
error signal. The integral controller provides slow feedback proportional to the time in-
tegral of the error signal, providing additional gain at low frequencies. The proportional
and global gains Kp and K¢ are implemented using digital multipliers. The integral gain
K7 is implemented using a right-pointing bit-shift, limiting division to inverse powers of
two.

The inputs to each controller are the phase errors defined in equations (4.4) and (4.5).

4.5.8 Phase wrapping algorithm (wrappers)

The EOMs used to stabilise the optical path lengths have a limited actuation range of ~ 8
cycles, which can be extended by exploiting the 27 ambiguity of phase. A phase wrapping
algorithm implemented at the output of each controller detects whenever the feedback

The output impedance for the PXI-7852R is non-linear due to the circuitry used to provide 5V toler-
ance. The output impedance is low (<50 ) for output voltages near 0 V. As the output voltage increases
to around 3.3 V, the impedance rises to approximately 100 2. As the voltage rises beyond 3.3 V, the
impedance rises very quickly to M [94].
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Figure 4.8: Proportional-plus-integral controller used in the proof-of-concept OPA.

signal exceeds two predefined thresholds and immediately wraps it by an integer number
of cycles. The thresholds are padded to prevent rapid and repeated wrapping caused by
noisy signals. In this system the phase is wrapped by one cycle, with padded thresholds
located at +0.6 cycles. The wrapping concept is illustrated in Figure 4.9.

Upper threshold (+0.6 cycles)

Phase (cycles)

Lower threshold (-0.6 cycles)

\Unwrapped signal ~

1o 5 10 15 20 25 30
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Figure 4.9: Phase wrapping algorithm used to exploit the 27 ambiguity of phase. At ~14 seconds
the feedback signal encounters the lower threshold at -0.6 cycles. This prompts the wrapping
algorithm to add 1 cycle to the feedback signal, which immediately jumps to +0.4 cycles.

The phase wrapping algorithm is implemented in DSP between the controller and DAC.
When the feedback signal exceeds one of the two user-defined boundaries it will immedi-
ately wrap it by one cycle. But in order to implement this in hardware, it is necessary
to understand the relationship between the applied EOM voltage and its resulting phase

shift.

The EOM’s response is typically linear (i.e., ¢rom X Vapplied), and generally characterised
by the specific voltage V; required to shift the phase of the light by 7 radians. The phase

shift ¢pom imparted by an applied voltage Vy is therefore

T
Dshife = (V7r> Vs

where the coefficient 7/V} relies exclusively on the EOM’s V. specification. The voltage
Vg required to shift the phase by ¢gpif; is thus:

Vo= (Y:) Dshift (4.9)
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Consider an R-bit DAC with a maximum output voltage range of +V.x Volts. The
feedback signal in the FPGA Sgp is converted from bits to volts by:

v
Vip = (2;;?;) Srp
The bit amplitude corresponding to a specific feedback voltage Vrp is therefore

Spp = floor { (ffR_l> VFB} (4.10)

max

where the ‘floor’ operation indicates the conversion from floating point to an integer.
Equations (4.10) and (4.9) can be combined to define how large the feedback signal Sor
must be in order to produce a phase shift of 27 at the EOM:

2R—1
SQW_HOOI'{<V )‘/271'}
2R71
el () ()1
V.
=1l T )2k 4.11
or{ (71ns) 2} @1y

If Sy, is defined incorrectly and instead produces a phase shift of ¢ = 27 &+ ¢error, then
the phasemeters will measure a step change in phase equal in magnitude to @epror that
the control system will attempt to correct. The most likely reason for this to occur is an
incorrect value for V., which may be slightly different for each EOM. The specific V. for
each EOM should therefore be calibrated to prevent the controller from injecting unwanted
noise into the feedback loop.

If the slew rate of the wrapped feedback signal does not exceed the phasemeter’s bandwidth
then it will be measured, forcing the controller to impose it on the generated feedback
signal. In this system the slew rate of the wrap should only be limited by the analogue
bandwidth of the DAC, which is 500 kHz (half the sampling rate of the 1 MS/s DAC).
This means that any wrap transitions should occur well outside the bandwidth of the
phasemeters, which is typically between 10 and 50 kHz.

4.6 Decoding signals with low PRIN modulation depths

The electric field at the detector consists of the PRN modulated back-reflected signals from
the optical head, interfered with the local oscillator field. Ignoring losses, the measured
interference signal s(t) is:

s(t) =Y Apsin(wpt + O + Be(t — 7)) (4.12)
1

where the index n represents the emitter number, A, is the amplitude of the interfered
field at the detector, wy, is the angular heterodyne frequency, ®,, the total phase of the n’th
emitter, and [ is the modulation depth of the binary PRN code ¢(t — 7) € [0, 1] delayed
by 7.

To recover the signal belonging to a specific emitter in the OPA the detected signal s(t)
is digitised using a 40 MHz analogue-to-digital converter and then decoded using a delay
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4.6 Decoding signals with low PRN modulation depths

matched version of the PRN code p(t — 73,) belonging to that emitter. The PRN code used
for demodulation is generated using the equation

p(t—7)=1—2¢c(t —7) (4.13)

to map c(t) € [0,1] to p(t) € [1, —1]. Demodulation is performed in the FPGA by mul-
tiplying s(t) by p(t — 7%)

di(t) = p(t — 1) Z Ay, sin(wpt + Dy, + Be(t — 1)) (4.14)
1

where dj(t) represents the demodulated signal for the k’th emitter in the OPA. The
PRN modulated phase component fBc¢(t — 7,,) can be separated from (wpt + ®,) using
the trigonometric identity sin(a £+ b) = sin(a) cos(b) %+ cos(a) sin(b) where a = wpt + Py,
and b = fBc¢(t — 7,). Equation (4.14) then becomes

n

di(t) = p(t — 1) Z Ay, [sin(wpt + @,,) cos(Be(t — 7)) + cos(wpt + D5, sin(Be(t — 7,))]
1
(4.15)

When the modulation depth is very small (i.e., 5 < 1) the small angle approximation for
sine and cosine can be applied, simplifying equation (4.15) to

di(t) = p(t — 1) > Ay [sin(wpt + ®p) + cos(wnt + Bp)Be(t — 7)) (4.16)
1

where cos(fBc(t — 7)) ~ 1 and sin(Be(t — 7,,)) =~ Be(t — 1,). Suppose we want to recover
the signal for emitter 1 (i.e., k = 1). Equation (4.16) becomes:

dq (t) = p(t — 7'1)141 [sin(wht + (I)l) + COS(wht + @1)Bc(t — 7'1)]

n 4.17
(=) 0 An sinant + )+ cos(nt + Bl )]
2

The demodulated signal d;(t) has two components: i) the correctly demodulated signal
r1(t), and ii) the sum of the remaining incorrectly demodulated signals, 7,eise. The incor-
rectly demodulated signals are remodulated at full modulation depth 8 = 7 since

p(t — 7) sin(wt) = sin(wt + 7e(t — 1)) (4.18)

and appear as broadband noise in the measurement of dj(t). Substituting c(t — 7) =
3(1 —p(t — 7)) into the correctly demodulated component of d;(t) yields

ri(t) = Aip(t — 1) (sin(wht +®;) + g cos(wpt + 1) (1 — p(t — T))) (4.19)

which, recalling that p(t — 7) - p(t — 7) = 1, simplifies to:

Ja

ri(t) = Ay (p(t —T1) [sin(wht + o)+ gcos(wht + @1)} - g cos(wpt + <I>1)> (4.20)

The component of r1(t) that we are interested in measuring (highlighted green in equa-
tion (4.20)) is the only term not modulated by PRN. At this point the full demodulated
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signal is:
di (t) =T (t) + Mnoise

= A {p(t — 71) sin(wpt + @1) + gp(f — 71) cos(wpt + P1) — gcos(wht + @1)]

+p(t—11) Z Ay, [sin(wht +o,) + gcos(wht + &) (1 —p(t— Tn))]
2
(4.21)

The demodulated signal’s signal-to-noise ratio (SNR) can be improved by averaging over
the full length of the PRN code p(t — 71) to exploit the auto-correlation properties of
m-sequences as demonstrated in Section 2.5. Integrating d;(¢) over L points improves the
amplitude of the correctly demodulated signal by a factor of L relative to all other signals
remodulated by p(t — 7).

Combining the remaining noise signals into a blanket noise term 7 allows us to condense
equation (4.21) to

L
Z dy(t) ~ — <LA1§ cos(wpt + P1) + 77b> (4.22)

where

= Ap (p(f — 71) sin(wpt + P1) + gp(t — 71) cos(wpt + <I>1)>

+p(t—71)> An (sin(wht +®,) + gcos(wht + ©n)(1 —p(t - Tn))>
2

This analysis demonstrates that whilst it is possible to successfully isolate signals at low
modulation depths, doing so will lead to a substantially reduced SNR of the demodulated
signal. The consequence of this reduction in SNR is the necessary reduction in phasemeter
bandwidth to avoid non-linear behaviour (e.g., cycle-slipping? [95, 96]), and to limit the
introduction of residual PRN noise into the feedback loop. Furthermore, reducing the
phasemeter’s bandwidth also reduces the bandwidth of the controller, limiting it’s ability
to stabilise the relative output phase of the OPA. The balance between modulation depth,
phasemeter bandwidth, controller bandwidth, and coherence should therefore be selected
carefully.

4.7 Double-passing the EOM

One of the complications with the proof-of-concept OPA is the fact that the back-reflected
light passes through the EOM twice. This means the back-reflected signal is modulated
twice with slightly different delayed versions of the PRN code as illustrated in Figure 4.10.

Consider the electric field of the light entering the EOM:

E, (t) _ Eoei(wt—i-(b)

2Cycle slips are non-deterministic jumps in phase caused by the PLL’s non-linear response to random
noise. The likelihood of a cycle slip event occurring is low for high SNR input signals, however the
probability increases dramatically with increasing noise power. This makes low SNR input signals more

susceptible to cycle slipping, introducing step errors into the phase measurement.
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Figure 4.10: Double modulation of the back-reflected signal.

The light exiting the EOM on its first pass is modulated by the PRN code ¢(t —7.) € [0, 1]
at the specific code delay 7. with modulation depth 3:

E1(t) = Epe!@itotbp(t=re))
The modulated forward propagating beam travels towards the output of the fibre wave
guide where a small fraction of the optical power is reflected back towards the EOM.

Some time later the backward propagating reflected signal will re-enter the EOM and be
modulated a second time by the same code delayed by the total round-trip delay 7:

Fy (t) _ Eoei(wt+¢+ﬁc(t—rc)+ﬂc(t—7'(-,—7')) (423)

The round-trip delay 7 is related to the round-trip optical path length Ly by

7= Mhopt (4.24)
C

where n is the refractive index of the fibre and c is the speed of light in vacuum. Whether
or not the double-modulation is a problem depends on i) how big 7 is compared to the
chip period of a single chip of the modulating PRN code Tepip, and ii) the sampling rate of
the ADC f,qc which (in this system) is equal to the inverse period of a single PRN chip:

1
fadc = 7

Tenip
If we assume the code delay to be an integer k£ number of PRN chips
Te = kT ehip
and the round-trip delay to be a fraction of the PRN chip
T = 0T ehip
then we can rewrite equation (4.23) as:
Es(t) = Ey ei(wtttBe(t—kTenip)+Bc(t—(k+06)Tenip))

The ideal scenario is when the fractional delay 6 < 1 (and therefore 7 < Ttpip) because
the back-reflected signal will be modulated by the same delayed version of the PRN code,
effectively doubling its modulation depth. If we assume for convenience that T, = 1,
and that 6 < 1, then:

Ey(t) = Egeiwtté+Be(t—k)+Be(t—k—3))

~ Eo ei(wt+¢+2ﬂc(t—7'c))
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This highlights an important design consideration, which is that if the round-trip delay is
sufficiently smaller than the period of a single PRN chip, then the modulation depth of the
signal at the return path photodetector is effectively doubled without further degrading
the coherence of the combined field. This is advantageous because it was established
in Section 4.6 that increasing § improves the SNR of the demodulated signal, reducing
uncertainty in the phase measurement.

Ideal ADC
sampling window
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Figure 4.11: Effect of double modulation on the modulation depth of the back-reflected light
when § = 0.5 (top) and § = 0.9 (bottom). Each marker indicates the period of single chip in the
PRN code. The ideal ADC sampling window indicates the region where the two modulating codes
overlap and double the modulation depth of the back-reflected light.

A more realistic scenario is that the fractional round-trip delay ¢ is not small due to the
potentially large round-trip optical path between the EOM and optical head. This means
that the back-reflected light will end up being re-modulated by at a different delay relative
to the forward propagating light. The consequence of this is that only a fraction (1 — 9)
of the back-reflected light will experience a doubling in modulation depth. Figure 4.11
illustrates this effect when § = 0.5 and 0.9. When ¢ > 1, the two codes are offset by more
than one chip and there is no possibility of doubling the modulation depth.

In order to take advantage of increased modulation depth, we need to ensure that the ADC
samples the back-reflected light in the correct window. Figure 4.11 highlights the ideal
ADC sampling window based on the fractional round-trip delay &, which gets narrower
as 0 approaches 1. If the signal is sampled within this window then the PRN code will
appear to be 28¢(t — 7.). If the signal is sampled outside this window (but still within
the same chip) then it will appear to be encoded at two consecutive delays c(t — 7.) and
c(t — 7. — 1). This means that both delays may be used to demodulate the signal, but
because they are only separated by one chip there is a risk that the demodulated signals
will experience mutual cross-talk, degrading the SNR even further.

This analysis assumes that the analogue bandwidth of the ADC is much greater than its
sampling frequency. If the analogue bandwidth is too low then high frequency features
(such as the narrow pulses in the yellow curve in the bottom panel of Figure 4.11) will be
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low-pass filtered, reducing any benefit of sampling in the ideal window.

The ADC can be configured to sample the detected signal within the correct window (as
shown in Figure 4.12) by adjusting the phase of the clock that drives it while observing
the amplitude of the demodulated signal using the phasemeter. Scanning the phase of
the ADC clock by a full cycle will shift the sampling point through an entire PRN chip
assuming fage = 1/Tehip. If the phase of the ADC’s clock cannot be adjusted directly
then the same effect can be achieved by adding intentional electronic path length delays
in the system either between the photodetector and ADC, or between the digital PRN
code outputs and the EOMs, allowing the phase of each channel to be adjusted separately.

/ADC sample points
¥

- Ideal sampling ’- c(t—=1)+c(t-1)
- window | -

1 1 1 1 1 1 1 1 1 1 1 1 1

Modulation depth

- Incorrect l | 1 | c(t— 1) +c(t—2)
- sampling window l—l E

1 1 1 1 1 1 1 1 1 1 1 1 1

Time —

Figure 4.12: Illustration showing the effect of sampling the double-modulated back-reflection

within the ideal and incorrect sampling windows.

4.7.1 Experimental round-trip optical path length

The round-trip optical path length between the optical head and EOMs was measured
to be approximately 2.5 m. Assuming a typical refractive index of glass n = 1.5, speed
of light in vacuum ¢ = 3 x 10® ms™!, and PRN chip period Tenip = 25 ns, the fractional
round-trip time delay § was calculated to be:

-
6 p—
Tchip
_ 1.5 x25 [ m }
25 x 1079 %x3x 108 Ls-ms!
= 0.5 [chips] (4.25)

The phase of the ADC clock was adjusted by adding additional signal cables between the
photodetector and ADC to maximise the SNR of the demodulated signal. An alternative
solution would have been to adjust the phase of the 40 MHz oscillator used to drive the
ADC clock input.
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4.8 Feedback actuation and PRN modulation using the same
EOM

The low-frequency (DC to 100 kHz) feedback and RF (40 MHz) PRN sequence are com-
bined electronically using a bias-tee. This allows PRN phase modulation and feedback
actuation to be performed using the same EOM, reducing the number of components
required in the optical system.

DCO—’W‘TORF+DC

RF

Figure 4.13: Circuit diagram of a bias-tee. The capacitor in the RF port blocks the DC signal,
and the inductor in the DC port blocks the RF signal.

The circuit diagram for a bias-tee is shown in Figure 4.13. The bias-tee’s RF port has a
capacitor to block DC, and its DC port contains an inductor to block RF. The bias-tee
used in this system has a rated DC cut-off frequency of 100 kHz and an RF bandwidth
of 6 GHz. This means that any RF signals lower than 100 kHz should not enter the DC
port, and any DC greater than 100 kHz cannot enter the RF port.

When the bias-tee was first tested it was noticed that the low-frequency feedback signal
was being filtered far more aggressively than anticipated; the PRN code was not filtered.
This limited the slew rate of feedback wrap transitions to approximately 20 kHz, far lower
than the 100 kHz that was originally expected. This reduction in slew rate meant that
wraps in the feedback signal were occurring slow enough for the phasemeter to measure.
This resulted in the controller attempting to correct correct each wrap, quickly resulting
in instability.

This reduction in slew-rate due to the bias-tee’s low-pass filtering effect was never resolved
since the bandwidth of the phasemeters ended up being reduced to approximately 1 kHz
anyway to filter residual phase noise introduced by imperfect demodulation (as discussed
in Section 4.6). This reduction in phasemeter bandwidth prevented them from being able
to measure the slew-rate limited feedback wraps. If this were not the case, the most likely
solution would have been to use a bias-tee with a higher cut-off frequency.

4.8.1 Total combined signal amplitude

The total combined amplitude of the PRN and feedback signals cannot exceed the max-
imum recommended operating voltage of the EOMs (4£20 V). The maximum output
voltage range of the digital output and comparator circuit is +2.5 V. The maximum
output voltage of the DACs is £10 V. The total combined amplitude of the combined
signal could therefore potentially reach +12.5 V, well within the safe operating range of
the EOMs.
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4.9 Results and analysis

4.9.1 Intensity scaling and fringe visibility

The output intensity of the OPA was measured using a beam profiler for one, two, and
three emitter configurations. Figure 4.14 presents the measured intensities normalised to
the intensity of the central emitter (solid lines), accompanied by simulated expectations
(dashed lines). The simulation assumes measured values of the fibre beam divergence
angle (6.6°), projection range (60 + 1 mm), and the relative power of each emitter (which
were different by up to 5%). The simulation also assumed the fibre separation given by the
manufacturer (250 pm), that the three emitters are co-planar, and that the modulation
depth 8 = 0. The measurement agrees well with simulation.

3 emitters

Normalised Intensity
S

-300 -200 -100 0 100 200 300
Position (um)

Figure 4.14: Far field interference profiles for one, two, and three emitter configurations. (Solid)

measured; (dashed) simulation.

Table 4.6: Measured peak intensity of the central interference fringe for one, two, and three

emitters. The measured results are normalised to the intensity of the central emitter.

No. of emitters Iorm (measured)  Lyorm (quadratic)
1 1.00 1
2 3.87 4
3 9.03 9

The peak intensities of the central interference lobes in Figure 4.14 are presented in
Table 4.6, revealing quadratic scaling of intensity. The single emitter measurement ap-
pears flat because the beam profiler was looking at a small segment of the Gaussian beam.
Fringe visibility was calculated to be 95.2% and 95.9% for the two and three emitter con-
figurations respectively. The results agree well with simulation, and meet the requirements
established in Section 4.1.1.
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4.9.2 RMS output phase stability

A common method for measuring ®ryg involves interfering the output of the OPA with
a passively stable frequency shifted reference beam to generate a heterodyne beat-note at
a free-space photodetector [57]. This method assumes that fluctuations in the phase of
the combined beam are far greater in magnitude than those experienced by the passively
stable reference, and that both arms in the interferometer have equal optical path lengths
to limit susceptibility to laser frequency noise. While this assumption may be valid over
sufficiently short time-frames, it is almost certainly invalid at longer time scales where
fibre phase noise caused by environmental disturbances dominates. The authors of [57]
acknowledge this and consequently limit their measurement period to 1 ms, preventing
them from evaluating their system’s RMS output phase stability at sub-kHz frequencies.
We decided against this particular method because we were not confident that the resulting
measurement would accurately reflect the true RMS output phase error of the OPA, and
were interested in measuring ®ryg over longer time scales (> 1 ms).

In this experiment, ®ryig was inferred by measuring the RMS angular disturbance of the
output beam fOryig caused by phase noise between emitters at the OPA’s output. The
relationship between Orys and $Pryps is [97]

b cos(0) Orms (4.26)

Prvs =

where D represents the emitter separation (250 pum), A is the wavelength (1064 nm), 6
is the mean steering error, Orys = tan™!(zrns/z) where xrvs is the RMS displacement
error measurement at the detector, and z is the distance from the optical head to the
beam profiler.

To measure Ogng a single fringe of the far field interference pattern was apertured using
two razor blades mounted on adjustable platform stages located at the aperture of the
beam profiler, positioned 65 £ 1 mm from the optical head. By measuring the location
of the peak for 10 minutes at a resolution of 1.2 um and sampling rate of 5 Hz, Orms
was calculated to be + 35 prad. Applying equation (4.26) with the previously stated
parameters results in a Pryg of 0.052 radians, or A\/120. Because this measurement was
recorded at a sampling rate of 5 Hz, it was unable to capture higher frequency disturbances
that were most likely to limit ®gs.

It was observed that the output phase stability deteriorated significantly as the phase-
meter’s bandwidth was increased. This is likely because the phasemeter was able to track
higher bandwidth noise introduced by the imperfect demodulation of the PRN encoded
signal.

It was also found that the proof-of-concept OPA was very sensitive to shock; accidentally
knocking the optical bench would often cause the control system to fail. The effect was
less pronounced at higher PRN modulation depths as the corresponding increase in SNR
of the demodulated signal permitted higher control bandwidths.

4.9.3 PRN modulation depth

The analysis in Section 4.6 states that the signal-to-noise ratio (SNR) of the demodulated
signal (from which the phase is measured) scales with modulation depth at the expense
of power delivered to the central interference lobe. The higher the SNR, the higher the
potential phasemeter bandwidth, and therefore greater the potential forward-loop con-
troller bandwidth. The measurements presented in Section 4.9.2 were performed at a
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Figure 4.15: Measured degradation of fringe visibility and intensity scaling of a three element
OPA as the PRN modulation depth increases from 7/16 to 7.

single-pass modulation depth of 7/16 (double-pass modulation depth of 7/8) as it had
no noticeable impact on fringe visibility, and supported an RMS output phase stability
of ®rars = A/120. The controller did however have difficulty maintaining lock at lower
modulation depths due to cycle-slipping triggered by excessive noise. If it weren’t for the
internal sensing architecture’s inherent 7 phase ambiguity (Section 4.3.2) it is unlikely
that cycle-slips would be catastrophic to the OPA’s performance since the 27 phase slips
would still result in a relative output phase error of zero. Instead, cycle-slips can cause
emitters to re-stabilise out of phase by 7, consequently distort the interfered beam.

The relationship between modulation depth and coherence was investigated qualitatively
using the beam profiler to record the 1D far field intensity of the interfered light at differ-
ent modulation depths without the benefit of double modulation. The reason for foregoing
double modulation was to allow the PRN modulation depth to be increased to 7w without
compromising DEHI’s ability to isolate channels at the return path detector. This exper-
iment was performed with round-trip optical path lengths between the EOM and optical
head of approximately 15 m, three times the PRN chip length of 5 m.

The PRN modulation depth was changed by adjusting the supply voltage of the compar-
ators on each of the FPGA’s digital outputs, and an oscilloscope was used to measure the
voltage supplied to each of the EOMs to infer the modulation depth in radians using the
EOM’s V; rating.

The measured far field intensity profiles at modulations depths g = 7/16, 7/6, 7/4, /2,
/1.5, /1.2, and 7 are presented in Figure 4.15. The results clearly show the degradation
of coherence with increasing PRN modulation depth. The fringe visibility of the combined
beam at full modulation depth 5 = 7 is effectively zero due to the total randomisation of
the carrier’s phase which appears as broadband noise in the frequency domain. The peak
intensity of the combined field at full modulation depth is approximately three times the
intensity of a single emitter, consistent with incoherent combination.
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Figure 4.16: Measured degradation of fringe visibility and intensity scaling as the PRN modula-
tion depth increases from 7/6 to .

The peak intensities of the interference profiles in Figure 4.15 are plotted against their
corresponding modulation depths in Figure 4.16. The uncertainty in amplitude is attrib-
uted primarily to fluctuations in interference power caused by polarization drifts of each
emitter. The error in modulation depth is attributed to the uncertainty of the true V;
ratings of the three EOMs.

The amplitude of N coherently combined signals with equal amplitude scales with N;
whereas the amplitude of N incoherently combined signals (e.g., uncorrelated noise) scales
with v/N. The peak intensity therefore scales with N2 for coherent combination, and N for
incoherent combination. However, as shown in Figure 4.16, the peak intensity gradually
decreases from N2 at 3 =0 to N at = w. This transition from coherent to incoherent

combination depends on the effective amplitude of the signal at the carrier frequency

. . Lo . . B
after being phase modulated with PRN, which is approximately proportional to cos (§>

as shown in the phasor diagram in Figure 4.17. The power of the signal at the original
carrier frequency is then proportional to:

cos? <§) = HCQOS(B) (4.27)

The peak intensity as a function of modulation depth can then be modelled by:

2 2
() = (5 eost + (428)

Equation (4.28) is shown in Figure 4.16 with the measured results, clearly showing the
degradation of coherence with increasing modulation depth. The coherence will improve
as the modulation depth increases towards 27, as this would be indistinguishable from a
modulation depth of zero.
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Figure 4.17: Phasor diagram illustrating the relationship between modulation depth g and

approximate amplitude of , which diminishes to zero as 8 approaches 7.

4.10 Summary

The proof-of-concept OPA presented in this chapter has validated the concept of internal
sensing by coherently combining three emitters in the far field without the use of any
external sampling optics to stabilise the array. The output phase of each emitter was
inferred by detecting the small fraction of light reflected back into the fibre at the OPA’s
glass-air interface at a single photodetector. Individual reflections were isolated using
digitally enhanced heterodyne interferometry, and their phase was measured using digitally
implemented phasemeters. The relative phase error between emitters was then used to
actively stabilise the relative output phase of the OPA using feedback.

The fringe visibility of the far field interference pattern produced by the coherent combin-
ation of three spatially separate emitters was measured to be 95%, and the peak intensity
of the central interference peak was observed to scale quadratically with the number of
emitters. The OPA’s RMS output phase stability was measured to be ®rys = A/120 over
a 5 Hz bandwidth, satisfying the design requirements defined in Section 4.1.1.

The total output power that can be supported by the proof-of-concept OPA is limited
by the damage threshold of sensitive optical elements, which is 100 mW for electro-optic
modulators. Whilst the proof-of-concept OPA was never intended to support high optical
power, it must be acknowledged that the overall utility of an internally sensed OPA is
weak if they are unable to support appreciably high optical powers on the order of 10s
of Watts. Another weakness with the proof-of-concept OPA is the need to modulate the
phase of the carrier with low modulation depths pseudo-random noise codes to maintain
coherent combination in the far field. This had the effect of limiting the signal-to-noise
ratio of the demodulated signal, forcing a reduction in phasemeter controller bandwidth
to prevent instability.

Overcoming these limitations—in particular the handling of high optical power—is the fo-
cus of the offset phase-locked and amplifier-compatible OPA designs presented in Chapters 5
and 6.
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Chapter 5

Offset phase-locked OPA

5.1 Introduction

The offset phase-locked OPA presented in this chapter extends the power handling capab-
ilities of the proof-of-concept OPA. Asymmetric fibre couplers are included in each emitter
to isolate sensitive optical elements from high optical powers, which in this implementation
is supplied by multiple offset phase-locked lasers. The use of asymmetric fibre couplers
also enables digitally enhanced interferometry to be performed at full 7 modulation depth,
improving the SNR of decoded signals without deteriorating output coherence.

The OPA design presented in this chapter relies heavily on a technique called offset phase-
locking (e.g., [47, 98, 99]), which is used to actively stabilise the relative phase of one
or more slave lasers to a master laser at an offset frequency. One advantage of offset
phase-locking is the ability to set the specific frequency offset of each slave laser relative
to the master. This provides a way to precisely characterise the OPA’s RMS output phase
stability by measuring the phase of the heterodyne beat-note produced by interfering two
slave lasers with slightly different frequencies at a photodetector located in the far field.

This chapter begins with the design of the offset phase-locked OPA in Section 5.2, followed
by details of its implementation in optics and digital signal processing in Sections 5.3
and 5.4 respectively. Section 5.5 presents a discussion of a transfer function model used
to analyse the control system and select appropriate gains parameters. An analysis of
experimental result