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ABSTRACT

Body area wireless sensor networks (BANs)
are a key component to the ubiquitous health-
care revolution and perhaps one of its most chal-
lenging elements from a communications
standpoint. The unique characteristics of the
wireless channel, coupled with the need for
extreme energy efficiency in many healthcare
applications, require novel solutions in medium
access control protocols. We present the main
characteristics and challenges associated with
BANSs from a healthcare perspective, and pre-
sent some MAC techniques based on studies of
the BAN channel that could be used to address
these challenges.

INTRODUCTION

Ubiquitous healthcare promises continuous gath-
ering and analysis of physiological, behavioral
and other such health-related information and
either acting on it, providing feedback, or deliv-
ering it to health professionals. The aim is to
provide better healthcare to people via continu-
ous monitoring of small autonomous wireless
body-worn sensors, often outside of typical
healthcare settings such as hospitals [1]. If it is
to become commonplace, the gathering of such
health-related information needs to be unobtru-
sive and cheap, yet its delivery must fulfill cer-
tain reliability and timeliness guarantees for the
data to remain useful. Body area wireless sensor
networks, or body area networks (BANs), are an
emerging technology that aims to satisfy these
requirements [2-6]. A BAN consists of one or
more small sensors (e.g., temperature, blood
pressure) placed on or inside the human body
that communicate their readings back to a hub
device on or near the individual (e.g., BAN-
enabled smart phone), which may in turn com-
municate to others via another longer-range
network (e.g., WiFi, 3G).

The focus of this article is the short-range
wireless communication network that is formed
between the sensors and the hub in a healthcare
BAN, particularly at the medium access control
(MAC) layer. There are many challenges in
designing such a network, with reliability and

energy efficiency arguably the most important
considerations. The importance of reliability is
obvious when one considers that BANs may be
employed to monitor the vital signs of people in
poor health; one missed emergency signal could
be the difference between life and death. Energy
efficiency is also important for BAN sensors as
their small size limits the size of their batteries.

In this article we first comment on the impor-
tant challenges for the BAN MAC and then
show how the proposed IEEE 802.15.6 standard
for BANs improves on existing standards to help
meet these challenges. We then present some
results from our studies of the BAN channel,
including a summary of its statistical properties
and behavior. We argue that this knowledge is
key to the design of reliable and efficient BANS,
and conclude by demonstrating how it can be
used by presenting four MAC techniques for
improving reliability and efficiency.

IMPORTANT CHALLENGES
FACED BY BAN

Reliability for BAN healthcare applications is
vitally important, and it needs to be met in the
face of these four particular challenges for
BAN:Ss.

Extreme energy efficiency: To deliver the lev-
els of comfort and unobtrusiveness required for
widespread adoption, BAN sensor nodes must
be small and have batteries that last on the
order of days to years, depending on the applica-
tion. The size requirement obviously limits the
size of the batteries that will power the nodes
(energy scavenging is another option, but the
amount of power available from such techniques
is relatively small), so BAN nodes must be
extremely frugal in their energy usage.

Unique characteristics of the wireless chan-
nel: The behavior of the wireless channel around
the human body poses a unique set of challenges
to reliable communication. The first of these
challenges is severe attenuation of the wireless
signal between the sensor and the hub that can
occur (attenuation of over 100 dB has been
observed) and may push the received signal
power below the level required for reliable com-
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munication. This level is referred to as the
receiver’s sensitivity, and is typically limited in
BAN nodes due to their relatively small anten-
nas and simple energy-efficient designs. Unlike
other longer-range networks where the distance
between the transmitter and receiver dominates
signal attenuation, the strength of a BAN signal
is most affected by the physical location and ori-
entation of the nodes in relation to each other as
well as the human body, which can “shadow” or
attenuate the signal. Moreover, people move
about, which constantly changes the attenuation
at a rate that depends on the type of physical
activity.

Managing interference: The nodes in a BAN
can be centrally coordinated by the hub, thus
allowing a large number of devices to coexist in
a single network without having them interfere
with each other. Things become more complicat-
ed when multiple people wearing BANs come
into range of each other. In this case coordina-
tion may become impossible. The difficulty
comes from the peoples’ actions, which are
unpredictable from a network’s viewpoint, and
can result in networks moving into and out of
range of each other. In such a situation there is
no natural way of choosing a network coordina-
tor. As a corollary, any interference mitigation
scheme will need to adapt faster than the rate at
which the network topology changes if it is to be
successful in minimizing interference

Application requirements: BANs also need to
support a wide range of throughput rates (1 kb/s
to 10 Mb/s) to accommodate higher throughput
applications such as video, while still delivering
the high reliability and low-latency required in
many medical applications.

THE PROPOSED
IEEE 802.15.6 STANDARD

There are a number of existing standards, such
as Bluetooth and the IEEE 802.15.4 standard for
wireless personal area networks (WPANGS) [7, 8],
that at first glance seem appropriate solutions
for meeting the important challenges faced by
BANS outlined in the previous section. This may
indeed be true for some BAN applications, but
these existing standards are not flexible enough
to cover the wide range of BAN applications;
nor can they meet BANs’ tough reliability and
energy efficiency requirements. Hence, the
IEEE 802.15.6 working group was created in
November 2007 to draft physical and MAC layer
standards for wireless communication to address
the particular challenges found in BANs [9].

One of the key features of the IEEE 802.15.6
BAN standard is its flexibility, which allows it to
support diverse applications, ranging from
healthcare devices, such as medical implants, to
consumer entertainment devices, such as video
goggles. Each of these applications has its own
set of requirements; most notably data rate, reli-
ability, and energy efficiency, which cannot be
simultaneously maximized. The IEEE 802.15.6
standard gives device manufacturers the flexibili-
ty to design their devices in such a way as to
trade off each of these features against each
other, depending on the application. Other com-

peting standards offer some such flexibility, but
not to the extent of the IEEE 802.15.6 standard.

In terms of flexibility, the most important fea-
ture of the IEEE 802.15.6 standard is that it
offers multiple physical layer modes of opera-
tion: narrowband, ultra-wideband (UWB), and
human body communication (HBC). Further-
more, depending on the mode, a number of car-
rier frequency bands are supported.! This is
important since some applications perform bet-
ter at certain frequencies; for example, lower
radio frequencies offer less attenuation and
shadowing from the human body, while ultra-
wideband frequencies can offer higher data
rates. Moreover, specific applications are regu-
lated to only operate within specific frequency
bands (e.g., implants may only operate at
402-405 MHz worldwide).

The IEEE 802.15.6 MAC also offers a great
deal of flexibility by offering a number of differ-
ent access modes. As do other low-power stan-
dards, 802.15.6 employs a network coordinator,
which sends out beacons to organize time into
superframes (i.e., intervals between beacons)
and slots (i.e., small intervals within a super-
frame allocated using a multiple access mode).
Using IEEE 802.15.4 as a baseline for compari-
son, IEEE 802.15.6 adds polling/posting, also
known as “improvised access,” whereby the
hub/coordinator can inform sensor nodes that
they have been granted one-off exclusive time
slots to transmit or receive information; this is
unlike regular time-division multiple access
(TDMA) which follows a regular schedule.
Scheduled TDMA traffic is still supported, and
the standard allows the nodes to be scheduled to
periods greater than the superframe period. Car-
rier sense multiple access (CSMA) is also sup-
ported, and the standard offers many more ways
to combine the different access modes, control-
ling their length and their place in the super-
frame, and allowing them to be woven together
in the same superframe, whose length can also
be changed with a more fine-grained specifica-
tion. Energy efficiency is also increased via
mechanisms that allow sensor nodes to enter a
low-power sleep mode for a long time (several
beacon periods) before transmitting/receiving.
Furthermore, each device need not implement
all of the access mechanisms, choosing only
those that are suitable for its operation, giving
device designers more flexibility to choose the
mode that will meet the cost, reliability, energy,
and other requirements that are needed for the
device’s specific application.

Reliability is also a key requirement in many
BAN applications, especially in healthcare, and
the IEEE 802.15.6 standard attempts to maxi-
mize reliability in a number of ways. As wireless
spectrum becomes increasingly crowded, the
interference from other networks (BAN and
non-BAN) is also increasing, reducing potential
throughput and reliability. The IEEE 802.15.6
standard attempts to minimize the impact of
interference by shifting the beacon transmission
by a known offset each beacon period. This is
important as the beacon is crucial to the net-
work, coordinating all of the traffic and provid-
ing a timing reference for each of the nodes.
Moreover, the standard provides a dynamic
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Figure 1. Our “channel sounder” — a small wear-

able radio.
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Figure 2. Example of received signal strength we have observed over several
hours of “everyday” activity.

2 The data collection
methods for these experi-
ments can be found in
[10] for subjects sleeping
and [12] for “everyday”
activities.

channel hopping mechanism that helps the net-
work avoid other narrowband interferers. Final-
ly, the standard also allows a single relay (i.e.,
dual-hop) to be used in cases where the typical
single-hop star topology cannot maintain the
required levels of reliability. This is especially
useful in cases where the person is not moving,
such as when they are sleeping, as some links
may be attenuated below the receiver sensitivity
for tens of minutes at a time [10].

Despite the suitability of IEEE 802.15.6 for
BAN, successful systems are highly dependent
on the characteristics of the BAN wireless chan-
nel and need to be designed with an understand-
ing of its behavior, which the next section
outlines briefly.

THE BAN WIRELESS CHANNEL

Compared to ultrawideband and human body
conduction systems, narrowband wireless com-
munication is arguably best suited to the greatest

number of healthcare applications and is thus
the focus of this section. At channel bandwidths
typical of narrowband BAN systems, the radio
channel has been shown to be essentially slow
and flat-fading, with an insignificant amount of
intersymbol interference from multipath. Conse-
quently, the received signal strength is a good
measure of the channel at any point in time.
That said, the movement of the human body has
a dramatic effect on the strength of the received
signal; hence, static measurements of the BAN
channel at a single point in time provide limited
useful information to those designing BAN sys-
tems; long-term measurements, which are char-
acterized statistically and capture a wide variety
of “everyday activities,” are far more relevant.

The authors of this article have performed a
wide variety of dynamic channel measurements
of “everyday” mixed activities near the 900 and
2400 MHz industrial, scientific, and medical
(ISM) bands totaling many hundreds of hours,
mainly using custom-built “channel sounders,” a
collection of small body-worn radios than can
transmit, measure, and log received signal
strength at 2.4 GHz [11]. Activities and environ-
ments have included walking, running, driving, at
the office, at home, outdoors, and sleeping. One
of our channel sounders is depicted in Fig. 1,
and Fig. 2 illustrates one of our everyday chan-
nel sounder measurements, plotting the signal
strength between two body-worn devices and a
hub worn on the hip.

The results of our “everyday” channel
sounder measurements have shown that attenua-
tion, predominantly due to shadowing, can be
significantly large, with median channel attenua-
tion greater than 70 dB. Furthermore, we have
confirmed significant temporal correlation for
samples of the channel gain in periods of 500 ms
or more, with the samples only becoming inde-
pendent for periods greater than 1 s. Speaking
informally to illustrate the point, one can think
of the channel gain moving around between sta-
ble levels for short periods of time. If one looks
at any such stable period, the channel gain will
be highly correlated, but the aggregate of all
such periods results in an independent signal
with an apropos first-order distribution. Further-
more, and important, a slow changing channel
means that we can make predictions at the MAC
level about the channel’s future state and use
this knowledge to improve the reliability.

Given that the BAN received signal strength
can remain relatively stable for significantly long
periods of time (for a wireless system), this sug-
gests that the signal strength could remain poor
for long periods too. These periods of large
attenuation are vitally important as they can
limit throughput or even make reception impos-
sible; we call a continuous period of attenuation
below sensitivity an “outage.” The red curves in
Fig. 3 plot the mean duration of such outages
against the maximum attenuation a system can
support before going into outage, ranging from
20 ms to 10 s. The blue curve shows the proba-
bility of being in an outage at any point in time.
Both curves are plotted for “everyday” scenarios,
as well as for someone sleeping in a bed.2 Note
that more sensitive receivers can reduce the like-
lihood and duration of outages, but options are
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limited in the physical layer due to size, cost,
and complexity constraints.

MAC TECHNIQUES FOR A
RELIABLE AND EFFICIENT BAN

It is important to understand that the mecha-
nisms provided in the draft IEEE 8021.15.6 stan-
dard do not constitute a complete MAC
protocol. Rather, they outline the basic elements
that must be used to ensure interoperability
among IEEE 802.15.6 compliant devices, such as
packet formats and message exchange protocols
to achieve simple tasks (e.g., assign an allocation
interval, or acknowledge the reception of a pack-
et) [10]. The draft standard leaves open higher
level questions such as: Should we use con-
tention-based, scheduled, or improvised access,
and when? In what order do we schedule alloca-
tion intervals? When should relays be used?
When should one use retransmissions to cope
with failed packet reception?

The understanding of the issues arising from
the above questions can lead to appropriate con-
trol decisions at the MAC layer that can make a
significant difference in terms of MAC efficien-
cy, reliability, and throughput; all of which could
be vitally important for healthcare. Knowledge
of the channel characteristics can help us make
smart decisions. For example, immediately
attempting to retransmit a failed packet should
be avoided since the channel is likely to still be
in an outage (the most probable cause of fail-
ure).

Here we present four MAC techniques that
can be used to increase IEEE 802.15.6 system
reliability while achieving high energy efficiency.
First, we consider dynamic allocation of slots in
an effort to avoid outages. This technique
increases reliability without increasing energy
consumption. The second technique further
increases reliability by allowing retransmissions,
thus spending additional energy, but builds on
the dynamic allocation idea by achieving the best
improvement in reliability for any given limit on
the additional energy that may be spent. The
third technique concerns outages that last too
long to be remedied with retransmissions by
employing relay nodes. Finally, the fourth tech-
nique explores the potential of transmission
power control and can be applied concurrently
with the previously mentioned techniques. The
performance of these techniques have been veri-
fied through simulations that make use of our
real-world “everyday” channel sounder data to
model channel behavior.

DYNAMIC SLOT ALLOCATION

As mentioned earlier, the outages experienced
in BANs are a major source of packet losses.
Indeed, when using contention-free access, pack-
ets are lost when the link between a sensor and
hub goes into an outage. Not only are packets
lost; energy is wasted, and a time slot that could
have been used productively by a different sen-
sor node is also squandered.

Ideally, sensors would only be allocated time
slots when their links are good. This might be
impossible to achieve practically, but one can do
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Figure 3. Probability and expected duration of outages given the channel atten-

uation threshold that a wireless system can support.

better than either statically or randomly assign-
ing slots by better understanding the characteris-
tics of the BAN channel. By understanding that
the channel is slow-moving, and that outages last
in the order of tens of milliseconds to seconds,
this implies that whatever information one has
about the state of the link will likely hold true in
the near future. For example, knowing that a
transmission attempt failed, or barely succeeded,
implies that transmitting a packet straight away
may not be worthwhile.

Knowing something about the future state of
the link gives rise to the idea of using a variable
slot allocation scheme to increase the reliability
of the network. This idea is similar to oppor-
tunistic scheduling in cellular networks, where
the base station dynamically selects a user to
transmit in the next available time slot. Howev-
er, traditional opportunistic scheduling
approaches are not compatible with BANs as
they require that the slave nodes are continuous-
ly available for communication. This contradicts
the energy-saving mechanisms of BAN devices,
which are in sleep mode most of the time, only
waking up to listen for beacons and transmit
data. However, since sensor nodes that want to
send data must wake up to listen for the beacon
in the superframe they want to transmit in, vari-
able slot allocation can work at the superframe
level of granularity. The hub can use link infor-
mation gathered from previous superframes to
schedule slot allocation for the next superframe,
conveying this information to the sensor nodes
at the start of the superframe.

The authors of this article have investigated
such a variable scheduling scheme in BANs,
assuming a two-state Markov model for the link
state (good/bad) [13]. Each link, or channel
between a sensor node and the hub, is character-
ized by two parameters, the “stability” S, the
long-term average probability of the link to be in
the good state; and the “volatility” V, a measure
of how frequently the link transitions between
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good and bad states. The values of these two
parameters have been extracted from a large
volume of our experimental channel sounder
data [11].

While there are many scheduling techniques
that could be applied to such a model, we have
shown [13] that a simple “Flipping” algorithm
can provide close to optimal performance, while
not requiring knowledge of S and V for each
link. The Flipping algorithm schedules all bad
links of the previous superframe last, preserving
the order in time in which they were observed,
while scheduling all good links first, but revers-
ing the order in which they were observed in the
previous superframe. The rationale behind Flip-
ping is that all bad links are given the longest
time to recover (i.e., get out of the outage),
while the flipped ordering of the good links
takes advantage of the most recently observed
good links to ensure high probability of success
in the next round of transmissions.
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Figure 4 presents simulation results for an 8-
node network; details on the setup and assump-
tions can be found in [13]. The figure shows the
percentage reduction in packets lost when com-
paring the Flipping algorithm to static schedul-
ing against average link volatility. The Flipping
scheme can reduce packet loss by up to 17 per-
cent compared to static allocation, and does not
expend any additional energy.

SCHEDULING OF RETRANSMISSIONS

Assume an “everyday” activity BAN link with an
average successful packet reception rate of 96
percent, as is typical for systems with an attenua-
tion threshold of 90 dB (Fig. 3). A variable
scheduling technique, such as Flipping, could
improve the successful receptions to 96.7 percent
by reducing packet losses by 17 percent. While
this is a modest gain, it is achieved without using
more energy. However, a success rate close to
100 percent, required by many healthcare appli-
cations, cannot be achieved without retransmis-
sion of failed packets. Retransmissions have to
be considered together with the extra energy
they consume, and the delivery deadlines
imposed on the data (e.g., 125-250 ms is typical
for healthcare applications). The issue of addi-
tional energy consumption is usually handled by
imposing an energy budget that limits the extra
energy that nodes may spend on retransmissions.

The BAN channel greatly influences the
effectiveness of retransmissions; as explained
earlier, retransmissions should be delayed until
the channel is more likely to have returned from
a state of outage. One method of delaying
retransmissions is to allocate retransmission slots
at the end of each superframe. This kind of fixed
allocation scheme yields improvements in relia-
bility, but more efficient schemes are possible.
We have devised an adaptive retransmission
technique [14] that takes into account the energy
budget and adaptively allocates retransmission
slots to anywhere in the superframe, according
to channel conditions.

Figure 5 presents simulation results for an 8-
node network; details on the setup and assump-
tions can be found in [14]. The figure shows the
fraction of recovered packets that the adaptive
and fixed retransmission schemes achieve, plot-
ted against a range of energy budgets. The x-axis
represents the maximum energy consumed by a
single node in the network, a quantity limited by
the energy budget. The baseline of energy con-
sumption is 1, and represents the energy used by
“regular” traffic. Numbers greater than 1 repre-
sent the additional energy used by retransmis-
sions. For example, 1.04 means that an additional
4 percent of the baseline energy was used to
retransmit failed packets. As expected, more
packet losses can be recovered by spending more
energy in retransmissions, albeit with diminishing
returns. The adaptive retransmission scheduling
outperforms the fixed one, especially when the
energy budget is small. In other words, it pays to
use smart scheduling especially when we do not
have a lot of extra energy to spare. Also notice
that retransmissions can recover many more
packets in highly volatile channels as there is a
greater chance of the links transitioning from bad
to good state within the limited delivery deadline.
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USING RELAYS

Retransmission schemes are only effective when
the duration of the outages is significantly short-
er than the packet delivery deadline, but this is
not always the case. For example, because peo-
ple move less while sleeping in bed, we have
found that such “sleeping channels” can experi-
ence long outages, often minutes or tens of min-
utes at a time. The only alternative here is to
route around the bad links via a relay node,
which is an option supported by the IEEE
802.15.6 standard.?

There is a cost, however, to the energy con-
sumption of a relay node as it must remain
awake, listening for packets to relay to the hub
from the sensor that cannot reach the hub direct-
ly. Minimizing energy consumption is critical in
healthcare BANSs, so relays should be used as
efficiently as possible. Such a pursuit raises many
interesting questions, for example: How does the
hub decide that a node needs a relay (as opposed
to attempting retransmissions)? Which node
should act as a relay?

Our experiments are beginning to answer
some of these questions. For example, we have
considered sleeping subjects wearing on-body
sensors and being monitored by an off-body
device that is acting as the BAN hub [10]. This
would be a common healthcare scenario where a
monitoring device is placed beside the head of
the bed. If we consider channel attenuation of
more than 90 dB resulting in outage, there is a
node that could act as a successful relay 85 per-
cent of the time the sensor node (Tx) to hub link
(Rx) is in outage. If, instead, the hub is placed
on the subject’s left hip, there is a viable relay 80
percent of the time that the direct link is in out-
age considering an attenuation threshold of 90
dB, as illustrated in Fig. 6. Considering that our
measurements show that long outages occur for
about 15 percent of the time that subjects are
sleeping, it is evident that relays can play a sig-
nificant role in improving BAN reliability.

CONTROLLING THE TRANSMIT POWER

It is possible to both improve transmission reli-
ability and energy efficiency and reduce total
energy consumption by controlling the transmit
power level for each node in a network. Such
power control can be applied concurrently to
the three previous MAC techniques. This is
especially effective in BANs as the slowly
changing channel exhibits temporal correlation
for up to 1 s into the future, making it relative-
ly easy to predict over short periods of time. If
one assumes that a sensor transmits a single
packet every superframe, which typically lasts
on the order of tens to hundreds of millisec-
onds, a simple sample-and-hold transmit power
scheme can be effective. In such a scheme, the
transmitting device estimates channel attenua-
tion from the last packet that it has received
and then adjusts its transmit power according-
ly. Given the reciprocity of BAN wireless chan-
nels [11], then the device could use this
predicted transmit power level forup to 1 s
into the future.

Compared to using a fixed transmission
power of 0.1 mW, our simulations over “every-
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Figure 6. Empirical probability of there being another good (relay) link while
the direct link is in outage for a subject sleeping and the hub is situated at the

front of the left hip [10].

day” channel sounder measurements have shown
a two- to fivefold improvement in packet loss by
using this simple sample-and-hold scheme [15].
In addition to the improvement in reliability, the
transmitter also consumes 15 percent less ener-
gy, more if one were to factor in the energy
saved from not needing to retransmit as many
failed packets. Of course, constantly transmitting
at the maximum allowed power of 1 mW in
IEEE 802.15.6 will increase reliability, but it will
be at the cost of greatly increased energy con-
sumption. Transmit power control can achieve
similar reliability results to a 1 mW transmitter,
while still reducing power consumption com-
pared to a moderately powerful 0.1 mW trans-
mitter.

CONCLUDING REMARKS

A number of challenges for the operation of the
MAC in the context of healthcare and the cur-
rent IEEE 802.15.6 draft standard for BANs
have been described. We have described particu-
lar means to make best use of the provisions for
the MAC in the current standard, including
intelligently dealing with outages; retransmitting
wisely; using relays in particularly difficult sce-
narios, such as people sleeping; and transmit
power control. Of course, there are many other
techniques that could enhance the standard,
some of which will be driven by application-spe-
cific demands. Some techniques we are investi-
gating include cross-layer implementation
techniques, whereby information is shared
between the physical and MAC layers to improve
performance; and also methods of interference
mitigation in the MAC for collocated networks.

It is clear that there are many exciting
prospects for the further development of BAN
technologies, particularly in the MAC layer, that
will help fully exploit the potential of ubiquitous
healthcare.

3 We note that “sleeping
channels” are not the only
example of channels for
which relays are useful;
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It is clear that there
are many exciting
prospects for the
further development
of BAN technologies,
particularly in the
MAC layer, that will
help fully exploit the
potential of
ubiquitous
healthcare.
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