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[1] The theoretical framework for a new nonheating method of determining absolute
ancient magnetic field intensities (paleointensities) is described. The approach is based
on a thermally activated Preisach model for interacting, randomly orientated single‐domain
grains with uniaxial anisotropy. The model includes theoretical features not
accommodated by previous nonheating paleointensity methods; for example, it includes
magnetostatic interactions, allows for variable cooling rates, and can identify, isolate,
and reject unstable remanence carriers, i.e., multidomain and superparamagnetic
contributions. The input Preisach distribution from which the acquisition of a thermal
remanent magnetization (TRM) of a given rock sample can be simulated is obtained
from information contained in the sample’s first‐order reversal curve distribution. The
paleointensity estimate is determined by comparing the alternating field demagnetization
spectrum of the sample’s natural remanent magnetization and its simulated TRM. In the
companion paper, the protocol is rigorously tested using a suite of historical samples.

Citation: Muxworthy, A. R., and D. Heslop (2011), A Preisach method for estimating absolute paleofield intensity under the
constraint of using only isothermal measurements: 1. Theoretical framework, J. Geophys. Res., 116, B04102,
doi:10.1029/2010JB007843.

1. Introduction

[2] Recovering the absolute value of the ancient magnetic
field intensity (paleointensity) recorded by rocks has proven
to be problematic since the first attempts were made
[Folgerhaiter, 1899; Koenigsberger, 1938a, 1938b; Thellier,
1941]. The original methods assumed that the natural rema-
nent magnetization (NRM) was essentially a thermoremanent
magnetization (TRM). By comparing the NRM of a rock with
a laboratory‐induced TRM, the ancient field strength was
estimated by simple scaling with the laboratory field. The
main drawback of this direct approach is that the heating
that is required to induce the laboratory TRM, will often
chemically alter the magnetic minerals in a rock. This means
the NRM and TRM are not comparable and would yield
an incorrect paleointensity estimate. To identify chemical
alteration, Koenigsberger [1938a, 1938b], Thellier [1941],
and Thellier and Thellier [1959] introduced a stepwise ther-
mal remagnetization protocol for paleointensity determina-
tion, which was modified by Coe [1967] to include double
demagnetization/remagnetization steps at increasing tem-

peratures until a full TRM is induced. This “Thellier‐
type” approach of Coe [1967] and its many subsequent
modifications form the basis of most modern paleointensity
studies. While the Thellier‐type experiments provide a
method with which to identify laboratory chemical alteration
according to certain empirical criteria, the detection of
such alteration only serves as a mechanism for rejecting
samples, which are deemed to be unsuitable for paleointensity
analysis.
[3] For the stepwise approach of the Thellier‐type methods

to work, it is required that the samples obey the law of partial
TRM (pTRM) additivity [Dunlop and Özdemir, 1997]; that
is, a stepwise TRM (a pTRM) acquired over the temper-
ature T1 and T3 should be equal to the sum of two pTRMs
acquired over the temperature range T1 to T2 and T2 to T3,
respectively, and reciprocity, i.e., blocking and unblocking
temperatures are equal [Xu and Dunlop, 2004]. The laws
of additivity and reciprocity are obeyed by small magnet-
ically single‐domain (SD) grains, but larger multidomain
(MD) grains violate them [Dunlop, 1998]. The contribution
of intergrain magnetostatic interactions has not been
quantified rigorously, and it is still debated if interacting
SD grains will obey these laws or not [Levi, 1977; Fabian,
2001; Dunlop et al., 2005]. These requirements present
major problems for many rocks types, which contain a
wide grain size spectrum of magnetic particles spanning
the SD to MD states.
[4] Violation of pTRM additivity and reciprocity, and the

effects of chemical alteration during the experiment can lead
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to very high sample rejection rates in Thellier‐type experi-
ments. For example, Paterson et al. [2010] performed
Thellier‐type paleointensity investigations on a total of 129
samples from two localities, which ultimately did not yield a
single reliable paleointensity estimate. Such high rejection
rates are a particular issue given the very time‐consuming
nature of Thellier‐type experiments.
[5] Alternatives to Thellier‐type protocols do exist, such

as the Shaw [1974] method, the microwave method [Walton
et al., 1993], and the multispecimen parallel differential
pTRM method [Dekkers and Böhnel, 2006]. These methods
are expected to suffer less from the effects of chemical
alteration but are not immune because they all still involve
sample heating to some extent.
[6] Nonheating methods have been developed to study the

magnetic fields in the early Solar System, as the materials
used in such studies, i.e., chondrules found in primitive

chondrites, are particularly vulnerable to chemical alteration
during Thellier‐type experiments [Gattacceca and Rochette,
2004]. These nonheating remanence (REM) methods and
their modifications, compare the NRM normalized by some
laboratory‐induced isothermal remanence with calibration
charts, essentially yielding calibrated relative paleointensity
estimates [e.g., Fuller et al., 1988; Kletetschka et al., 2000;
Gattacceca and Rochette, 2004]. The REM method and its
variants do not truly account for intrinsic variation in the
magnetic mineralogy and domain state, and as such are
estimated by Gattacceca and Rochette [2004] to only be
accurate to at best a factor of 2.
[7] There is a clear need for more accurate nonheating

paleointensity methods. Here and in the companion paper
[Muxworthy et al., 2011], we describe a new nonheating
method of paleointensity determination based on Preisach
theory [Preisach, 1935]. The basic premise behind the new

Figure 1. (a) A Stoner‐Wohlfarth (SW) particle with the easy magnetic axis, applied field (H) and mag-
netization (M) direction highlighted. In SW particles the magnetization lies in the same plane as the
anisotropy field plane. (b) Hysteresis loop for a SW particle with y = 0°. The hysteresis loop, or hysteron,
is shifted by the variable Hs field associated with interactions (equation (3)). (c) A schematic represen-
tation of the Preisach plane and the relationship between the various field parameters discussed in the text
with the position of a typical first‐order reversal curve (FORC) diagram included. (d) The energy barrier
experienced by the hysteron in Figure 1b; �m is the position of the energy maximum, DEC.
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approach is that in using Preisach models it is possible to
predict the response of a magnetic system to variations in
both magnetic field and thermal activation energy [Bertotti,
1998; Mayergoyz, 2006], and temperature [Stancu and
Spinu, 1998; Roshko and Viddal, 2004]. If we know the
Preisach distribution of a sample, it is possible to make a
predictive estimate of its TRM (NRM) intensity for a given
field strength. Another advantage of using Preisach models,
is that according to Néel’s [1953] first‐order interpretation,
Preisach distributions provide a description of magnetostatic
interactions. No previous paleointensity method has theo-
retically accommodated magnetostatic interactions, which
may be critical, although it is uncertain whether interactions
cause pTRM additivity laws to be violated [Levi, 1977;
Shcherbakov et al., 1995; Fabian, 2001; Dunlop et al.,
2005].
[8] In this paper we describe the theory behind the pro-

posed methodology, and Muxworthy et al. [2011] report an
empirical test of the method on over 275 samples from
modern lavas and pyroclastic lithics. Of these samples, 252
are less than 100 years old and the geomagnetic field is
accurately known at the time of eruption.

2. A Thermally Activated Preisach Model

[9] The theoretical framework for the model developed
in this paper is adapted primarily from the temperature‐
and time‐dependent Preisach‐Néel models of Stancu and
Spinu [1998] and Roshko and Viddal [2004] for Stoner
and Wohlfarth [1948] particles. For completeness, we
will review briefly the basic ideas of these models in
addition to our own developments; to aid comparison with
the existing literature, we have adopted the nomenclature
of Stancu and Spinu [1998].

2.1. Aligned Stoner‐Wohlfarth particles

[10] The free energy of a uniaxial Stoner‐Wohlfarth (SW)
particle with an external magnetic field H is given by

E ¼ KV sin2 �� �0MSHV cos y � �ð Þ ð1Þ

where K is the anisotropy constant, V is the volume of
the particle, m0 is the permeability of free space, MS is
the spontaneous magnetization, � is the angle between the
MS direction and the easy axis, and y is the angle
between the external field and the easy axis direction
(Figure 1a).
[11] For the case where y = 0°, the heights of the energy

barriers (DE±) separating the stable magnetization directions
can be derived from equation (1) [Stoner and Wohlfarth,
1948; Néel, 1949]:

DE� ¼ �0MSV

2HK
HK � Hð Þ2 ð2Þ

where HK (= 2K/m0MS) is the anisotropy field, which is
equal to the switching field HC for the case y = 0°. The
positive sign signifies rotation out of the external field
direction, and the negative sign corresponds to rotation into
the field direction.
[12] In the classical Preisach model for a system of SW

particles with their easy axes aligned with the field direction

(y = 0°), the magnetic moment of each particle is
described by a single point in the Preisach plane that has
coordinates Ha and Hb corresponding to the switching
fields of the hysteron shown in Figure 1b. The effective
magnetic field acting on the particle is the sum of the
applied field Ha and the interparticle interaction field
Hint, which is taken to be aligned with the field direc-
tion. The interaction field thus translates the rectangular
hysteresis loop along the field axis by a value Hs = −Hint

(Figure 1b). The effective field experienced by the hys-
teron is therefore given by

H ¼ Ha þ Hint ¼ Ha � Hs ð3Þ

The total magnetization, M, for a distribution p(Ha, Hb)
of such particles experiencing a range of interaction
fields (Figure 1c) is simply

M ¼
Z
Sþ

p H�;H�

� �
dH�dH� �

Z
S�

p H�;H�

� �
dH�dH� ð4Þ

where S+ and S− represent hysterons in the positive and
negative states, respectively.
[13] The SW model does not take thermal fluctuations

into account, and therefore, in the classical Preisach model
the magnetic moment cannot overcome energy barriers
(equation (2)) in effective fields less than the switching
fields. The effect of thermal fluctuations can be included
using Néel’s [1949] model, which describes the relaxation
of the magnetic moment over a given energy barrier DE:

� ¼ �0 exp
DE

kBT

� �
ð5Þ

where t is the characteristic time for thermal activation, t0
−1

is the atomic attempt frequency, kB is Boltzmann’s constant,
and T is the absolute temperature. For a two‐state model
with relaxation times, t+ and t− the relaxation process is
described by

1

�
¼ 1

�þ
þ 1

��

where

�� ¼ �0 exp
DE�
kBT

� �
ð6Þ

It is apparent that if t+ � t−, then t = t− and vice versa.
In combination with the strong field dependency of t±,
this means that t± is effectively the duration, t, of the
given time frame of interest, e.g., will barriers be over-
come on geological timescales, the duration of a labora-
tory experiment.
[14] The critical barrier height DEC (Figure 1d) separates

those barriers that are spontaneously overcome (DE <
DEC) from those which are not (DE > DEC); that is, for
an applied field, Ha, particles will relax to their equilibrium
state if

�0MSV

2HK
HK � Ha � Hsð Þ2

� �
< kBT ln

t

�0

� �
ð7Þ
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The representation of the thermally induced switching in
the Preisach plane can be expressed using thermal critical
curves given by

HK � Ha � Hsð Þð Þ2¼ 2HKHT

where

HT ¼ kBT

�0MSV
ln

t

�0

� �
ð8Þ

Transforming to the Preisach coordinate system (hc, hs),
which is rotated by 45° with respect to the (Ha, Hb) sys-
tem (Figure 1c), equation (8) becomes

hc � ha � hsð Þð Þ2¼ 2hcht ð9Þ

where ha = Ha

ffiffiffi
2

p
, hs = Hs

ffiffiffi
2

p
, and ht = HT

ffiffiffi
2

p
. In addition,

because we are working with a system of particles aligned
with the field, i.e., y = 0°, the anisotropy field HK is equal
to the coercive force HC and thus hc = HK

ffiffiffi
2

p
.

[15] In the absence of thermal fluctuations, i.e., ht = 0 as a
result of T = 0 K and/or t ≈ t0, the critical curves defined by
equation (9) are controlled by the field and form two lines
OA and OB (Figure 2a) which separate the Preisach diagram
into three regions, labeled “positive” (plus), “negative”
(minus), and “memory.” For particles in the positive and
negative regions there is no energy barrier to surmount in
order to achieve the equilibrium position of the magnetic
moment, thus they have only one stable orientation in which
the magnetization can reside, i.e., they are “field blocked.”
Each particle in the memory region has two stable orienta-
tions separated by an energy barrier; the orientation in which
the magnetization resides is therefore determined by the
individual field and temperature “history” of the particle.
[16] For T > 0 K and/or t � t0 (thus ht ≠ 0) the

thermal critical curves (equation (9)), become parabolic
(Figure 2b), intersecting at (hc = 0, hs = ha) and (hc = 2ht,
hs = ha). The thermal critical curves penetrate into the
memory region (Figure 2b), splitting it into four parts. For
particles in region 1, the temperature T and the observa-
tion time t have no affect, the region remains blocked and
is able to retain a record of its magnetic history, i.e.,
particles in this region are thermally blocked. In the other
three regions, i.e., 2, 3, and 4, particles are super-
paramagnetic, as the experimental time and temperature are
now sufficient to cause unblocking. There is some propa-
gation of the superparamagnetic regions 2, 3, and 4 into
the field‐blocked positive and negative areas; however, this
does not contribute to the final remanence.

2.2. Randomly Orientated SW Particles

[17] For randomly orientated SW particles, when y ≠ 0°,
the coercive field (switching field) HC (y) ≠ HK and
equation (2) no longer holds. For a general value of y it is
not possible to express the energy barriers, and thus the
positions of the thermal critical curves, analytically. Via
interpolation, Pfeiffer [1990] derived a general expression
with which to calculate the location of the thermal critical
barriers for randomly orientated SW particles:

DE� ¼ �0MSVHK

2
1� Ha � Hs

HC yð Þ
� �g yð Þ

where

g yð Þ ¼ 0:86þ 1:14
HC yð Þ
HK

Figure 2. (a) Preisach diagram in the absence of thermal
energy, i.e., at 0 K the “field blocking regime,” showing
the effect of the applied field on the three regions marked
positive (plus), negative (minus), and memory. The positive
and negative regions are field blocked and retain no record of
their magnetic history; that is, the hysterons in these regions
are in their positive and negative states, respectively. The
memory region (shaded box) incorporates hysterons that
can be either positive or negative depending on their history.
(b) A thermally activated Preisach diagram, i.e., T > 0 K.
The thermal critical barriers (equation (11)) now split the
memory region into four zones; zone 1 is still capable of
retaining a record of its history, i.e., thermally blocked
region, whereas in zones 2–4 the thermal energy is now
sufficient for the energy barriers in (Figure 1c) to be over-
come; that is, these regions are superparamagnetic. Note that
the shape of the critical barriers is dependent on y; for the
example shown we have set y = 0°.
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and

HC yð Þ ¼ HK sin2=3 y þ cos2=3 y
� ��3=2

ð10Þ

Applying equation (10) to equation (9) yields

hc
2

HK

HC yð Þ 1� ha � hs
hc

� �g yð Þ
¼ ht ð11Þ

The general shapes of the thermal critical curves for y ≠ 0°
are similar to those for y = 0° (Figure 2b). It should be
noted, however, that given the dependency on the orienta-
tion the thermal critical barriers take the form of curved
surfaces and only appear as lines for a single value of y (for
example as shown in Figure 2b). For the general case there
are two points of intersection: the first, (hc = 0, hs = ha) and
the second when hs = ha, with a corresponding value of hc
given by

hc ¼ 2ht
HC yð Þ
HK

: ð12Þ

3. A Thermally Activated Preisach Model With
Thermally Variable Distributions

[18] To simulate thermoremanence acquisition it is nec-
essary to incorporate the strong thermal variability of the
thermal critical curves (equation (11)) and the Preisach
distribution p(Ha, Hb) (in Preisach space this is p(hc, hs))
into the thermally activated Preisach model described in
section 2 [Spinu et al., 2001; Borcia et al., 2002a, 2002b].
[19] In the treatment of the thermal variability we make

certain necessary assumptions: first, for the thermal critical
curves, from molecular field theory for crystals greater than
a few nanometers in size, MS(T) / (1 − T/TC)

0.5, where TC is
the Curie temperature [Aharoni, 2000]. This assumption is
required because in our procedure the sample cannot be
heated, and therefore MS(T) cannot be quantified experi-

mentally. For the thermal critical curves, the variation of
HK(T), is also required; as we are assuming the magnetic
anisotropy is controlled by the shape anisotropy HK(T) /
MS(T) [Dunlop and Özdemir, 1997]. In Appendix A we
verify this assumption that HK(T) / MS(T) as a first
approximation using published experimental data. Second,
for the Preisach distribution p(hc, hs) we draw on Néel’s
[1953] interpretation of the Preisach model, where hc cor-
responds to the coercive force and hs corresponds to the
interaction field; therefore hc(T) / MS(T) corresponds in a
similar manner to HK(T). For the variation of hs(T) we
draw on the experimental findings of Dunlop and West
[1969] and Muxworthy and Dunlop [2002], who both
found hs(T) / MS(T); that is, the interaction field is directly
related to the magnetization.
[20] As illustrated in Figure 3, the critical curves and the

Preisach distribution respond in the opposite sense to chan-
ges in temperature; the critical curves contract (“tightening
the knot”) as the temperature decreases, whereas p(hc, hs)
expands from the origin, growing outward in both the hc and
±hs directions. During the simulation of thermoremanence
acquisition (section 4), at high temperatures approaching TC,
the distribution p(hc, hs) is mostly in the field blocking or
superparamagnetic regions (2, 3, and 4) defined by the crit-
ical curves (Figure 3a), moving gradually into the thermally
blocked region 1 as the temperature decreases (Figure 3b).
Finally, when the external field is reduced to zero the critical
curves and memory region are centered along the hc axis
(Figure 3c).
[21] In the superparamagnetic regions the magnetic state

of particles is considered to be in thermal equilibrium, with
the equilibrium magnetization, Meq, being given by [Néel,
1949]

Meq ¼ MS tanh
�0VMSH

kBT

� �
ð13Þ

where H is the external field given by equation (3). On
passing into the thermal blocking region 1 (the remanence
carrying region), the TRM for identical particles becomes
blocked (frozen) in the equilibrium state at the blocking

Figure 3. Schematic showing the propagation of the Preisach distribution into the Preisach plane with
decreasing temperature (sequence from Figure 3a to Figure 3c) and the positions of the thermal critical
barriers (y = 45°), which contract with decreasing temperature (Figure 3a then Figure 3b) and shift onto
the hc axis when the field is removed (Figure 3b then Figure 3c).
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temperature, that is [Stancu and Spinu, 1998; Roshko and
Viddal, 2004],

TRM ¼ MS tanh
�0VMS TBð Þ Ha � Hs TBð Þð Þ

kBTB

� �
ð14Þ

where TB is the blocking temperature, MS(TB) is the satu-
ration magnetization at the blocking temperature, and Hs(TB)
is the interaction field at the blocking temperature.

4. Using Preisach Distributions to Model
Thermoremanence Acquisition for Natural
Samples

4.1. First‐Order Reversal Curve Diagrams as Input
Preisach Distribution

[22] To simulate thermoremanence acquisition and its
dependency on the external field for a real system, we
require an input Preisach distribution. To do this, we employ
the method of Stoleriu and Stancu [2006], which utilizes
measured first‐order reversal curve (FORC) data [Pike et al.,
1999; Roberts et al., 2000] as the initial input. Stoleriu and
Stancu [2006] proposed that two FORC diagrams should be
measured for a given sample, one saturated in the positive
magnetic field direction and the other in the negative field
direction, which can then be combined by interpolation to
generate a Preisach distribution. The success of this method
was tested by comparing the FORC‐generated Preisach
distribution against a micromagnetic model [Stoleriu and
Stancu, 2006]. It can be assumed that most rocks are mag-
netically isotropic, thus the method of Stoleriu and Stancu
[2006] is identical to rotating a FORC distribution about
the Hc axis at Hs = 0, adding the rotated FORC distribution
to the original FORC distribution and dividing by two (see
Appendix B for more details).
[23] To reduce the effects of measurement noise, the

FORC distribution is determined at each point by piecewise
fitting of a second‐order polynomial trend surface to the
measured data [Muxworthy and Roberts, 2007]. The span of
the local area is determined by a user‐defined smoothing
factor (SF), which is usually between 2 and 5. The resultant
shape of the FORC distribution, and the input Preisach dis-
tribution, thus depends on the choice of SF. In Appendix B,
we outline an approach of estimating the FORC distribu-
tion for SF = 0, which we use as the input for our Preisach
distribution.

4.2. Modeling of Thermoremanence Acquisition
for Natural Samples

[24] To simulate thermoremanence (TRM) acquisition
numerically, we generate ∼2 × 106 hysterons whose prop-
erties were controlled by the input Preisach distribution, i.e.,
each hysteron is assigned values of hc and hs picked using
the Preisach distribution as an empirical probability density
function (thus, we are not required to approximate the
Preisach distribution with preselected basis functions). With
this statistical approach we do not try to accurately predict
the behavior of individual magnetic crystals, but of an
assemblage as a whole. During simulated TRM acquisition
or other magnetic processes, the history of each hysteron
and its corresponding magnetization state is recorded.
Magnetization states can change on moving across energy

barrier fronts. Summation of the hysterons gives the net
magnetization. The number of hysterons generated is far
greater than is needed during Preisach simulation of say
isothermal remanence acquisition [e.g., Heslop et al., 2004],
because the proportion contributing to the net thermorema-
nence is relatively smaller.
[25] The position of the thermal critical barriers for each

hysteron depends on three related variables y , V and HK

(equations (10) and (11)). Each hysteron is assigned an
angle y drawn randomly from a uniform distribution on the
surface of a unit sphere; however, there is no unique solu-
tion to the determination of V and HK required in the model
simulation. To resolve this we turn to an empirical rela-
tionship first described by Barbier [1954], which relates the
thermal fluctuation field Hf to the experimentally deter-
mined coercive force HC. The thermal fluctuation field was
defined for aligned particles by Wohlfarth [1984] as

Hf ¼ kBT

�0MSVact
ð15Þ

where Vact is the activation volume. It is often assumed that
Vact is identical to the actual volume for isolated “ideal”
single‐domain (SD) grains, and for multidomain (MD)
grains the effective volume covered by a single jump
between pinning sites for a domain wall or other such
domain wall events [Wohlfarth, 1984]. For SD grains
thought to switch via coherent rotation, this assumption
appears to be correct in the case of magnetite and thus
magnetic granulometry techniques can be based on the
determination of Vact [Dunlop, 1976]. Studies on interacting
particles, however, have shown that the estimated Vact, is
greater than the volume of individual magnetic particles
[e.g., El‐Hilo and Bsoul, 2007].
[26] Our thermoremanence model is based on the behav-

ior of SW particles that exhibit coherent rotation, therefore,
V ≈ Vact and HT given in equation (8), can be written as

HT ¼ Hf ln
t

�0

� �
ð16Þ

There are numerous experimental methods with which to
determine Hf. For example, measurement of the time
dependency of remanent or induced magnetization, e.g.,
viscous decay curves [Sholpo, 1967], or by determining the
time dependency of hysteresis, e.g., variable field sweep rate
hysteresis [Bruno et al., 1990; Muxworthy et al., 2009].
[27] The empirical relationship between Hf and HC first

reported by Barbier [1954] was later refined by Wohlfarth
[1984], who found that HC / Vact

−0.73 for a wide range of
materials covering several orders of magnitude of HC.
Wohlfarth [1984] did not, however, consider any natural
materials in his study, and thus, Muxworthy et al. [2009]
tested this relationship for a series of basaltic lavas from
various locations, obtaining HC / Vact

−0.68, which, as shown
by Muxworthy et al. [2009], leads to Hf / HC

0.54. Muxworthy
et al. [2009] suggest four possible reasons for this differ-
ence, the most important being that the original fit to the
Barbier data essentially examines behavioral trends between
a wide range of different materials, whereas, although the
basalts examined have a variety of compositions, they are
essentially the “same” material, i.e., titanomagnetites with
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varying degrees of oxidation. Using the relationship
reported by Muxworthy et al. [2009], equation (16) can be
rewritten as

HT ¼ H0:54
C

100:52
ln

t

�0

� �
ð17Þ

where HC is the empirically determined coercive force, i.e.,
hc in the Preisach distribution (HC = hc/

ffiffiffi
2

p
). Using this

empirical relationship means that we no longer require V,

allowing us to determine HK using equations (10), (11) and
(17) for a randomly drawn angle y . There is no analytical
solution to the calculation of HK; however, it is straight-
forward to numerically determine the root [Press et al.,
1992] and hence to obtain HK for each hysteron. A sensi-
tivity study of equation (17) is conducted by Muxworthy
et al. [2011].
[28] In the model for thermoremanence acquisition we

determine the state and history of each hysteron during
simulated cooling in an applied field. The cooling is

Figure 4. A flow diagram detailing the measurement requirements, numerical algorithm and procedure
for making absolute paleointensity estimates using the Preisach method.
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discretized, i.e., the temperature is changed in a series of
small increments and the position of the hysterons relative
to the thermal critical curves is calculated for each step.
The position of the thermal critical curves depends on the
time t, however, as the temperature is constantly changing,
t ≈ 0 for any single temperature. Previous studies [e.g.,
Dodson and McClelland‐Brown, 1980; Halgedahl et al.,
1980] have circumnavigated this problem by taking dis-
crete time intervals, i.e., an equivalent time, teq, determined
by the cooling rate, i.e., teq = DT/(∂T/∂t), where typically
DT = 1 K. In our simulated TRM expression we use a
more rigorous expression for teq (=t) obtained by numeri-
cally solving the master equation [Spinu et al., 2001;
Borcia et al., 2002a], i.e.,

teq ¼ HaT

Hf
@T

@t

� � ð18Þ

where ∂T/∂t is the rate of change of temperature with time,
i.e., the cooling rate. Equation (18) effectively increases teq
by the absolute temperature compared to the discretized
approach, as Ha ≈ Hf. This underestimation in the dis-
cretized approximation is due to making a linear approxi-
mation of a nonlinear system.
[29] For ∂T/∂t we have employed the standard Newtonian

cooling rate equation:

T � TR ¼ TC � TRð Þe�t=A ð19Þ

where TR is the final temperature and A is a constant
determined by considering how long it takes to cool from TC
to within 1% of TR [Halgedahl et al., 1980], i.e., A = (total
time)/ln[(0.01 × TR)/(TC − TR)].

4.3. Protocol for Estimating a Paleointensity From
a Natural Sample

[30] Using the described model, it is possible to make a
TRM intensity estimate for a given FORC distribution as a
function of applied field and cooling rate. However, further
information is required from the sample in order to estimate
paleointensity, primarily the natural remanent magnetization
(NRM), necessarily determined before the FORC distribu-
tion is measured, and the saturation isothermal remanence
(SIRM). The NRM is required as this contains the original
paleomagnetic information, and the SIRM to normalize both
the experimental NRM and the predicted TRM. It is routine
to predict the SIRM intensity of a Preisach distribution
[Bertotti, 1998]. A flowchart detailing the measurement
procedure and paleointensity estimation algorithm is shown
in Figure 4.
[31] For a recent lava sample the recorded field intensity

can simply be estimated by comparing the measured NRM/
SIRM ratio with the predicted TRM/SIRM ratios determined
as a function of field intensity (Figure 5); however, in older
geological samples it is unlikely that the NRM is a single‐
component TRM. Often samples have acquired an overprint
magnetization due to secondary heating or the acquisition of
viscous magnetization, thus it is necessary to alternating field
(AF) demagnetize the NRM in order to identify secondary
magnetizations. The AF demagnetization data (Figure 6)
is then plotted on orthogonal projection plots [Zijderveld,
1967] and primary and secondary magnetizations identified
visually (Figure 6a). Because the sample NRM is AF
demagnetized, we must similarly simulate AF demagnetiza-
tion in the Preisach model (Figure 6a), which is straightfor-
ward [Dunlop and Özdemir, 1997]. This simulation of the
measured AF demagnetization curve acts as an internal
consistency check; data points with large deviations
between the predicted and actual magnetizations are not
used in the determination of the paleointensity, where
large deviations maybe due to the presence of chemical
remanent magnetization. Animation S1, showing the
simulation of thermoremanence acquisition and subse-
quent AF demagnetization for a sample from Iceland, is
provided in the auxiliary material.1

[32] As the primary magnetization (Figure 6a) is defined
over a series of AF demagnetization steps, rather than
make a single paleointensity estimation it is possible to
make an estimation for each AF demagnetization field
associated with the primary magnetization (Figure 6). This
approach is similar in “spirit” to that in the REM’s relative
paleointensity method [Gattacceca and Rochette, 2004].
[33] In both the experimental data and the Preisach sim-

ulation, as the AF demagnetization reduces the magnetiza-
tion toward zero the robustness of the estimate decreases
(Figure 6b). To account for this we introduce two criteria:
first, we reject data for AF demagnetization steps where the

Figure 5. Schematic to demonstrate how the paleointensity
is estimated. For a given input Preisach distribution the
model predicts the ratio of TRM/SIRM versus field intensity.
To assess the numerical consistency within the model calcu-
lation, the Preisach distribution, constructed from 2 × 106

randomly orientated hysterons, is resampled for each field
simulation, i.e., constructed using a total of 12 × 106 hyster-
ons. The paleointensity is estimated by comparing the mea-
sured NRM/SIRM ratio with the linear fit. The plot is from
data for a sample from the 1944 eruption of Paricutin,
Mexico, where the field was 45 mT. See Muxworthy et al.
[2011] for further details. A total cooling time of 1 month
was assumed for the lava (equation (19)).

1Auxiliary materials are available in the HTML. doi:10.1029/
2010JB007843.
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magnetization is <20% its original value, i.e., NRM(AF)/
NRM(original) <0.2. Second, we make an average predic-
tion of the paleointensity, inversely weighted by the var-
iances of the fitted linear regression models (Figure 5) for the

selected AF steps. Generally as NRM(AF demagnetized)/
NRM(original) → 0.2, the variance increases, making the
exact position of the cutoff in the weighted average non-
critical. However, a cutoff value is still required, as very
low values of NRM(AF demagnetized)/NRM(original) are
often associated with noise and can yield highly erratic
paleointensity estimates (Figure 6b).

5. Limitations of the Model

[34] Muxworthy et al. [2011] report an empirical test of the
new protocol. However, before examining the data, there are
a number of theoretical considerations, which we address
here.

5.1. Natural Remanent Magnetizations That Are Not
of a Thermoremanent Origin

[35] In the model we assume that the NRM is a TRM in
origin. As we do not have robust physical models for the
alternative class of possible remanent magnetizations, i.e.,
chemical remanent magnetization (CRM) including ther-
mochemical remanent magnetizations (TCRM), we have no
choice at present but to limit the approach to TRM. All
existing absolute paleointensity methods, e.g., the Thellier
method, which stepwise replaces the NRM with a laboratory
TRM, make the same assumption and although there are
checks within the protocol that attempt to identify TCRM
and CRM it is well known that these checks are not
definitive. Discriminating between TRM, CRM and TCRM
remains a challenging task.
[36] The Preisach model compares simulated and mea-

sured AF demagnetization curves, and rejects data points
with large deviations between these curves. It is suggested
that large deviations maybe due to the presence of CRM or
TCRM components.

5.2. Do FORC Distributions Represent a True
Probability Distribution?

[37] We have effectively used the FORC distribution as a
probability distribution; however, it has been shown both
theoretically [Muxworthy et al., 2004; Newell, 2005] and
experimentally [e.g., Carvallo et al., 2004] that FORC
distributions can display negative regions. This is poten-
tially a serious flaw; however, negative contributions to the
FORC distribution only occur in the field‐blocked regions
(labeled positive and negative in Figure 2a) and do not
contribute to the net remanence. Therefore, negative con-
tributions to the FORC distribution are only an issue if FORC
generated Preisach diagrams are to be used to model in‐field
measurements. This is one of the reasons that we choose to
normalize the TRM intensity by the SIRM, and not the sat-
uration magnetization (section 4.3). Therefore, while our
input Preisach distribution may not be a true probability
distribution over the entire Preisach space, within the region
of interest, i.e., the memory region (Figure 2a), it can be
treated as such.

5.3. Non‐SW Behavior and the Preisach Paleointensity
Method

[38] The theoretical framework for the Preisach paleo‐
intensity protocol is based on interacting SW particles. This
is an advance on previous paleointensity protocols, as it is

Figure 6. (a) Schematic of simulated AF demagnetization
in the Preisach plane with the inset showing an orthogonal
projection (“Zijderveld”) plot for the AF demagnetization
data for a Mexican lava sample shown in Figure 6b. For
paleointensity analysis, only part of the magnetization is
selected from the orthogonal projection, i.e., the segment
identified with the primary magnetization of the sample.
(b) AF demagnetization data for a lava sample from the
1944 eruption of Paricutin, Mexico, where the field was
45 mT (see Muxworthy et al. [2011] for further details), and
predicted paleointensity estimates for each AF demagneti-
zation step. Only steps associated with the primary magne-
tization are selected (solid). Points where the normalized AF
demagnetization is <0.2 are also rejected as they were found
to be strongly susceptible to noise. A total cooling time for
the lava of 1 month was assumed (equation (19)).
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the first method that actively includes interactions in its
theoretical framework (it should be noted that some
paleointensity methods have an empirical basis, thus making
no assumptions concerning interactions [e.g., Dekkers and
Böhnel, 2006]).
[39] Non‐SW behavior can be split broadly into two:

(1) unstable or nonremanence carrying, i.e., multidomain
behavior, and (2) stable or remanence carrying, i.e., essen-
tially pseudosingle‐domain (PSD) behavior. Generally
speaking, “true” MD behavior contributes to the field‐
blocked regions of the FORC distribution labeled positive
and negative in Figure 2a [Pike et al., 2001]. As discussed in
section 5.2, the Preisach distribution in these regions does not
contribute to the remanence, and therefore does not influence
the predicted paleointensity.
[40] PSD behavior appears to contribute to all three regions;

positive, negative, and memory in Figure 2a [Muxworthy and
Dunlop, 2002]. As there is no robust theoretical or numerical
model for PSD thermoremanence acquisition, it is difficult to
define exactly how PSD TRM should be represented in Pre-
isach space. The positions of the thermal critical barriers
(equation (11)), are based on Boltzmann statistics for ran-
domly orientated SW particles, i.e., systems with a choice
between two minima. In PSD grains the number of possible
stable states is likely to be higher [Rave et al., 1998], making
the application of Boltzmann statistics for a two state system
incorrect. However, we argue that it serves as a first‐order
approximation, and in some cases equation (11) may be
appropriate for PSD grains, for example, in small PSD grains
with simple vortex structures, the center or core of the vortex
is thought to be the main remanence carrier, and for an
elongated grain this may have only two favorable orienta-
tions, i.e., similar to a SW particle.

[41] We propose that the model better accommodates
non‐SW behavior in two additional ways. First, by the
inclusion of interactions through the spread in the hs axis
(Figure 1c); until now we have discussed these interactions
as intergrain interactions between SD grains, but they can
also represent interdomain interactions within a PSD or MD
grain. Second, for PSD and MD grains the activation vol-
ume Vact (equation (13)), is not identical to the actual par-
ticle volume but is associated with volume covered by a
domain wall movement [Wohlfarth, 1984]. Therefore, even
though the model is for SW particles, there are many parts
of the model that also apply to non‐SW grains.
[42] It is also possible for SD grains to have higher‐order

anisotropy, e.g., cubic anisotropy, increasing the number of

Figure A1. Variation of coercive force as identified from
FORC diagrams versus the variation in saturation magnetiza-
tion for four synthetic sized magnetite samples: W (0.3 mm),
W (1.7 mm), W (7 mm), and W (11 mm). The data were orig-
inally collected by Muxworthy and Dunlop [2002] and are
reanalyzed here.

Figure B1. (a) Vertical profiles of the FORC distribution
through the peak of the distribution for four smoothing fac-
tors. Such profiles are used to determine the full width at
half maximum (FWHM) parameter. The data are from a lava
sample from the 1944 eruption of Paricutin, Mexico (sample
P1BX). (b) FWHM versus smoothing factor for the data
shown in Figure B1a, with a linear extrapolation for SF = 0.
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possible states [Newell, 2006] in a similar fashion to PSD
grains. The actual effective anisotropy is hard to predict due
to the importance of shape; however, for (magnetite) grains
with an extension of only 1.15–1.2, the shape starts to
dominate the anisotropy. Surface roughness also increases
the uniaxial behavior of small grains [Williams et al., 2010].
There are very few reports in the geophysical literature of
reduced magnetization ratios >0.5 [Kneller, 1969], sug-
gesting that SD grains with higher‐order anisotropy are rare
in nature [Fabian, 2006].

6. Conclusions

[43] In this paper a new nonheating protocol for estimat-
ing absolute paleointensities is described for rocks whose
primary remanence is a TRM. Because we have removed
the requirement for heating from the experimental protocol,
chemical alteration in the laboratory can be avoided making
it possible to investigate a wide range of materials not
suitable for traditional Thellier‐type experiments.
[44] The proposed method is based on a thermally acti-

vated Preisach model with thermal variance included. This
is the first paleointensity protocol that includes magnetic
interactions within its theory, and accommodates, on a first‐
order approximation, non‐SD behavior, e.g., true MD
behavior does not affect the final paleointensity estimate.
The Preisach distribution for a given sample is obtained
from a FORC distribution measurement, and the paleo‐
intensity is estimated by comparison to the AF demagneti-
zation of the NRM. Depending on laboratory facilities, the
total measurement time should be substantially less than that
required to make a Thellier‐type paleointensity estimation,
though we see this method as being applicable only when
Thellier‐type methods are inappropriate, for specimens such
as meteoritic samples that are thermally unstable. Compared
to other nonheating methods, e.g., the REM family of
methods, the new protocol will be generally slower, but
more accurate as is demonstrated in the following paper.
Rigorous testing of the new nonheating protocol is reported
by Muxworthy et al. [2011].

Appendix A: Thermal Dependency of hc(T)

[45] In the model the thermal dependency of hc(T) is
required, where hc(T) is the coercive force for an individual

Figure B2. (a) A FORC diagram for SF = 2 for the
lava sample from the 1944 eruption of Paricutin (sample
P1BX), Mexico, shown in Figure A1. (b) The same
FORC distribution as in Figure B2a but extrapolated in the
hs direction for SF = 0. This procedure is performed before
the FORC diagram is rotated and averaged to produce a
symmetrical Preisach distribution (c). Representative energy
barriers are drawn on the symmetrical Preisach distribution
for selected conditions. The energy barriers given by
equation (9) are different for every hysteron and depend on
the hysteron’s coercive force and the hysteron’s angle rel-
ative to the applied field as well as the temperature and the
measurement time. For comparison with the room temper-
ature data, three barriers are drawn for three hysterons for a
measurement time of 0.1 s at 300 K.
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hysteron or group of similar hysterons. As the model is based
on Stoner‐Wohlfarth particles, hc(T) / MS(T). In this
appendix we verify this relationship experimentally, by
considering the high‐temperature FORC data of Muxworthy
and Dunlop [2002]. Muxworthy and Dunlop [2002] mea-
sured FORC distributions between room temperature and the
Curie temperature, for four sized synthetic magnetite sam-
ples: W (0.3 mm), W (1.7 mm), W (7 mm), and W (11 mm),
where the arithmetic mean grain size is in the sample name.
[46] Muxworthy and Dunlop [2002] determined and plot-

ted the bulk coercive force Hc(T) as a function of tempera-
ture. This did not vary as MS(T), but it is important to note
that Hc(T) ≠ hc(T). As temperature increases, Hc(T) is a
measure of both the real decrease in each individual particle’s
coercive force plus the contribution from thermally relaxed
systems. To determine the thermal behavior of hc(T) key
features of the FORC diagram on the hc axis were indentified,
e.g., a consistent “kink” in the FORC distribution, and
examined how these features evolved with temperature. For
each sample, a feature was identified at each temperature and
its hc value plotted versus the reduced spontaneous magne-
tization (Figure A1). A linear trend is fitted to the data for
each sample. As a first approximation it is seen that hc(T)
/ MS(T).

Appendix B: Estimation of the FORC Distribution
for SF = 0

[47] The determination of a FORC distribution involves
the estimation of a mixed second derivative by piecewise
fitting of second‐order trend surfaces [Roberts et al.,
2000]. The size of the local area to which a surface is
fitted is controlled by a user‐defined smoothing factor
(SF, expressed in terms of a number of data points),
where the total size of the grid is (2SF+1)2. SF normally
takes values between 2 and 5, although where possible it
should be 2 in order to avoid excessive smoothing of the
data. Increasing SF reduces the contribution of measure-
ment noise to the resulting FORC diagram, but it will also
distort the underlying FORC distribution. Simple tests can
be conducted to determine suitable smoothing factors for
each sample [Heslop and Muxworthy, 2005; Harrison and
Feinberg, 2008].
[48] The control of SF on the shape of the FORC distri-

bution can be illustrated by considering the full width at half
maximum (FWHM) of the profile in the vertical (“interac-
tion field”) direction through the FORC distribution peak
[Muxworthy and Dunlop, 2002]. As SF increases, the
absolute width of the FORC distribution profile does not
increase significantly (Figure B1a); however, as the peak
value decreases, FWHM decreases (Figure B1b).
[49] Ideally, the effect of SF should be removed from the

input‐Preisach distribution. When using the piecewise fit-
ting approach to determine the mixed second derivative,
setting SF = 0 is not possible. In our Preisach paleointensity
protocol, we use a simple approximation for SF = 0. After
examination of several hundred FORC distributions
[Muxworthy et al., 2011], we observed that (in all but two or
three cases) FORC distributions displayed a linear rela-
tionship between SF and FWHM (Figure B1b). As an
approximation for SF = 0, we take a linear extrapolation
determined over 2 ≤ SF ≤ 5, for SF = 0, and adjust the

FORC distribution in the vertical direction (Figure B2). For
completeness the sample is also rotated and averaged to
form the input Preisach distribution.
[50] In Figure B2c representative energy barriers are

drawn using equation (9) for three representative hysterons;
each hysteron experiences its own energy barriers, as the
position of the barriers depends on the hysteron’s coercive
force and angle relative to the applied field as well as the
temperature and the measurement time.

[51] Acknowledgments. This work was funded by NERC grant
NE/D000351/1, by the Royal Society, and through DFG‐Research Center/
Cluster of Excellence “The Ocean in the Earth System.” The FORTRAN
95 source code to perform the outlined paleointensity estimations is available
on request from the authors.
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