
Large Eddy Simulation of liquid metal turbulent
mixed convection in a vertical concentric

annulus

Luca Marocco∗

Department of Energy
Politecnico di Milano

Milan, Italy 20156
Email: luca.marocco@polimi.it

Francesco Garita

Department of Energy
Politecnico di Milano

Milan, Italy 20156

In the present study turbulent forced and mixed convec-
tion heat transfer to a liquid metal flowing upwards in a
concentric annulus is numerically investigated by means of
Large Eddy Simulation (LES). The inner-to-outer radius ra-
tio is 0.5. The Reynolds number based on bulk velocity and
hydraulic diameter is 8900, while the Prandtl number is set
to a value of 0.026. A uniform and equal heat flux is ap-
plied on both walls. LES has been chosen to provide suf-
ficiently accurate results for validating Reynolds-Averaged
turbulence models. Moreover, being the thermal sublayer
thickness of liquid metals much larger than the viscous hy-
drodynamic one, liquid metals present a separation between
the turbulent thermal and hydrodynamic scales. Thus, with
the same grid resolution it is possible to perform a LES for
the flow field and a “thermal“ Direct Numerical Simulation
(DNS) for the temperature field. Comparison of the forced
convection results with available DNS simulations shows
satisfying agreement. Results for mixed convection are ana-
lyzed and the differences with respect to forced convection at
the same Reynolds number are thoroughly discussed. More-
over, where possible, a comparison with air is made.
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cp = specific heat capacity at constant pressure, J/kg/K
CD = Darcy-Weisbach friction factor
C f = Fanning friction factor
g = acceleration of gravity pointing in negative axial direction, m/s2

dh = hydraulic diameter, m [dh = 4δ]

Grq = Grashof number [Grq =
βgd4

h qw
ν2λ ]

k = turbulent kinetic energy, m2/s2

Lx = computational domain extent in streamwise direction, m
Nx,Nr,Nθ = number of grid points in x, r and θ direction, respectively
Nu = Nusselt number
P = pressure, N/m2

p = dimensionless dynamic pressure [p = P+ρgxiδi1
ρu2

b
]

Pk = shear production of k, m2/s3 [−u′v′ ∂u
∂r ]

PΘ = production of temperature variance, K2/s [−v′Θ′ ∂Θ
∂r ]

Pr = Prandtl number
Prt = turbulent Prandtl number [Prt = νt/αt ]
qw = heat flux at the walls, W/m2

Re = Reynolds number [Re = ubdh/ν]
Ri, Ro = wall inner and outer radius, respectively, m
t = dimensionless time (with ub and dh)
T = temperature, K
Tb = bulk temperature, K
Tτ = friction temperature, K [Tτ = qw/ρcpuτ]
Tw = wall temperature, K
ui = dimensionless velocity component in i-th direction (with ub)
u,v,w = velocity in x,r and θ direction, respectively, m/s
ub = bulk velocity, m/s
uτ = friction velocity, m/s [uτ =

√
τw/ρ]

V = cell volume, m3

xi = dimensionless i-th cartesian coordinate (with dh)
x,r,θ = spatial coordinates in x,r and θ direction, respectively
y = distance from inner or outer wall, m
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Special characters
α = inner-to-outer radius ratio
αt = turbulent thermal diffusivity, m2/s
β = thermal expansion coefficient, K−1

δ = half gap width, m [δ = 0.5(Ro−Ri)]
δi j = Kronecker delta
∆ = mean grid size, m
∆x,∆y,∆θ = grid spacing in x, r and θ direction
ε = dissipation rate of turbulent kinetic energy, m2/s3

η = Kolmogorov length scale, m [η = (ν3/ε)1/4]
ηT = Corrsin length scale, m [ηT = ηPr−3/4]
λ = thermal conductivity, W/m/K
ν = kinematic viscosity, m2/s
νSGS = subgrid-scale viscosity, m2/s
νt = turbulent viscosity, m2/s
ρ = density, kg/m3

τw = wall shear stress, N/m2

Θ = dimensionless temperature [Θ = (T −T b)/(qw/ρcpub)]
Θ+ = dimensionless temperature [Θ = (T −T w)/(qw/ρcpuτ)]

Superscripts and Subscripts
(·) = averaged over x,θ and t
(·)+ = normalized by ν, uτ and Tτ
(·)′ = fluctuating component
i = inner wall
o = outer wall

1 Introduction
Liquid metals are considered excellent coolant fluids for

many engineering applications, e.g. in advanced nuclear re-
actors [1], as working medium in spallation particle sources
[2] and in concentrated solar power research plants [3, 4]. In-
deed, they are characterized by a very large molecular con-
ductivity, and consequently by a very low Prandtl number
of the order of 10−3÷ 10−2, and by a very high convective
heat transfer coefficient. This makes them able to exchange
energy more efficiently and with smaller surfaces than con-
ventional fluids. Moreover they remain stable in the liquid
phase over a broad range of temperatures. Therefore, they
are attractive when the size and weight of the heat exchange
devices should be limited and when high thermal loads are
present. The underlying physical mechanism of heat trans-
fer in liquid metals significantly differs from that in gases or
ordinary liquids. Indeed, the contribution of the molecular
thermal conduction to the total heat transfer is much higher
for liquid metals than for fluids with a Prandtl number of or-
der one or higher. As a consequence, the results obtained
for medium-to-high Prandtl number fluids cannot be directly
transferred to liquid metals [5].

The annulus deals as a basis for the analysis of more
complex geometries like rod bundles at high pitch-to-
diameter ratios, heat exchangers and solar power generators.
In contrast to a parallel channel flow or a pipe flow, this ge-
ometry presents the additional characteristic of having two
walls with a different radius of curvature, thus resulting in
asymmetric profiles of all quantities and different friction
factors and Nusselt numbers on each wall.

Mixed convection occurs when forced convection and
free convection act simultaneously, i.e. when the fluid mo-
tion occurs in response to an externally applied pressure gra-
dient and at the same time to a density variation within the

flow. The result is a complex modification of heat transfer
performance, due to strong modifications in the structure of
turbulence. Depending on flow direction and thermal bound-
ary conditions mixed convection can be classified in aided
or opposed. The first occurs for a vertical upward heated or
downward cooled flow, i.e. when the buoyancy forces act in
the same direction of the flow. Contrarily, opposed mixed
convection occurs for a vertical downward heated or upward
cooled flow, i.e. when the buoyancy forces act in the oppo-
site direction to the flow. For an exhaustive and comprehen-
sive description of the phenomenon the interested reader is
referred to the works of Ref. [6, 7] and references therein.

The majority of the experimental and numerical studies
on mixed convection have been done for air, water or super-
critical carbon dioxide, thus for fluids with moderate-to-high
Prandtl numbers. Moreover they mainly deal with a flow
in a uniformly heated pipe (refer to Ref. [7] and references
therein). For low-Prandtl-number fluids such as liquid met-
als, the number of available literature works significantly
drops. As argued in Ref. [7], the reason could be found
in the difficulties related to the experimental investigation
of these fluids. To the best of the authors’ knowledge the
most reliable experimental data on mixed convection to liq-
uid metals are still those of Buhr et al. [8] of 1974 for mer-
cury (Pr = 0.025) and Jackson et al. [9] of 1994 for sodium
(Pr = 0.005) flowing in a vertical pipe. From this latter work
sodium is found to behave differently from other fluids, in-
cluding mercury. Indeed, like in laminar flows, heat trans-
fer is enhanced for aided mixed convection and impaired in
the opposed case. As stated before, the reason is the high
ratio of molecular-to-turbulent thermal diffusivity at least at
the investigated Reynolds numbers. On the contrary, mer-
cury seems to behave qualitatively like conventional fluids,
i.e. heat transfer is enhanced for opposed turbulent mixed
convection and impaired in the aided case. Nevertheless, as
shown in the study of Marocco et al. [7], when considering
an annulus, even a fluid with a Prandtl number of 0.025 be-
haves differently from medium-to-high Prandtl number flu-
ids. To the authors’ best knowledge the only available studies
in literature on turbulent mixed convection of a liquid metal
flowing in an annulus are those of Ref. [7] and Ref. [10], the
latter for α = 0.1 and with only the inner wall heated.

The aim of the present study is to broaden the
state-of-the-art general knowledge of turbulent mixed con-
vection to liquid metals and for the annulus in particular.
Here only the aided case is investigated because of its possi-
ble detrimental effect on heat transfer and an inner-to-outer
radius ratio of α = 0.5 is considered. Large Eddy Simula-
tions are carried out for a constant and uniform heat flux
applied on both walls at a Reynolds number of Re = 8900
and for a Prandtl number of Pr = 0.026, encompassing then
among others mercury, gallium-indium-tin and lead-bismuth
eutectic, the latter being one of the prominent candidates for
”Generation IV“ nuclear reactors. At such a Prandtl num-
ber the smallest temperature scales are much larger than the
corresponding velocity scales [11]. This allows to perform
with the same grid resolution a LES for the velocity field and
at the same time a ”thermal“ Direct Numerical Simulation



(DNS) for the temperature field [12]. The adjective ”ther-
mal“ is added to remark that, even if no heat flux model is
used in the temperature equation, its solution is not a true
DNS because it depends on the velocity field, which is any-
way solved with a subgrid-scale-stress (SGS) model. This
hybrid LES/DNS technique can be used to obtain sufficiently
accurate results for liquid metal flows with a much coarser
grid resolution than required for a full DNS.

2 Governing Equations and Numerical Methodology
For the domain sketched in Fig. 1, the non-dimensional

continuity, momentum and energy equations, Eqs. (1) to (3),
are solved in cartesian coordinates for an incompressible
Newtonian fluid with constant thermophysical properties, no
viscous dissipation and with the Boussinesq approximation
for buoyancy. All variables are non-dimensionalized by the
hydraulic diameter, dh, and the bulk velocity, ub. It should be
remarked that the velocity and pressure are filtered variables
and therefore the subgrid-scale viscosity, νSGS, appears in the
momentum equation. Contrarily, no heat flux model is used
for the temperature, which is therefore not a filtered quantity.
The last terms on the right-hand side of Eqs. (2) and (3) arise

Fig. 1: Schematic of computational domain

from considering a periodic flow in the streamwise direction.
Note also that the buoyancy term, i.e. Θ Grq

Re2 , in Eq. (2) is only
accounted for in the streamwise direction for mixed convec-
tion. In Eq. (2), the streamwise pressure gradient (inside the
term CD) is adapted at every time step to satisfy the imposed
mass flowrate. The subgrid-scale viscosity, νSGS, is evalu-
ated with the dynamic Smagorinski-Lilly model described in
Ref. [13].
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The simulations are performed for a quarter of the full cross-
section (π/2) with the open source code OpenFOAM. The
Reynolds number based on bulk velocity and hydraulic di-
ameter is Re = 8900 and the Prandtl number Pr = 0.026.
An inner-to-outer radius ratio of α = 0.5 is considered.
The pressure-velocity coupling is accomplished through the
PIMPLE algorithm (merged PISO-SIMPLE [14]). The mo-
mentum and energy equations are integrated in time with a
second-order implicit scheme. All terms in the governing
equations are discretized with a central differencing scheme.
No-slip boundary condition and constant equal uniform heat
flux are enforced at the walls. Periodic boundary conditions
for velocity and temperature are applied in streamwise and
circumferential directions. The domain extent in axial di-
rection is Lx = 25δ for forced convection and Lx = 40δ for
mixed convection. The adequacy of this choice is discussed
later on. The mesh is uniform in streamwise and circum-
ferential directions. In order to capture the sharp velocity
gradients, a non-uniform spacing is used in radial direction
with the control volumes clustered towards the walls. The
distance of the k-th node from each wall until the center of
the annular gap can be calculated as follows:

yk

δ
=

1− rk

1− rNr
(4)

In the above equation the expansion ratio is
r = SF1/(1−Nr). The stretching factor, SF , expresses
the ratio between the last and first cell width. In this
work a value of SF = 40 is used. For all simulations
a variable time step is used by imposing a maximum
CFL (Courant-Friedrichs-Lewy) value of 0.3. This results
in a mean computational time step for the coarse/fine grid
of 0.038/0.030 δ/ub and 0.045/0.035 δ/ub for forced and
mixed convection, respectively. Upon reaching a statistically
steady condition, the statistics are gathered over a total
computational time of 1000 δ/ub and 1600 δ/ub for forced
and mixed convection, respectively, corresponding to 40
domain wash-throughs.

3 Results
Before proceeding to solve the turbulent mixed convec-

tion, the accuracy and reliability of the present numerical
simulations are tested by comparing the results obtained for
turbulent forced convection with the DNS ones of Ref. [15].
The latter work is done for a fluid having Pr = 0.71 and
thus only the data of the flow field are compared with the
present ones. Actually, the DNS of Ref. [16] is for a fluid
with Pr = 0.026 at the same Reynolds number of the present
investigation, but for a radius ratio of α = 0.1. It should
be remarked that the reference DNS data from Ref. [15] are
not available as electronic database but have been digitalized
from the electronic paper. All LES simulations are done for
two grids, differing in the number of control volumes in cir-
cumferential direction. Indeed, results are known to be quite
sensitive to this parameter.



For mixed convection, the works of Ref. [7] and
Ref. [10] cannot be used for comparison of the present LES
results because both are for higher Reynolds numbers. More-
over, the first uses RANS models, while the second is for
α = 0.1. Anyway, the validation of the forced convection
simulations with DNS data allows to consider also the re-
sults for mixed convection as trustworthy, as explained later
on in Section 3.2.

3.1 Forced Convection
Table 1 summarizes the resolution for the two differ-

ent grids used in the simulations together with the reference
DNS one from Ref. [15].

DNS [15] LES1 LES2

(Nr,Nθ,Nx) (65,128,320) (72,24,64) (72,48,64)
∆y+min 0.13 0.184 0.191
∆y+max 12.89 14.77 15.28
(Ri∆θ)+ 3.73 18.89 9.77
(Ro∆θ)+ 7.10 37.78 19.55
∆x+ 14.23 56.40 58.34

Table 1: Grid resolution normalized with uτ,i and ν

Both grids are for ”wall-resolved“ LES, in the sense
that they have a DNS-like wall normal resolution. The
grid resolution of LES1 is very similar to the one used by
Liu et al. [17] for a slightly higher Reynolds number. The
latter authors consider it to be adequate but the validation is
only made against few experimental data of root mean square
velocity fluctuations and surprisingly not against, at that time
already available, exhaustive DNS data of Ref. [15]. In order
to check the mesh adequacy, we also use a grid (LES2) with
twice the control volumes in circumferential direction.

Table 2 lists the values obtained with both grids for the
position of maximum streamwise velocity, zero Reynolds
stress and for the skin friction coefficient and the Nus-
selt number on the inner and outer wall, together with the
DNS data of Ref. [15] and the data from the correlation of
Ref. [18] for Nu. The results of C f for LES1 strongly differ
from the DNS values, while a good agreement is obtained
for LES2. Unfortunately the calculated skin friction factor
values are not available in Ref. [17], but from the present re-
sults it can be argued that the circumferential grid resolution
used in that study is not fine enough to correctly capture the
sharp velocity gradients at the walls, especially at the outer
surface.

In order to investigate it further, the dimensionless ve-
locity and shear stresses are shown in Fig. 2 and Fig. 3, re-
spectively, while the root mean square profiles of the velocity
fluctuations in Figs. 4a and 4b. Also here the better agree-
ment between DNS data and LES2 is evident, apart for the

DNS LES1 LES2 ∆%

(y/δ)max 0.89 0.949 0.949 6.2 / 6.2
(y/δ)0 0.88 0.983 0.913 10.47/3.61
C f (inner) 0.00941 0.008506 0.009010 9.6 / 4.25
C f (outer) 0.00849 0.006044 0.007568 28.8 / 10.8
Nu (inner) 18.10∗ 16.31 16.69 10 / 7.8
Nu (outer) 8.36∗ 8.09 8.35 3.3 / 0

Table 2: Position of maximum streamwise velocity,
(y/δ)max, and zero turbulent shear stress, (y/δ)0, Nusselt
number and skin friction factor. Values with ∗ calculated with
correlation of Ref. [18]

root mean square of the circumferential velocity fluctuations,
where LES1 seems to perform better. Anyway, the values for
both grids in radial and circumferential directions are prac-
tically identical. Accordingly, for the thermal field only the
results obtained with LES2 will be shown.
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Fig. 2: Mean velocity profiles

When considering the thermal field it is interesting to
analyze the relative contribution of the molecular and turbu-
lent heat flux to the total heat flux, as shown in Fig. 5a for a
fluid with Pr = 0.026 and in Fig. 5b for air. The latter simu-
lation has also been performed by the present authors using
the same grid as for LES2 but with a heat flux model also
in the temperature equation and considering a subgrid-scale
turbulent Prandtl number of 0.45, as suggested by Ref. [11]
It is immediately evident that for air, already at this low
Reynolds number, the turbulent heat flux mainly contributes
to the total heat flux almost over the entire section. For a
low-Prandtl number fluid it is exactly the opposite and the
total heat flux practically coincides with the molecular one.
This explains, together with the quite similar velocity pro-
files, the small differences in the Nu number values between
LES1 and LES2.
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Fig. 3: Turbulent and total shear stress; open symbols refer
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Fig. 4: Root mean square profiles (rms) of velocity fluc-
tuations; a) inner b) outer; open symbols refer to DNS of
Ref. [15]
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Fig. 5: Profiles of molecular (Pr−1dΘ̄/dr)+, turbu-
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)+
wall-

normal heat flux; a) Pr = 0.026 b) Pr = 0.71

3.2 Mixed Convection
As suggested by Ref. [7], the buoyancy number defined

in Eq. (5) is used to characterize the relative strength of the
buoyancy forces.

Bo = 8 ·104 Grq

Re3.425Pr0.8 (5)

As stated in Ref. [7], the area-weighted wall heat flux is used
in the definition of Grq. Anyway, for equal values of qw, as in
the present case, the area-weighted averaged value coincides
with that on each wall.

In the present work simulations are performed for
Bo = 1.3, corresponding approximately to the condition of
maximum heat transfer impairment. This value has been pre-
viously determined with RANS simulations according to the
numerical setup described in Ref. [7].

Contrarily to forced convection, for mixed convection
there are no available experimental or highly accurate nu-
merical data to compare the results with. Anyway, LES2
performs well for forced convection. Because we simulate
the case of maximum heat transfer impairment and thus min-
imum turbulence intensity, it can be assumed that the same
number of control volume elements and wall clustering of
LES2 are adequate also for this mixed convection case. The
grid resolution for mixed convection differs only slightly
from that of forced convection listed in Table 1. Because
a longer domain is here used, the number of control volumes
in streamwise direction is 102 instead of 64. For the sake
of completeness, the simulations are also performed with the
coarser grid of LES1. The ratios between C f and Nu to the
corresponding forced convective values obtained with LES2
are summarized in Table 3.

LES1 LES2

C f /C f 0 (inner) 0.798 0.850
C f /C f 0 (outer) 0.947 0.992
Nu/Nu0 (inner) 0.895 0.925
Nu/Nu0 (outer) 1.030 1.034

Table 3: Mixed-to-forced friction factor and Nusselt number
ratios for mixed convection at Bo = 1.3. C f 0 and Nu0 refer
to the forced convection values of LES2

For forced convection the results in terms of Nu obtained
with the coarse (LES1) and fine grid (LES2) are practically
the same because at this low Re number the turbulent contri-
bution to the total heat flux is negligible and does not affect
the temperature field. The same consideration also holds in
the case of mixed convection, as shown by the values in Ta-
ble 3. By contrast, the flow field is much more sensitive to the
turbulence intensity. Indeed, the C f values of forced convec-
tion obtained with LES1 strongly differ from those of LES2,
which on the other hand are in good agreement with the DNS
data. For mixed convection the differences in the C f values
obtained with LES1 and LES2 are much smaller. The rea-
son lies in the reduced level of turbulence at this Bo number,
which consequently allows to use a coarser grid resolution.
For the sake of clarity, in what follows only the results from
LES2 are shown.

Fig. 6 shows the streamwise velocity profile for mixed
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Fig. 6: Mixed and forced convection mean streamwise ve-
locity profiles in global coordinates

convection together with that obtained for forced convection.
The former is strongly modified with respect to the forced
convection one. For the same wall heat flux, more energy is
introduced into the flow at the outer wall, being its surface
area bigger than the inner one. The fluid is therefore accel-
erated close to the outer wall. To preserve a constant mass
flowrate, the velocity decreases over the rest of the section.
The velocity decrease is more pronounced towards the inner
wall because it compensates for the smaller radii.

The streamwise velocity is also plotted in wall units in
Fig. 7, together with the DNS data of Ref. [15].
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Fig. 7: Mean velocity profile a) inner wall; b) outer wall

The DNS data perfectly fit the log-law of the wall, while
the forced convection data from LES2 show some discrep-
ancies, mainly in the outer region. The reason are the differ-
ent friction factor values between LES2 and DNS and thus
the different friction velocities used to normalize the stream-
wise velocity, as shown in Table 1. For mixed convection
the deviation from the log-law is evident and is much more
pronounced in the outer region (Fig. 7b).

In order to better understand the values obtained for
the mixed-to-forced friction factor ratios in Table 3, the
Reynolds shear stresses shown in Fig. 8 should also be con-
sidered. Indeed, there is a direct effect of buoyancy on the
mean velocity and an indirect effect on the velocity fluctua-

tions and thus on the turbulence intensity. This can be rec-
ognized on the outer wall, where the steeper velocity gra-
dients resulting from the accelerated flow (Fig. 6) are com-
pensated by the reduction of turbulent shear stress (Fig. 8),
resulting in practically the same C f value as for forced con-
vection. On the inner wall the velocity decreases and so does
the Reynolds shear stress. Consequently, the friction factor
for mixed convection is lower than the corresponding one for
forced convection.
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Fig. 8: Mixed and forced convection Reynolds shear stress;
Values non-dimensionalized with uτ,o

It is also interesting to analyze the differences in the pro-
files of turbulent kinetic energy due to buoyancy, shown in
Fig. 9a, together with the corresponding profiles of shear pro-
duction of k, shown in Fig. 9b.
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Fig. 9: Profiles of a) turbulent kinetic energy, k; b) shear
production of k, Pk

For forced convection the turbulent kinetic energy is
higher on the outer wall and the peaks in both inner and outer
region are found approximately at the same position. The
corresponding production terms of k are almost of the same
magnitude and the peaks at the same positions, correspond-
ing to the peaks of k. For mixed convection, due to turbu-
lence impairment, k decreases in both regions with respect to
forced convection and so does also the turbulent production.



Moreover, there is an inversion with respect to forced con-
vection, in the sense that now k is much higher in the inner
region. The reason is the higher heat rate entering the fluid
from the outer wall, implying a higher turbulence reduction
here. Accordingly, also Pk is now higher in the inner region.
It should also be noted that the peaks of k and Pk close to the
inner wall remain almost at the same position as for forced
convection, only at a lower value. Vice versa, the peaks in
the outer region shift towards the center of the annulus.

Contrarily to C f , the Nusselt number modification is
only caused by the direct effect of buoyancy on the veloc-
ity field. Indeed, as shown in Fig. 5, at this Reynolds number
the turbulent heat flux is practically negligible compared to
the molecular one. The same holds even more for the mixed
convection case here considered, where turbulence is further
impaired. Therefore, as for laminar mixed convection, the
Nusselt number increases on the outer wall, where the higher
velocity implies higher temperature gradients. On the in-
ner wall, where the velocity and the temperature gradients
decrease, the Nusselt number also decreases. The decrease
of Nu on the inner wall is more pronounced than the corre-
sponding increase on the outer wall. Indeed, as explained
above, due to continuity, the velocity, and thus the velocity
gradients, decrease more when approaching the inner wall in
order to compensate for the smaller radii.

Fig. 10a shows the temperature profiles in wall coordi-
nates in the inner and outer region, together with the values
calculated with the correlation of Ref. [19] valid for a pipe
(for the present annular geometry dh/2 has been used instead
of the pipe radius in the correlation of Ref. [19]).
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Fig. 10: Mean temperature a) wall coordinates together with
correlation of Ref. [19] for forced convection b) global coor-
dinates

The forced convection temperature profile better agrees with
the correlation on the outer region. Indeed, the latter is valid
for a pipe (or channel) and the outer wall better approximate
this geometry, while the inner temperature field is more influ-
enced by the presence of the other (larger) wall. The discrep-
ancy should reduce by increasing the inner-to-outer radius
ratio towards the value of one, corresponding to a parallel
plate channel.
The thermal viscous sublayer extends much more towards
the core of the annulus compared to the hydrodynamic one,

shown in Fig. 7. On the inner wall, where due to the higher
curvature the viscous sublayer is thinner, the deviation from
the linear viscous profile occurs at y+ ≈ 25, while on the
outer wall at y+ ≈ 40, thus well beyond the hydrodynamic
viscous sublayer that ends at approximately y+ = 5. It
should be noted that no ”log-region“ can be recognized in
the temperature profiles at this Reynolds number. They re-
semble more the ”transition“ region, between viscous and
log-region, of the velocity profile. The same conclusion has
also been drawn by Ref. [12] for a liquid metal flowing in a
channel at a much higher Reynolds number.
The mixed convection temperature profile differs only
slightly from the forced one, as can be better recognized from
Fig. 10b, where the temperature is plotted in global coordi-
nates. This could sound strange because of the marked dif-
ferences in the velocity profiles between forced and mixed
convection, shown in Fig. 6. The reason is the high molecu-
lar conductivity of low-Pr-number fluids, that, at least at this
Reynolds number, smears out the differences due to the dif-
ferent velocity fields. Anyway, as discussed previously, the
different velocities, and thus advection contributions, close
to both walls influence the values of the Nusselt numbers.

Fig. 11 shows the root mean square of the temperature
fluctuations and the production of temperature variance on
both walls for forced and mixed convection for a liquid metal
(Pr = 0.026) and only forced convection for air (Pr = 0.71).
For forced convection, the highest peak is found close to
the outer wall, according to the higher heat rate entering the
fluid from this surface. The values of Θ′rms for air are much
higher than those for liquid metals, indicating the presence of
smaller turbulent thermal structures at higher Prandtl num-
bers. Moreover, the difference between the peaks on the in-
ner and outer wall are lower than for Pr = 0.026 and the
peaks themselves are more shifted towards the walls.
For mixed convection, analogously to the turbulent kinetic
energy and its production due to shear, the values of temper-
ature fluctuations and the production of temperature variance
decrease. While for forced convection the position of the
peaks of Θ′rms and PΘ close to both walls almost coincide,
for mixed convection the outer peaks are shifted towards the
center of the annulus. Moreover, now the peaks close to the
inner and outer wall are of practically equal magnitude, while
for k the peak close to the outer wall is much lower than that
close to the inner one (Fig. 9a). The reason can be found
in the similar values of PΘ. Actually, the outer peak of PΘ is
lower than the corresponding one close to the inner wall even
though the peak values of Θ′rms are practically the same. This
happens because the dissipation of temperature variance on
the outer wall reduces more than that on the inner wall. This
compensates for the lower value of PΘ.
It should also be noted that the values of Θ′rms on the walls
differ from zero because of the imposed isoflux boundary
condition.

The near-wall behavior of the turbulent viscosity and
turbulent thermal diffusivity is shown in Fig. 12.
For the isoflux boundary conditions of the present work, νt
is proportional to y3 and αt to y2, as also shown in Ref. [15].
For forced convection the profiles for the inner and outer wall
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Fig. 11: Profiles of a) root mean square of temperature fluctu-
ations; b) production of temperature variance, PΘ (Note that
the values of PΘ for air are plotted on the right axis)
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Fig. 12: Near-wall behavior of a) turbulent viscosity; b) tur-
bulent thermal diffusivity

practically coincide. For mixed convection the profiles on
the inner wall are only slightly lower than those for forced
convection, while on the outer wall a marked decrease is ob-
served. This highlights once more the higher turbulence re-
duction in the outer region due to the higher heat rate trans-
ferred to the fluid.
In RANS simulations the turbulent heat fluxes are of-
ten modeled with the Simple-Gradient-Diffusion-Hypothesis
(SGDH), as the product of the temperature gradient and the
ratio of turbulent viscosity to turbulent Prandtl number. This
approach has also been succesfully used by Ref. [20] to sim-
ulate mixed convection to air. As explained in Ref. [7], the
assumption of a constant and almost unitary Prt does not
hold for low-Pr-number fluids. They suggest to use the fol-
lowing correlation proposed by Kays [21] to evaluate Prt for
mixed convection to a liquid metal:

Prt = 0.85+
0.7

νt
ν Pr

(6)

Fig. 13 shows the calculated Prt with LES2 and the cor-
responding values obtained by inserting the values of νt/ν
obtained with LES2 in Eq. (6).
The turbulent Prandtl number from the simulations goes to
zero approaching the wall because of the asymptotic behav-
ior of νt (y3) and αt (y2). Indeed it is defined as Prt = νt/αt .
Eq. (6) returns very high Prt values approaching the walls
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Fig. 13: Turbulent Prandtl number from LES2 and calculated
with Eq. (6)

because νt/ν tends to zero. This might not be an issue for
liquid metals since it implies small turbulent heat flux val-
ues in a region where molecular conduction effectively dom-
inates. Indeed, as previously discussed, the thermal viscous
sublayer is much thicker than the hydrodynamic one and ex-
tends to higher y+ values.
For forced convection Prt attains a ”plateau“ at approxi-
mately y+ = 50. Contrarily to medium-to-high Prandtl num-
ber fluids, its value is much higher than unity. Moreover the
value in the inner region is higher than that on the outer one
because of the higher curvature that results in a higher turbu-
lence intensity and thus in higher values of νt (Fig. 12a). The
values calculated with Eq. (6) agree quite well with those on
the outer region for y+ > 60.
The values of Prt obtained for mixed convection in the in-
ner and outer region are higher than the corresponding ones
obtained for forced convection, indicating a reduced turbu-
lent energy mixing in this case. In the inner region Prt is
higher than in the outer one. Contrarily to forced convection,
a ”plateau“ is not so evident anymore. The values calculated
with Eq. (6) considerably underestimate Prt from the simu-
lations, thus overestimating the turbulent energy mixing.

3.3 Adequacy of computational domain and methodol-
ogy

Fig. 14 shows the two-point correlations of the stream-
wise velocity and temperature fluctuations in streamwise and
circumferential directions for forced and mixed convection.
It should be reminded that the domain extent in streamwise
direction differs for the two cases. Indeed, due to the tur-
bulence attenuation more elongated structures are expected
to be found for mixed convection and thus a much longer
domain in streamwise direction is adopted.

Figs. 14a and 14c show the two-point correlations for
the streamwise fluctuating velocity in the streamwise and
circumferential direction. The values fall to zero within the
separation length, indicating that the chosen domain length
is sufficient for the periodic boundary conditions to be ade-
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Fig. 14: Two-point correlation coefficients at y+ = 5 from
inner and outer wall. a) u′ streamwise, b) Θ′ streamwise, c)
u′ circumferential, d) Θ′ circumferential

quate for the velocity. As expected, the correlation lengths
for mixed convection are greater than for forced convection.

The two-point correlations of the fluctuating tempera-
ture in the streamwise direction, shown in Fig. 14b, neither
drop to zero for forced nor for mixed convection, indicat-
ing that an even larger streamwise domain should be used
for both simulations in order to capture the largest thermal
structures. These latter are more elongated in streamwise di-
rection for mixed than for forced convection, as recognizable
by the bigger integral length scale (area under the curve).

As shown in Fig. 14d, the correlations in circumferen-
tial direction do not drop to zero for both forced and mixed
convection. This fact does not prevent the use of only one-
quarter of the domain in this direction, as done in the present
study. Indeed, as reported in Ref. [22], the reason is the
use of an isoflux boundary condition at the wall, which im-
plies a non-zero fluctuating temperature on it. As shown in
Ref. [23], for forced convection no appreciable differences
are found when using the full circumferential domain.

It is important to check a posteriori that the adopted
mesh resolution actually allows to catch also the smallest
scales in the temperature field, thus avoiding to introduce a
subgrid heat flux model in the temperature equation. These
smallest scales are the Kolmogorov length scale for the ve-
locity field, η, and the Corrsin length scale for the tempera-
ture field, ηT = ηPr−3/4. They are calculated with the dis-
sipation rate of turbulent kinetic energy obtained with the
present simulations. To completely resolve the temperature
field the mean grid size, ∆, calculated as the cubic root of
the cell volume, must be such that ∆/ηT � 1. As shown
in Fig. 15, where η, ηT and ∆ are plotted in non-dimensional
form, the above criterion is satisfied. At the same time the ne-
cessity of a subgrid-scale model in the momentum equation

is evident, lying the mean grid size above the Kolmogorov
scale.
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Fig. 15: Kolmogorov scale, Corrsin scale and ∆ non-
dimensionalized with corresponding mean friction velocity

The separation between hydrodynamic and thermal
scales can be also appreciated in the instantaneous visualiza-
tion of the velocity and temperature fields for forced convec-
tion, shown in Fig. 16. Indeed, the temperature field is much
smoother than the velocity one, being the thermal smallest
structures much larger than the corresponding hydrodynamic
ones.

(a) (b)

Fig. 16: Visualization of instantaneous a) velocity field
b) temperature field



4 Conclusions
In this paper forced and aided mixed convection to a

fluid with Pr = 0.026 and at Re = 8900 flowing in a uni-
formly heated annulus is simulated with a hybrid LES/DNS
methodology, in the sense that with the same grid a LES for
the velocity field and a DNS for the temperature field is per-
formed. This is allowed for low-Pr-number fluids, for which
the smallest thermal scales are much bigger than the corre-
sponding hydrodynamic ones. The validity of this approach
is confirmed by the fact that the mean grid scale is larger
than the Kolmogorov scale but much smaller than the Corrsin
scale.

Two different grids, one having twice as many elements
in circumferential direction as the other, are used. For forced
convection the results of the finest one are in much better
agreement with available DNS data, confirming the sensitiv-
ity to the resolution in this direction. Mixed convection is
simulated at a buoyancy strength corresponding to approx-
imately the maximum turbulence reduction. This condition
has been determined with previous RANS simulations. Both
grids return almost the same results. Therefore, when simu-
lating mixed convection in the reduced turbulence intensity
regions a grid with a coarser resolution can be used.

The friction factor coefficient is directly influenced by
buoyancy through the modified velocity field and indirectly
through the modified turbulence field. On the other hand, at
this low Reynolds and Prandtl number, the Nusselt number is
only influenced by the modified velocity field, being the con-
tribution of the turbulent heat flux to the total one negligible.
This points to the fact that the Reynolds analogy, implying
the same exchange mechanism influencing C f and Nu, does
not apply to mixed convection in general and specifically to
liquid metals.

When plotted in wall coordinates, the mixed convec-
tion velocity profile deviates substantially from the log-law
of the wall in the outer region, while a lower discrepancy
is found in the inner region. The temperature profile does
not show any log-region at this Prandtl and Reynolds num-
ber. Moreover, the thermal viscous sublayer extends much
more within the annular cross-section compared to the the
hydrodynamic viscous one, highlighting the strong molec-
ular contribution to heat transfer for low-Pr-number fluids.
The strong wall-normal conduction also implies quite simi-
lar temperature profiles for forced and mixed convection, by
smearing out the differences eventually due to the different
velocity profiles.

The turbulent Prandtl number, important
for thermal RANS simulations based on the
Single-Gradient-Diffusion-Hypothesis, is evaluated through
a correlation developed for low-Pr-number fluids using
the computed turbulent-to-molecular viscosity ratio. It is
then compared to the one determined from the simulation
results. The agreement is good for forced convection,
while for mixed convection the correlation returns too low
values. Therefore, at least when dealing with wall bounded
attached flows, as that here considered, and provided
that the turbulent-to-molecular viscosity ratio is correctly
predicted, this correlation can be applied to liquid metals

forced convection. For mixed convection it should be used
with care, particularly at higher Reynolds numbers, where
the turbulent contribution to heat transfer becomes more
important and should be then predicted correctly in order to
obtain reliable results.

The two-point correlations for the fluctuating tempera-
ture in streamwise direction do not drop to zero for the do-
main lengths of the present study, namely 25δ for forced and
40δ for mixed convection, being δ half the width between in-
ner and outer wall. For mixed convection the values remain
higher than for forced. On the one hand this suggests the
necessity to use an even larger streamwise domain for both
cases and on the other hand it indicates the presence of larger
streamwise thermal structures for mixed convection.

Besides the less computational effort for the same
Reynolds number, an important advantage of this hybrid
LES/DNS approach is the possibility to simulate flows at
higher Reynolds numbers, where a full DNS would require
a too high computational time. Simulations at high Re num-
bers are important for liquid metals, from the one part to ob-
tain higher turbulent-to-molecular thermal diffusivity ratios
and from the other part to provide a database to be used for
the validation of RANS turbulence models, that are compu-
tationally cheaper and hence still much more attractive to the
industry.
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