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#### Abstract

Impulsive actuation enables robots to perform agile manoeuvres and surpass difficult terrain, yet its capacity to induce continuous and stable locomotion have not been explored. We claim that strictly convex foot shapes can improve impulse effectiveness (impulse used per travelled distance) and locomotion speed by facilitating periodicity and stability. To test this premise, we introduce a theoretical two-dimensional model based on rigidbody mechanics to prove stability. We then implement a more elaborate model in simulation to study transient behaviour and impulse effectiveness. Finally, we test our findings on a robot platform to prove their physical validity. Our results prove, that continuous and stable locomotion can be achieved in the strictly convex case of a disc with off-centred mass. In keeping with our theory, stable limit cycles of the off-centred disc outperform the theoretical performance of a cube in simulation and experiment, using up to 10 times less impulse per distance to travel at the same locomotion speed.


Index Terms-Locomotion, Impulsive actuation, Dynamics, Underactuated Robots.

## I. Introduction

Actuation in hopping and jumping robots presents one of the major challenges to build efficient and robust hopping machines. Raibert introduced hopping and running robots using hydraulics, compressed air [1], and combustion engines to supply the required forces for high-speed and robust locomotion [2]. These methods, however, require heavy actuators or need to be remotely supplied with energy. Animals appear to avoid this disadvantage by employing spring-like behaviour in muscles and tendons [3], [4], which has inspired engineers to develop smarter actuation mechanisms such as series [5] or parallel elastic actuation [6].

Recently, there has appeared a trend of research that studies hopping and jumping robots with impulsive actuation. Elasticity-stored impulses (ESI) are used in robots like the EPFL jumper [7] where a rapid change from standing to ballistic motion is realised with a 4 bar linkage and a torsion spring. Based on a similar design, the robot Salto [8] is furthermore capable of redirecting its posture during flight phase for a controlled second jump, easily timed due to the impulsive nature of the actuation. These types of jumping robots are considered beneficial for celestial exploration [9].

Based on a different mechanism, momentum-stored impulse (MSI) actuators store impulsive energy in a rotating flywheel. The robot Cubli [10] uses the MSI to lift a cube lying on its face onto one of its edges or vertices, using the flywheel thereafter to balance the cube. Space roboticists have exploited

[^0]this actuation method for exploratory ventures in unknown environments [11], using impulses for locomotion in lowgravity environments. Similarly, the 3D M-blocks [12] make use of angular impulses to overcome the magnetic potential of their locking mechanism and reconfigure themselves into new structures.

The obvious advantage of impulses is their ability to propel a system over great obstacles as demonstrated for instance by the sand flea robot [13]. Exploiting the accuracy of impulsive actuation furthermore helps to plan a precise landing point. Space robots exploit this property to reach targets in complex and unknown environments by planning a sequence of jumps. A more subtle but no less important advantage of impulsive actuation is its intuitive effect: an impulse applied at a specific point in time changes a system's velocity instantaneously. No integration of the system dynamics needs to be performed to know the outcome of an actuation. This property enables fast trajectory prediction and therefore control decisions to be made, which is shown in the agile motion of Salto [8].

Despite the importance of impulsive actuation, the approach was explored neither for periodic locomotion nor for economical use of impulses in hopping and jumping robots. To maintain or improve locomotion speed given an impulse, it is important to control the stance phase dynamics. The simple and intuitive actuation with impulses should, however, not be tainted with complex sensory feedback. Ringrose [14] argues that a robot with a curved foot can be self-stabilised, meaning that no active feedback control is necessary for stable locomotion. Based on this principle, we have been exploring the influence of strictly convex foot shapes on hopping locomotion in robots like Cargo [15]. We found not only that stable and periodic locomotion can be achieved without any feedback control, but also that we can greatly decrease the energetic cost of locomotion. The intuitive stabilising properties of strictly convex shapes therefore lend themselves as an ideal match for impulsive actuation.

In this paper, we explore the effect of strictly convex foot shapes on the locomotion performance of impulse-actuated systems in terms of speed and economic use of impulses, and compare the results to the theoretical performance of an MSI actuated cube. We first present tools to understand the effect of shape on the dynamics in a theoretical model, and then study the predictions in the case of a disc with an off-centred mass actuated by MSI in simulation. We further present a real world implementation with the robot Robbit to validate our findings.

The remaining paper is structured as follows: Section 2 introduces the modelling approach and the control for loco-
motion with impulsive actuation and strictly convex shapes. Section 3 presents methods used to find limit cycles, proof of stability, and the results of the system's locomotion performance. Section 4 introduces the robot Robbit, designed using MSI actuation and a strictly convex shape of a disc with an off-centred mass. Experimental results and comparison with the simulation model are presented in section 5 . Section 6 discusses the results, and section 7 concludes the paper.

## II. Locomotion Model

In this section, the mathematical methods used to model the hopping locomotion with strictly convex foot shapes is described. After defining shape and the ground contact dynamics in Subsection II-A and II-B, we outline a control and actuation method to induce a flight phase through rotational impulses in II-C. The locomotion model presented here is defined using standard planar rigid body dynamics. That is, the rigid body considered is completely defined by its total mass, moment of inertia with respect to the centre of mass, the centre of mass, and its boundary or strictly convex shape $s(\varphi)$, which defines the set of points of interaction with the environment as a function of the angular parameter $\varphi$ which is the angle relative to the body-fixed frame of reference $S$, as also depicted in Figure 1. Strict convexity, which is a property of the shape $s$ if $s^{T} \frac{d^{2} s}{d \varphi^{2}}<0 \quad \forall \varphi \in[-\pi, \pi]$, is required to distinguish the studied systems from other convex shapes such as polygons and shapes with straight segments, which cannot roll without impacts. We furthermore assume a planar model, as the presented locomotion mode does not depend on the lateral dimension.


Fig. 1: Definition of shape $s$, which is a function of the parameter $\varphi$ with respect to the body-fixed frame of reference $S$ located at the centre of mass (CoM) of the body, and the contact function $\sigma$.

## A. Constrained equations of motion

We would like to point out that we assume a no-slip condition at this point to simplify analysis. As explained in more detail later, the results presented in Section III-C and V will consider friction of the Coulomb type for the prediction of robot performance. We implement interactions by specifying kinematic constraints a priori, and solve the resulting equations to find the enabling forces. We will denote with $\boldsymbol{q}=(x, y, \phi)^{T}$ the generalised coordinates with $x$ and
$y$ the coordinates of the centre of mass with respect to the inertial frame of reference $I$ located at origin $O$ and $\phi$ the angular rotation of the body fixed frame of reference $S$ with respect to $I$. We enforce the rolling constraint by requiring that the relative velocity between the ground contact point on the robot and the ground vanishes, i.e.

$$
\begin{equation*}
\mathbf{J}_{C} \dot{\boldsymbol{q}}=\binom{\dot{x}-\sigma_{y}(\phi) \dot{\phi}}{\dot{y}+\sigma_{x}(\phi) \dot{\phi}}=\mathbf{0}, \tag{1}
\end{equation*}
$$

with $\mathbf{J}_{C}$ the Jacobian of the ground contact and $\dot{\boldsymbol{q}}$ the generalised velocity. We will refer to the vector function $\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}\right)^{T}$ as contact function, as it represents the vector pointing from the centre of mass to the current contact point. After defining the kinematic constraints on acceleration level, we can use Gauss's principle to enforce the constraints via Lagrangian multipliers in the equations of motion. The equations of motion of the constrained system with possible external force $\boldsymbol{F}$, that includes also the gravitational force, read

$$
\begin{equation*}
\mathbf{M} \dot{\boldsymbol{u}}=\boldsymbol{F}+\mathbf{J}_{C}^{T} \boldsymbol{\lambda} \tag{2}
\end{equation*}
$$

where $\mathbf{M}$ is the generalised mass matrix, and $\boldsymbol{u}=\dot{\boldsymbol{q}}$ the generalised velocity. The Lagrange multipliers are found by combining (2) and the derivative of (1)

$$
\begin{equation*}
\boldsymbol{\lambda}=-\left(\mathbf{J}_{C} \mathbf{M}^{-1} \mathbf{J}_{C}^{T}\right)^{-1}\left(\mathbf{J}_{C} \mathbf{M}^{-1} \boldsymbol{F}+\boldsymbol{\xi}\right) \tag{3}
\end{equation*}
$$

with $\boldsymbol{\xi}$ the gyroscopic terms which arise due to the kinematic constraints.

## B. Impulsive transitions

We employ a Newtonian kinematic impact law in normal direction with coefficient of restitution $\varepsilon=0$ to model inelastic impacts. We model tangential impacts also with a coefficient of restitution $\varepsilon=0$ and assume a no-slip condition. This avoids the effects of friction and tangential compliance and simplifies the governing dynamics of the locomotion mode presented in the next subsection. More specifically, we require during this impulsive event

$$
\begin{equation*}
\dot{\boldsymbol{g}}^{+}+\mathbf{E} \dot{\boldsymbol{g}}^{-}=\mathbf{0} \tag{4}
\end{equation*}
$$

where $\mathbf{E}=\mathbf{0}$ is the diagonal matrix of coefficients of restitution, $\dot{\boldsymbol{g}}=\mathbf{J}_{C} \dot{\boldsymbol{q}}$ is the contact point velocity, and we use the superscripts + and - to indicate post-contact and pre-contact conditions, respectively. The requirement (4) then leads to a post-contact velocity

$$
\begin{equation*}
\boldsymbol{u}^{+}=\left(\mathbf{I}-\mathbf{M}^{-1} \mathbf{J}_{C}^{T}\left(\mathbf{J}_{C} \mathbf{M}^{-1} \mathbf{J}_{C}^{T}\right)^{-1} \mathbf{J}_{C}\right) \boldsymbol{u}^{-} \tag{5}
\end{equation*}
$$

which defines the transition behaviour from unconstrained to constrained equations of motion in terms of velocity. Note that the transition of generalised coordinates $\boldsymbol{q}$ is smooth and does not change over the impulsive event.

Impact modelling has a long history and many models come with inconsistencies in certain situations often due to the rigid body hypothesis. For a coefficient of restitution $\varepsilon=0$, which is the case in this work and was tested in our previous investigations [6] and [15], the Newtonian kinematic impact law provides equivalent results to alternatives like Poisson's


Fig. 2: Locomotion of arbitrary strictly convex shape through momentum-stored impulse. (I) Rigid body with centre of mass $S$ and generalised coordinates $\boldsymbol{q}=(x, y, \phi)^{T}$ is actuated with a constant torque $T$ around arbitrary point $P$. The current angular velocity $\dot{\phi}^{-}$is such that the system rolls instantaneously around contact point $C$, causing a centre of mass velocity $\boldsymbol{v}_{C o M}^{-}$. (II) An angular impulse $d \zeta=T \times t_{S}$, with $t_{S}$ the stance phase time, instantaneously changes the angular velocity to $\dot{\phi}^{+}$and induces a flight phase. Note that the centre of mass translational velocity is not affected directly by the angular impulse. (III) During flight phase, no torque is applied. The system with mass $m_{S}$ and moment of inertia around the centre of mass $I_{S}$ is only influenced by gravitational acceleration $g$.


Fig. 3: Diversity of hopping behaviour for different shape functions in simulation. The blue trajectory corresponds to the off-centred disc with radius $R=0.2 \mathrm{~m}$ and eccentricity $a=R / 2$, the green trajectory to an ellipse with semi-major axis $0.75 R$ and semi-minor axis $0.25 R$, and the red one for an ellipse with semi-major axis $0.5 R$ and semi-minor axis $0.25 R$. Actuation for all three cases is $T=0.38 \mathrm{Nm}$ and impulse limit $d \zeta_{\text {lim }}=0.052 \mathrm{Nms}$.
or Stronge's energetically consistent impact law even for noncollinear collisions with friction [16]. This will be especially important in the extension of this model with friction as will be discussed in Section III-C.

To transition from constrained to unconstrained equations of motion we do not require any kinematic conditions, except that the impulsive force applied to the system is causing the ground contact point to have a velocity component which is pointing away from the ground. In other words, if we apply an impulse $d \boldsymbol{\zeta}$, we only need to satisfy the condition

$$
\begin{equation*}
{ }_{I} \boldsymbol{e}_{y}^{T} \mathbf{J}_{C} \boldsymbol{u}^{+}={ }_{I} \boldsymbol{e}_{y}^{T} \mathbf{J}_{C} \mathbf{M}^{-1} d \boldsymbol{\zeta}+{ }_{I} \boldsymbol{e}_{y}^{T} \mathbf{J}_{C} \boldsymbol{u}^{-}>0 \tag{6}
\end{equation*}
$$

where ${ }_{I} \boldsymbol{e}_{y}$ is the unit vector in vertical direction of the inertial frame of reference $I$, as indicated by the left subscript.

## C. Locomotion with strictly convex shapes

We now describe the method for locomotion using strictly convex shapes. Inertial properties of the system are mass $m_{S}$ and moment of inertia $I_{S}$ with respect to the centre of mass. The position of the centre of mass is indicated by the
generalised coordinates $x$ and $y$, in horizontal and vertical direction, respectively. We apply a torque $T$ in an arbitrary point $P$, as indicated in Figure 2 (I), causing an accelerated motion in form of rolling around contact point $C$. The centre of mass trajectory of the system is constrained by the shape and is always perpendicular to the contact function $\sigma$ during stance phase. Note that due to the strict convexity of the shape, the body rolls over the ground without any collisions.

To induce flight phase, we need to apply an impulsive force as defined by (6). Here we come to the central property of this mode of locomotion. The torque $T$ which has accelerated the system must have generated the angular momentum $\Delta L=$ $T t_{S}$ as a result of the reaction torque in point $P, t_{s}$ being the time for which the constant torque $T$ was applied to the body. We exploit this angular momentum and assume that we can transfer it in an inelastic collision to the main structure. A possible outcome of such an event is indicated in Figure 2 (II). The impulse causes an angular velocity which is opposite in direction to the stance phase, hence causing a backward rotation which leads to a flight phase (III).

We assume the reaction torque has acted on a flywheel located in point $P$ with moment of inertia $I_{R}$ with respect to $P$. The angular velocity of the flywheel after time $t_{S}$ under constant torque $T$ is then

$$
\begin{equation*}
\dot{\phi}_{R}^{-}=\dot{\phi}_{R, 0}+\frac{T t_{S}}{I_{R}} \tag{7}
\end{equation*}
$$

With $\dot{\phi}_{R, 0}$ its initial angular speed. For the transfer of impulse, we exploit conservation of angular momentum which results in an expression for the post-impact angular velocity of the main body

$$
\begin{equation*}
\dot{\phi}^{+}=\frac{\dot{\phi}^{-} I_{S}+\dot{\phi}_{R}^{-} I_{R}}{I_{S}+I_{R}} \tag{8}
\end{equation*}
$$

The transferred impulse is then simply derived by

$$
\begin{equation*}
d \zeta=I_{S}\left(\dot{\phi}^{+}-\dot{\phi}^{-}\right) \tag{9}
\end{equation*}
$$

We can now define a control method to induce hopping in strictly convex shapes with momentum-stored impulse actuation. We define the control parameters constant torque $T$ and impulse limit $d \zeta_{\text {lim }}$, and start in stance phase, i.e. with the constrained equations of motion (2) and a system state $\boldsymbol{q}_{0}$ which comply with the ground contact conditions. First, the constant torque is applied onto the system, accelerating both the main body and the flywheel, until the impulse (9) reaches the impulse limit $d \zeta_{\text {lim }}$. Subsequently, momentum between the flywheel and the main body is exchanged, causing a backward rotation and inducing flight phase. No torque is applied during flight phase. Once any shape point coincides with the ground, an impact forces the transition from flight to stance, initiating a new cycle by applying the constant torque $T$.

We have tested this control method for various shape function in simulation as shown in Figure 3, highlighting how this simple control law generates stable locomotion trajectories for randomly chosen strictly convex shapes. Note that the three illustrated cases are controlled with exactly the same control law and inertial parameter values. The maximal speed which can be obtained with the suggested control strategy is arbitrary,

TABLE I: Parameter ranges for simulation and robot.

|  | Parameter | Symbol | Value |
| :---: | :---: | :---: | :---: |
|  | Horiz. pos. | $x$ | $[-\infty, \infty] \mathrm{m}$ |
| Generalized | Vert. pos. | $y$ | $[0, \infty] \mathrm{m}$ |
| coord. | Angle main body | $\phi_{S}$ | $[-\pi, \pi] \mathrm{rad}$ |
|  | Angle flywheel | $\phi_{R}$ | $[-\pi, \pi] \mathrm{rad}$ |
|  | Foot radius | $R$ | 0.2 m |
|  | Eccentricity | $a$ | 0.1 m |
|  | Mass main body | $m_{S}$ | 0.974 kg |
| Exp. \& simu. | Mass flywheel | $m_{R}$ | 0.431 kg |
| fixed param. | MoI main body | $I_{S}$ | $3 \cdot 10^{-3} \mathrm{~kg} \mathrm{~m}$ |
|  | MoI flywheel | $I_{R}$ | $1.5 \cdot 10^{-3} \mathrm{~kg} \mathrm{~m}^{2}$ |
|  | Gravity | $g$ | $9.81 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ |
|  | Coeff. of rest. | $\varepsilon$ | $0[-]$ |
| Exp. control | Torque | $T$ | $[0.1,0.3] \mathrm{N} \mathrm{m}$ |
| $\beta=\left\{T, d \zeta_{\text {lim }}\right\}$ | Impulse limit | $d \zeta_{\text {lim }}$ | $[0.04,0.07] \mathrm{Nms}$ |

as long as there is no torque limit or restrictions due to friction. However, this does not guarantee that we can find a control that leads to a limit cycle at arbitrarily high speeds.

## III. Stability of Locomotion

The subsequent analysis is applied to a shape defined by a disc with an off-centred mass, where $R$ denotes the radius of the disc, and $a$ stands for the eccentricity of the centre of mass, measured from the centre of the disc. The eccentricity thereby influences the stance phase dynamics and energy loss during collision. See also Figure 3 for an indication of these two parameters. This description simplifies the contact function to

$$
\begin{equation*}
\boldsymbol{\sigma}(\boldsymbol{q})=\binom{-a \sin (\phi)}{a \cos (\phi)-R} \tag{10}
\end{equation*}
$$

The numerical parameters of the system are given in Table I. The applied control sequence is as described in the previous section. Note that even though we restrict the shape to a disc with an off-centred mass, the presented procedure is valid for any strictly convex shape function $\sigma$.

In the next step, we investigate if this control strategy, together with the defined contact function (10), can lead to periodic solutions corresponding to continuous locomotion.

## A. Finding periodic solutions

We claim that periodic and continuous motion, i.e. a motion which maps the take-off state back to itself after one cycle of stance and flight phase, improves the performance of impulseactuated systems. If we look at the Poincare section at the pre-take-off position, the system (without the flywheel) can be completely defined by its angular velocity $\dot{\phi}$ and its posture $\phi$ due to the fact that the centre of mass follows a trajectory predefined by the contact function. Given angle and angular velocity at take-off, the trajectory until the next take-off point is completely defined by the control $\beta=\left\{T, d \zeta_{\text {lim }}\right\}$, which describes the set torque and impulse limit. The impulse limit is defined as $d \zeta_{\text {lim }}=\left[0,0, d \zeta_{\text {lim }}\right]^{T}$ pointing in the direction of unit vector $\boldsymbol{e}_{\phi}$. We ask the question whether there is a control configuration $\beta^{*}=\left\{T^{*}, d \zeta_{l i m}^{*}\right\}$, i.e. a torque-impulse limit combination, which maps the system state just before take-off $\boldsymbol{z}_{T O}^{-*}=\left(\phi_{T O}^{-*}, \dot{\phi}_{T O}^{-*}\right)^{T}$ to itself. The subscripts $T O$
and $T D$ indicate take-off and touchdown states, respectively. The state of the flywheel has no influence on the dynamics except at the impulsive event, but we need to make sure that the angular velocity of the flywheel $\dot{\phi}_{R, T O}^{-}$is being mapped back to itself to truly guarantee periodic behaviour.

We describe next the forward dynamics of one cycle to search for fixed-points. Every new iteration starts with the computation of the post-take-off state

$$
\begin{equation*}
\boldsymbol{u}_{T O}^{+}=\mathbf{M}^{-1} d \zeta_{l i m}+\boldsymbol{u}_{T O}^{-} \tag{11}
\end{equation*}
$$

followed by a mapping of the post-take-off state to the pretouchdown state through the body's ballistic motion given by the implicit equation for the flight time $t_{F}$

$$
\begin{equation*}
y+\dot{y} t_{F}-\frac{1}{2} g t_{F}^{2}+a \cos \left(\phi_{T O}+\dot{\phi}_{T O} t_{F}\right)-R=0 \tag{12}
\end{equation*}
$$

The pre-touchdown velocities can then be calculated with

$$
\begin{equation*}
\boldsymbol{u}_{T D}^{-}=\boldsymbol{u}_{T O}^{+}-g t_{F I} \boldsymbol{e}_{y} \tag{13}
\end{equation*}
$$

which can be mapped to the post-touchdown velocities using (5). The touchdown position in generalized coordinates is then given by the ballistic equations

$$
\begin{equation*}
\boldsymbol{q}_{T D}=\boldsymbol{q}_{T O}^{+}+\boldsymbol{u}_{T O}^{+} t_{F}-1 / 2 g t_{F I}^{2} \boldsymbol{e}_{y} \tag{14}
\end{equation*}
$$

As pointed out in section II-A, the stance phase is modelled through the kinematic constraints defined by the ground. The case of the off-centred disc is defined by the contact function (10), which renders the constrained equations solely dependent on the quantities $\phi$ and $\dot{\phi}$, i.e. the angular position and its temporal derivative. The constrained equations of motion arising from (2), can be written in a concise ODE in the case of the off-centred disc by replacing $z_{1}=\phi$ and $z_{2}=\dot{\phi}$ to yield

$$
\left[\begin{array}{c}
\dot{z}_{1}  \tag{15}\\
\dot{z}_{2}
\end{array}\right]=\left[\begin{array}{c}
z_{2} \\
-\frac{T+m g a \sin z_{1}+m a R z_{2}^{2} \sin z_{1}}{m R^{2}+m a^{2}+I_{S}-2 m R a \cos z_{1}}
\end{array}\right] .
$$

To search for solutions, we use a single-objective constrained nonlinear program implemented in Matlab ${ }^{\circledR}$ using fmincon. We provide initial values of the actuation for the nonlinear solver by assuming the flight phase is symmetric, i.e. $\phi_{S}^{T O}=-\phi_{S}^{T D}$, where the superscripts $T O$ and $T D$ indicate take-off and touchdown conditions, respectively.

As a constraint to the nonlinear solver, we force the objective function to return its value once the initial condition $\phi_{T O}$ is reached. The objective function then solely depends on the other two recurring quantities, and we define the cost as

$$
\begin{equation*}
C=\sqrt{\left(\frac{\dot{\phi}_{0}-\dot{\phi}_{1}}{\dot{\phi}_{0}}\right)^{2}+\left(\frac{d \zeta_{l i m}-d \zeta_{1}}{d \zeta_{l i m}}\right)^{2}} \tag{16}
\end{equation*}
$$

where the subscripts 0 and 1 indicate the initial state and the state after going through the forward dynamics (11) to (15), respectively. The first squared term in Equation (16) ensures that the angular velocity error is minimised, and the second squared term reduces the flywheel angular velocity error, i.e. the transferred impulse, in the nonlinear optimisation.

The fixed-point actuations found in the nonlinear optimization are shown in Figure 4. The colour indicates the value of


Fig. 4: Fixed point actuation $\beta^{*}$ found in nonlinear optimization as a function of take-off angle and total energy before take-off. The control is defined by torque (a) $T[\mathrm{Nm}]$ and angular impulse limit (b) $d \zeta_{l i m}[\mathrm{Nms}]$. Note that the results are computed for a $150 \times 150$ grid on the shown angle-energy space.
obtained torque in Figure 4a, and impulse limit in Figure 4b, as a function of the fixed-point's take-off angle and locomotion energy. We defined the locomotion energy as the system energy just before take-off, which is proportional to the state $\dot{\phi}_{0}$. White areas indicate that no fixed-point was found. This arose mainly due to the fact that the take-off energy was lower than the potential energy required to reach posture $\phi_{0}$. Figure 4 conveys an important message, which is that fixedpoints exist for the described control method. It means that there exists periodic locomotion for which the torque not only accelerates the flywheel back to its initial speed at the take-off angle, but also makes up for the energy lost during collision, by re-accelerating the main body during stance phase as governed by the ODE (15). In other words, for any point in the state space above the white area there exists a fixedpoint control configuration $\beta^{*}$. The fixed-point torques and impulses transition smoothly in the state space, suggesting that neighbouring fixed-points have a similar behaviour. As we will see in the next section, stability is not guaranteed by this smooth transition. An interpretation of the locomotion behaviour is also possible by looking at the fixed-point actuations: a high torque in combination with a low impulse, as in the bottom right region of the state space, corresponds to a short stance phase. This is because the impulse limit is reached rapidly during stance phase, leading to a high hopping frequency and short stance phase. A high impulse with a low torque, as in the bottom left region, means that stance phase is long because the time to charge the flywheel impulse is long leading to a prolonged stance phase. The proposed control strategy therefore leads to a variety of periodic motions in our proposed locomotion method.

## B. Stability of fixed-points

We have shown that fixed-points exist for the disc with offcentred mass, but the periodic trajectory of the robot is only maintained if it is also stable in the face of disturbances. To
study the stability of the found fixed-points, we can look at the linearisation of the concatenation of (11) to (15)

$$
\begin{equation*}
\boldsymbol{z}_{1}=\boldsymbol{\Gamma}\left(\boldsymbol{z}_{0}, \theta\right) \tag{17}
\end{equation*}
$$

where $\theta$ represents all fixed parameters such as mass and actuation torque.

The linearised map is

$$
\mathbf{A}=\left.\frac{\partial \boldsymbol{\Gamma}}{\partial \boldsymbol{z}}\right|_{\boldsymbol{z}^{*}, \theta^{*}}=\left.\left[\begin{array}{cc}
\frac{\partial \Gamma_{1}}{\partial \phi} & \frac{\partial \Gamma_{1}}{\partial \dot{\phi}}  \tag{18}\\
\frac{\partial \Gamma_{2}}{\partial \phi} & \frac{\partial \Gamma_{2}}{\partial \dot{\phi}}
\end{array}\right]\right|_{\phi_{0}^{*}, \dot{\phi}_{0}^{*}, \theta^{*}}
$$

and we make use of the fact that this term dominates the dynamics in a Taylor series expansion for infinitesimally small disturbances $\delta \boldsymbol{z}$. If therefore the magnitude of disturbance decreases for all possible directions over one stance iteration, the nonlinear fixed-point is locally asymptotically stable. This is the same as saying that the absolute value of the eigenvalues of $\mathbf{A}$ has to be smaller than 1, i.e. $\left|\lambda_{i}\right|<1 \forall i \in\{1,2\}$. It is obvious that (17) cannot be represented in a closed expression as it contains differential and implicit equations. We show in the appendix how to overcome these impediments and still be able to obtain an accurate linearisation of (17) around a fixed-point.

We computed the stability for all the found fixed-point actuations (see Figure 4). The coloured points in Figure 5a refer to the absolute value of the maximal eigenvalue of the linearised map in Equation (18), as a function of take-off angle and locomotion energy. We highlight unstable regions, i.e. regions for which $|\lambda|_{\max }>1$, by small black dots. We observe that a large area of the state space is stable, meaning that the fixed-point control method in these points is rejecting small state disturbances. As we will see in section III-B, the system controlled by a stable fixed-point control $\beta^{*}$ not only rejects small disturbances, but converges to the fixed-point even from resting position. We further note that even though the fixed-point control varies smoothly within the state space as seen in Figure 4, there are abrupt stability changes in Figure


Fig. 5: Stability of the off-centred wheel model as a function of take-off postures and total energy before take-off. Control parameters for the corresponding fixed-points are given in Figure 4. (a) Maximum absolute value of the eigenvalues of the linearized return map of (17). Unstable fixed-points for which $|\lambda|_{\max }>1$ are marked with a black dot. (b) Centre of mass trajectories for various stable and unstable fixed-points. Velocity on the right hand side is derived by the time taken to reach the 1 m mark.

5a, as seen in the transition from the coloured stable to the black dotted unstable area. We analysed the instability and found that the unstable fixed-point actuations converge to a period- 2 cycle when perturbed. This means that even if a fixedpoint is deemed to be unstable, the fixed-point control $\beta^{*}$ still converges to periodic hopping locomotion. The performance of these points has to be questioned, however, as we find that every second impulse reduces rather than increases locomotion speed.

The locomotion trajectories of centre of mass of the disc for some regions are illustrated in Figure 5b together with their locomotion velocity. The motion of trajectory type 1 is operating at high frequency and disappearing hopping height, looking as if the system was sliding on the ground. Bearing in mind that it has set out with the highest locomotion energy, it is also the fastest gait. Motion of type 2 and type 3 are both unstable, yet different in behaviour. While type 2 looks like a sinusoidal trajectory with symmetric flight and stance phase behaviour, type 3 shows more impulsive stance phase properties. The latter particularly looks like running and hopping trajectories of animals at higher speeds. Motion type 4 is the most stable trajectory and shows the least smooth behaviour. It is characterised by a slow final phase during stance, almost halting at the take-off position, followed by a flight phase with vanishing take-off speed in translation, but quick retraction of the shape structure until it hits the ground. The large region of stability characterised by motion type 5 shares smooth and symmetric locomotion trajectories, similar to type 2.

## C. Performance of fixed-points

To study the performance of the fixed-point actuation as per Figure 4, we initialised the off-centred disc from resting position. We employ a numerical multibody-dynamics simulation


Fig. 6: Simplified hopping model of non-strictly convex shapes. The impulse $d \zeta$ induces the take-off velocity $\boldsymbol{v}_{T O}^{+}$, perpendicular to the diagonal $l$. The shape of the body is only considered at take-off and touchdown, and flight phase is modelled via a ballistic motion of a point mass.
specialised for ground contact modelling with unilateral constraints. We cannot use the analytical approach as we used for the stability analysis because we assumed bilateral constraints of the forward-dynamics, which is only admissible while the constraint forces in normal direction to the ground are larger than zero, i.e. $\lambda_{N}>0$. This condition is violated, when the centrifugal acceleration is larger than the gravitational one, which leads in the bilateral constraint case to the ground pulling the system down, while in a unilateral constraint case, a flight phase is induced. There is a second advantage of using the detailed model, which is that we can simulate a more realistic scenario with friction. Friction is modelled with a Coulomb friction law

$$
\begin{equation*}
\lambda_{T}=\mu \lambda_{N} \operatorname{Sgn}\left(\gamma_{T}\right) \tag{19}
\end{equation*}
$$

where $\lambda_{T}$ is the tangential friction force at the contact point, $\mu$ is the friction coefficient, $\lambda_{N}$ is the normal force at the ground contact point, Sgn is the filled-in relay function which


Fig. 7: Locomotion speed as a function of impulse per travelled distance after 20 seconds of simulation starting from resting position of the off-centred disc model. The system is controlled with the found fixed-point actuations in a uniform $30 \times 30$ grid based in the same state space as shown in Figure 4. Brightness indicates the absolute maximal eigenvalue of the fixed-point return map. The solid line indicates the theoretical impulse per travelled distance of a cube shape with inelastic collisions $\epsilon=0$, and the dashed line for a cube with coefficient of restitution $\epsilon=0.87$ as per Equation (21).
is set-valued at $x=0$ and is defined as $\operatorname{Sgn}(-|x|)=$ $-1, \operatorname{Sgn}(|x|)=1$, and $\operatorname{Sgn}(0)=[-1,1], x \in \mathbb{R}$, and $\gamma_{T}$ is the tangential velocity of the ground contact point. The same model has been used and is described in more detail in [6] for another hopping robot. It is largely based on the linear complementarity problem (LCP) formulation of dynamics with unilateral constraints presented in [17] and has been proven to be an effective way to handle contact problems in locomotion systems modelled as rigid bodies with friction and impact, such as shown in the examples paper [18]. We compared the no-slip model as described in Section II-B with the frictional model and found a close correspondence of terminal locomotion speeds for all fixed-point actuations. However, we will continue with the more detailed frictional model from this point onward to ensure that our results are as close to the real system as possible and to monitor the constraint forces. As the LCP can be prone to ill-conditioned events, we also monitored it during simulation and found that no such events occurred at any point.

The system is modelled with two rigid bodies, namely the flywheel and the main body, with properties as described in Table I. The equations of motion of the multibody system are derived using the projected-Newton-Euler approach, and we assumed gravity was the sole constant external force. We assume no damping at this stage in the internal angular degree of freedom and choose a friction coefficient of $\mu=1$. As implied, we start the simulation from a resting position and apply the torque and impulse limit as found by the fixed-point search (see Figure 4) for 30 different fixed-point positions $\phi$
and energies $E_{T O}$. The torque is only being applied during stance phase and only until the flywheel is ready to transfer the impulse $d \zeta_{\text {lim }}$. The simulation runs for 20 seconds with a time step of $d t=2 \times 10^{-4} \mathrm{~s}$ using an Euler integration method.

We compare our results to the theoretical case of a cube actuated with a flywheel as has been studied in [19]. Similar cube-like systems have also been developed and studied in [10] and [12]. We set the inertial parameters of the cube in accordance with the off-centred disc parameters given in Table I. In terms of size, we set the diagonal of the face of the cube to be $l=2(R-a)$, as shown in Figure 6. The cube lies on one of its faces and we apply an impulse and write the resulting velocity after impulse

$$
\boldsymbol{u}_{T O}^{+}=\boldsymbol{u}_{T O}^{-}+\frac{d \zeta}{m l^{2}+I_{S}}\left(\begin{array}{c}
l \cos \alpha  \tag{20}\\
l \sin \alpha \\
-1
\end{array}\right)
$$

with $\alpha$ the take-off angle with respect to the horizontal axis. We justify the assumption that the cube lies face-down at every hop with the long charging time that is required to generate a sufficient impulse which allows the cube to roll around its edge: using the numerical values given in Table I we obtain for the minimal required take-off energy for the cube $E_{T O, \text { cube }} \approx 0.8 J$, which is merely the potential energy required to lift the cube on its edge. This energy must be provided with a single impulse, and we find that $d \zeta_{\text {cube }} \approx 0.3 \mathrm{Nms}$, which is 4-8 times larger than the impulses required for the feasible fixed-point controls with the strictly convex shape. Using the maximal feasible torque of 0.3 Nm according to Table I, the cube robot would have to be charged for at least $1 s$ before the required impulse is ready. By the time the impulse is ready, the motion of the cube will have come to rest. This reasoning is also confirmed by the charging time and cube motion of the similar sized cubli robot [10]. We assume a ballistic flight phase, according to the translational initial velocity $\boldsymbol{v}_{T O}^{+}$, during which we ignore the shape of the cube and its rotation. Next, we find the impulse required per travelled distance using (20) together with the restitution law for translational velocities $\boldsymbol{v}_{T O}^{-}=\epsilon \boldsymbol{v}_{T O}^{+}$

$$
\begin{equation*}
\frac{d \zeta}{x}=\frac{g\left(m l^{2}+I_{S}\right)(1-\epsilon)}{2 l u_{x}^{+} \sin \alpha} \tag{21}
\end{equation*}
$$

with $\epsilon$ the coefficient of restitution, and $u_{x}^{+}$the locomotion speed. This equation corresponds to the additive impulse required to travel a distance $x$ with a sequence of hops with coefficient of restitution $\varepsilon$ for the given cube. We will refer to the quantity $d \zeta / x$ as impulse effectiveness and will call systems that travel with a low $d \zeta / x$ impulse effective. It thus defines a cost of travel in terms of required impulse over a certain distance as a function of locomotion speed. If energy is restored during the stance phase, the coefficient of restitution becomes greater than zero, hence reducing the cost. For the case of an inelastic cube, we set $\epsilon=0$, and $\alpha$ to $\pi / 4$. Note that this simple model is not confined to a cube shape. Any polygonal shape can be studied by adapting the centre of mass to contact point distance $l$, and its corresponding angle $\alpha$. For a linear impulse acting at angle $\alpha$ on a point mass,
we would obtain $\frac{d \zeta}{x}=\frac{g(1-\epsilon)}{2 u_{*}^{+} \sin \alpha}$, which also emphasises the improvement of impulse effectiveness with locomotion speed.

Figure 7 shows the performance of 900 fixed-point actuations sampled from a uniform $30 \times 30$ grid in Figure 4. The simulation ran for a total of 20 seconds. The vertical axis corresponds to the average velocity over the last 10 seconds, and the horizontal axis is the sum of the transferred impulses over the last 10 seconds divided by the distance travelled during the last 10 seconds. The off-centred disc was initialised from resting position. The brightness of each dot indicates its maximum absolute eigenvalue, taken from the results displayed in Figure 5. The results show that the least demanding locomotion actuation in terms of impulse per travelled distance correlates with stability of the theoretical return map. This is understood for the case of white dots, as the instability forces the system to use two impulses per stance for locomotion, as discussed in section III-B. For stable fixed-points, the performance tends to improve the smaller the maximal eigenvalue of the linearised fixed-point. This behaviour is desirable, as it shows that the most efficient modes of locomotion are also the most stable ones. We find that stability increases with the take-off angle, meaning that a long stance phase improves stability. Indeed, we find that the most stable trajectories are of the type 4 and 5 as in Figure 5b. Trajectories with short stance phases as compared to their flight phase as in type 3, tend to be unstable. Furthermore, the figure opposes the theoretical findings of the inelastic cube performance to the off-centred disc. We observe that the strictly convex shape of the disc for the most stable actuation can lead to a requirement of impulse per travelled distance ten times lower than for the cube. This dominance of the disc can be explained by its dynamic motion: while the strictly convex shape can build up its kinetic energy over several impulses, the cube as studied here lacks this feature due to the high potential energy required to roll over its edge. In fact, if we assign a coefficient of restitution of $\epsilon=0.87$ to the cube equation in (21), we find that the impulse per travelled distance closely matches the most stable disc performances as shown by the blue dashed line. We can therefore claim that the cube would have to conserve $87 \%$ of its velocity at every collision in order to keep up with the off-centred disc performance. In a next step we will examine if this observation can be replicated in a real-life experiment.

## IV. Robot Design

We designed and built a robot named Robbit specifically to operate close to the theoretical ideal. There are three main design challenges, namely the impulsive actuation, the reduction of moment of inertia of the main structure, and the extension of the planar model assumption in the real, three dimensional world. Parameter values are in accordance with table I for inertial and geometrical parameters.

Our main actuation on the robot is a 100 W Maxon ${ }^{\circledR}$ EC 60 flat motor, torque controlled with a Maxon ${ }^{\circledR}$ EPOS2 controller which is not on the robot but placed away from it and connected with wires. The braking mechanism is operated with a standard Parallax ${ }^{\circledR}$ servo motor. The design of the impulsive


Fig. 8: Mechanism of the brake for impulse transmission. The rotation of the flywheel is stopped by an aluminium brake block which is moved by the servo motor to close the connection between flywheel pins and the main robot structure.


Fig. 9: The off-centred disc robot Robbit.
angular actuation uses a similar mechanism as presented in [10]. As shown in Figure 8, our main actuator is fixed on the main body of the robot and is transmitting its torque with a gear reduction of 2.4 to the flywheel which is rotating around the main steel shaft of the robot. The rotation velocity of the main motor relative to the robot is registered by the motor controller with hall-sensors and a rotary encoder. Once the desired rotation speed of the flywheel is reached, the braking mechanism is activated. Three steel pins firmly attached to the flywheel are passing through a gap in the main robot structure each once per revolution. A small aluminium plate is attached to the servo motor, which can be moved across the gap upon servo motor activation. This blocks the pins from moving through the gap and causes the angular momentum to be exchanged between the flywheel and the gap structure. Another aluminium structure then transfers the impulse to the main steel shaft, inducing a rotation of the whole robot.

For reduction of the moment of inertia, we chose a carbon fibre sheet of 2 mm thickness with a spoked wheel-like structure. To mimic the planar dynamics in the physical model, we designed the robot symmetrically in its transversal dimension, connecting the two carbon fibre semi-discs with an aluminium rod of 200 mm length.


Fig. 10: Series of pictures of Robbit over one gait cycle $T_{C}$ from slow motion recordings $(300 \mathrm{~Hz})$.

## V. Experimental Results

To test Robbit, we prepared a locomotion track with an OptiTrack ${ }^{\circledR}$ motion capturing system which recorded four trackable markers rigidly fixed on the robot with a framerate of 250 Hz . The system is controlled centrally with a desktop PC running Matlab ${ }^{\circledR}$ from which the torque targets are sent to the motor controller, encoder signals are being evaluated for a braking decision, and the braking signal is being sent via a COM-port to an Arduino ${ }^{\circledR}$ micro-controller which operates the servo motor. The robot starts at rest and a constant torque is applied until the defined impulse-limit is reached, which caused the braking mechanism to be activated. The motor torque is then set to zero for 100 ms during flight phase, before it is again set to the nominal torque. We ran the experiment for 6 s and recorded the trajectory of the trackable markers.

Figure 10 illustrates the robot's motion with a series of pictures taken over one period of the locomotion gait. The period time $T_{C}$ is around 0.3 s . During $0.4 T_{C}$ of the cycle, the main motor is accelerating the flywheel, which causes the main structure to roll over its carbon fibre feet. Once the predefined impulse limit is reached, the servo motor engages the brake, which induces a momentum transfer between the flywheel and the main robot body. The picture at $0.5 T_{C}$ shows the robot in mid-flight phase, where the main motor torque is set to zero and the brake is disengaged by the servo motor. The cycle then ends with the beginning of the next stance phase. As can be seen from the series of pictures, this cycle results in a net forward motion of Robbit. See also the supplementary material for a slow motion video of the robot motion.

The result of the centre of mass trajectories for the generalised coordinates $\boldsymbol{q}$ are shown in Figure 11, excluding the transient phase. The control corresponds to a torque of 0.16 Nm and an impulse limit that is reached at a relative angular velocity of the flywheel and main structure of $58 \frac{\mathrm{rad}}{\mathrm{s}}$. The figure shows the centre of mass trajectories for seven consecutive hops as a function of the cycle progress in percent. We compare the experimental result to the prediction of the simulation framework described in section III-C. We see that the simulation predicts the magnitude of displacement over the full gait cycle, as well as the observed double hump in the vertical position coordinate. The second hump is due to the backward rotation after touchdown, lifting the centre of


Fig. 11: Centre of mass trajectories of generalised coordinates $\boldsymbol{q}=[x, y, \phi]$ of experiment and simulation excluding the transient phase. The horizontal axis captures one full control cycle. The black lines correspond to seven consecutive hops in experiment, and the red line shows the simulation result with the same actuation parameters as in the experiment for ten consecutive hops $\left(T=0.16 \mathrm{Nm}\right.$ and $\left.d \zeta_{l i m}=0.059 \mathrm{Nms}\right)$.
mass first before the rolling direction changes, which can be observed in both simulation and real-world experiment.

We controlled the robot with a range of control parameters, as shown in Table I under Experiment control. The velocities of these experiments as a function of the impulse per travelled distance (derived from impulse limit and the measured hopping frequency) are shown in Figure 12, together with a fit to the most impulse effective stable solutions found in simulation and the theoretical cube performance. The results show, in accordance with the theoretical predictions, that the impulse per distance is roughly ten times lower than the cube's theoretical prediction. Almost all of the experimentally recorded trajectories correspond to trajectory type 4 in Figure 5b, which are stable, efficient, and characterised by a long stance phase followed by a rather short flight phase. The experiments further show that any configuration of control parameters $\beta$ leads to bounded and almost periodic locomotion after a few transient hops. The system therefore not only outperforms a cube in its economical use of impulses, but also converges to periodic and continuous locomotion without precisely defined control parameters. The system finds its fixed-point autonomously for the given control, a behaviour which we ascribe to the selfstabilising properties of the strictly convex shape.

## VI. DISCUSSION

The results showed, based on the cases of a disc with offcentred mass and a cube, that strictly convex shapes outper-


Fig. 12: Experimental converged hopping speeds as a function of impulse per travelled distance. Each circle indicates a robot experiment with fixed actuation parameters. We set the parameter range for the series of experiments for torque between 0.1 and 0.3 Nm and impulse limit between 0.04 and 0.07 Nms . Experiment duration was 6 seconds and the data plotted corresponds to the average speed as a function of the average impulses over the travelled distance. The red solid line corresponds to a fit of the most impulse effective stable solutions obtained from simulation, and the dashed blue line corresponds to the theoretical speed of an impulsively actuated cube with face diagonal $l=2(R-a)$ and coefficient of restitution $\epsilon=0$.
form theoretical performance of non-strictly convex shapes in terms of their locomotion speed as a function of impulse per travelled distance. By comparing systems in terms of their impulse per travelled distance at constant speeds, we essentially compare their energetic costs of transport. The dimensionless cost of transport as defined by [20] for locomotion in animals, is the ratio of metabolic rate to the product of speed and body weight. This definition has been adopted by the robotics community, such as in [21], by replacing metabolic cost with energy used. Animals reduce their energy use with mechanisms to efficiently redirect their centre of mass velocity [22]. Among others, two important mechanisms have been thoroughly studied in biomechanics and robotics, namely spring-mass models [23] and inverted pendulum models [24]. Both mechanisms conserve a fraction of the kinetic energy from the previous step to the next. In the case of strictly convex shapes, energy is conserved by smoothly redirecting the centre of mass through a rolling motion. This idea has been considered as a limit case for legged locomotion with infinitely many legs [25]. Loss-less redirection of centre of mass is necessary to minimise the cost of transport, but it is not sufficient. A significant source of energy loss in terrestrial locomotion occurs due to interactions with the ground. As we showed in Figure 7, a cube would have to restore $87 \%$ of its velocity at touchdown to perform with the same cost of transport as the off-centred disc for a given locomotion speed, which indicates a low collisional cost at touchdown in the strictly convex shape case. This observation agrees well with studies of bipedal walking with curved feet, as the authors
describe a reduction in energy loss in the step-to-step transition compared to point feet [26], [27], [28].

In this work, we have also demonstrated how strictly convex shapes can lead to stable hopping locomotion without any state feedback except the flywheel speed. The self-stabilising properties of curved feet have been studied for locomotion in monopods, bipeds, and quadrupeds [14]. Many other examples of self-stabilising locomotion exist [15], [6], but the applications move beyond locomotion; related work in the stabilisation of juggling through a convex shape [29] showed how apex and paddle position can be self-stabilised, meaning no sensory feedback is required to juggle a ball with a paddle. This relates to our hopping system given a fixedpoint actuation $\beta^{*}$, as no feedback from the environment is necessary to stabilise the motion, not even to transition from resting position to the final locomotion speed. An extension of this work could include temporal change of shape to further improve the cost of transport or locomotion speed. The potential of active external shape is abundant in robotics. There are examples of robots that use their strictly convex shape to actively propel themselves, as shown in the modular loop robot presented in [30], or in the spherical robot with inflatable pouches that induce a rolling motion, as studied in [31]. We have recently shown that a shape change during locomotion which does no positive work on the system can indeed increase locomotion speed [32]. For future investigations of shape and its effect on locomotion performance, we are planning to use and study the defined contact function as presented in this work. The contact function defines the constraint forces and is therefore determining the passive dynamic behaviour which may help understand self-stability in this system.

Our work showed how locomotion with inelastic impacts can be considerably improved in terms of energy used for locomotion. Further improvement can be expected when elastic restitution is used to recover more kinetic energy at each collisional event. This could be achieved by adapting the structure and material of the disc and we will study this in future investigations. Improved energy usage is especially useful in exploratory ventures where energy is scarce, as is the case in space robotics, such as in [19]. Furthermore, our locomotion method can provide a new mode of locomotion for the vast number of spherical robots [33] which have been built and studied in recent years. For instance, a spherical robot with internal momentum-stored impulse actuation and off-centred mass can generate the described hopping motion, which would enhance its locomotion capabilities. We are currently investigating the role of moment of inertia and eccentricity on the energy effectiveness to further improve the locomotion capabilities of such systems.

Our findings, shown in Figure 7, indicate that stability and efficiency are coupled such that the fixed-points associated with the smallest maximal eigenvalue of their return map are also the ones which demand the smallest impulse per travelled distance. We have presented similar findings of the coupling between stability and efficiency in [6], and also for the case of a hopping robot with a strictly convex foot shape. It is a striking feature of these locomotive systems that they are both efficient and robust.

## VII. CONCLUSION

In this paper, we studied the locomotion of strictly convex shapes actuated by momentum-stored impulses. We proved for the simple case of a disc with an off-centred mass, that fixedpoints to this locomotion methods exist, and that a large number of them are stable. A simulation of the system from resting position reveals the superiority in terms of required impulse per travelled distance, as compared to the case of an impulseactuated cube. We validated our findings in a real world platform with the robot Robbit, showing that ten times lower impulses are required to travel a certain distance compared to the theoretical case of a cube. The results demonstrate the significance of shape in the dynamical behaviour of hopping, and how it can be used to improve stability and efficiency of locomotion in robots.

## Appendix

The four derivatives in (18) have to be computed with care, as some of the occurring partial derivatives do not address quantities that are given in an analytic explicit expression, but rather by a differential equation or an implicit equation. To dissect the expressions we can rewrite (18) to

$$
\mathbf{A}=\left.\left[\begin{array}{ll}
\frac{d \Gamma_{1}}{d \phi_{T D}} & \frac{d \Gamma_{1}}{d \dot{\phi}_{T_{2}}^{+}}  \tag{22}\\
\frac{d \Gamma_{2}}{d \phi_{T D}} & \frac{d \Gamma_{2}}{d \dot{\phi}_{T D}^{+}}
\end{array}\right]\left[\begin{array}{ll}
K_{1 \phi} & K_{2 \dot{\phi}} \\
K_{1 \phi} & K_{2 \dot{\phi}}
\end{array}\right]\right|_{\phi_{0}, \dot{\phi}_{0}}
$$

with the suffix $T D$ indicating the touchdown state and with

$$
\begin{align*}
K_{1 \phi}:= & {\left.\left[\frac{\partial \phi_{T D}}{\partial \phi}+\frac{d \phi_{T D}}{d \dot{\phi}_{T O}^{+}}\left(\frac{\partial \dot{\phi}_{T O}^{+}}{\partial \phi}+\frac{d \dot{\phi}_{T O}^{+}}{d \dot{\phi}_{T O}^{-}} \frac{d \dot{\phi}_{T O}^{-}}{d \phi}\right)\right]\right|_{\phi_{0}, \dot{\phi}_{0}}, }  \tag{23}\\
K_{1 \dot{\phi}}:= & {\left[\frac{\partial \dot{\phi}_{T D}^{+}}{\partial \phi}+\frac{d \dot{\phi}_{T D}^{+}}{d \dot{\phi}_{T D}^{-}}\left(\frac{\partial \dot{\phi}_{T D}^{-}}{\partial \phi}+\right.\right.} \\
& \left.\left.\frac{d \dot{\phi}_{T D}^{-}}{d \dot{\phi}_{T O}^{+}}\left(\frac{\partial \dot{\phi}_{T O}^{+}}{\partial \phi}+\frac{d \dot{\phi}_{T O}^{+}}{d \dot{\phi}_{T O}^{-}} \frac{d \dot{\phi}_{T O}^{-}}{d \phi}\right)\right)\right]\left.\right|_{\phi_{0}, \dot{\phi}_{0}},  \tag{24}\\
K_{2 \phi}:= & {\left.\left[\frac{\partial \phi_{T D}}{\partial \dot{\phi}}+\frac{d \phi_{T D}}{d \dot{\phi}_{T O}^{+}}\left(\frac{\partial \dot{\phi}_{T O}^{+}}{\partial \dot{\phi}}+\frac{d \dot{\phi}_{T O}^{+}}{d \dot{\phi}_{T O}^{-}} \frac{d \dot{\phi}_{T O}^{-}}{d \dot{\phi}}\right)\right]\right|_{\phi_{0}, \dot{\phi}_{0}}, }
\end{align*}
$$

and

$$
\begin{align*}
K_{2 \dot{\phi}}:= & {\left[\frac{\partial \dot{\phi}_{T D}^{+}}{\partial \dot{\phi}}+\frac{d \dot{\phi}_{T D}^{+}}{d \dot{\phi}_{T D}^{-}}\left(\frac{\partial \dot{\phi}_{T D}^{-}}{\partial \dot{\phi}}+\right.\right.} \\
& \left.\left.\frac{d \dot{\phi}_{T D}^{-}}{d \dot{\phi}_{T O}^{+}}\left(\frac{\partial \dot{\phi}_{T O}^{+}}{\partial \dot{\phi}}+\frac{d \dot{\phi}_{T O}^{+}}{d \dot{\phi}_{T O}^{-}} \frac{d \dot{\phi}_{T O}^{-}}{d \dot{\phi}}\right)\right)\right]\left.\right|_{\phi_{0}, \dot{\phi}_{0}} . \tag{26}
\end{align*}
$$

Computation of most of the terms in (22) are straight forward to calculate through (11) to (15). Special attention however is required for the left-hand side matrix in (22), as these derivatives are effectively influencing the result of an integration rather than a closed form expression. To calculate the derivatives, we define the sensitivity with respect to our parameters of interest $p_{1}=\phi_{T D}$ and $p_{2}=\dot{\phi}_{T D}$ as $\boldsymbol{r}_{i}=\frac{d \boldsymbol{z}}{d p_{i}}$. Through differentiation of (15) by $p_{i}$, we obtain

$$
\begin{equation*}
\dot{\boldsymbol{r}}_{i}=\frac{d \boldsymbol{f}}{d \boldsymbol{z}} \boldsymbol{r}_{i}+\frac{d \boldsymbol{f}}{d p_{i}}, \quad i \in\{1,2\} \tag{27}
\end{equation*}
$$

where $f$ is the right-hand side of (15) and the last term drops out since $f$ does not depend on the post-touchdown states. Solving this ODE with initial conditions $\boldsymbol{r}_{1}\left(\boldsymbol{z}_{0}\right)=(1,0)^{T}$ and $\boldsymbol{r}_{2}\left(\boldsymbol{z}_{0}\right)=(0,1)^{T}$ until $z_{1}=\phi_{0}$, will provide all entries in the left-hand side matrix in (22) for the case of an open-loop controlled system. However, our controller is stopping not as a function of time, but as a function of the impulse $d \zeta$. In other words, in the shown sensitivity analysis, we did not account for the effect that a disturbance has on the stance phase time $t_{s}$. To include this, we first express (15) as a function of $d \zeta$ rather than $t$. This requires a change of variable with

$$
\begin{equation*}
\frac{d \boldsymbol{z}}{d t}=\frac{d \boldsymbol{z}}{d(d \zeta)} \frac{d(d \zeta)}{d t} \tag{28}
\end{equation*}
$$

and therefore get

$$
\begin{equation*}
\frac{d \boldsymbol{z}}{d(d \zeta)}=\frac{\dot{\boldsymbol{z}}}{(\dot{d} \zeta)}=\frac{\boldsymbol{f}}{(\dot{d} \zeta)} \tag{29}
\end{equation*}
$$

The derivative of the impulse can be derived from (8) to (9)

$$
\begin{equation*}
(\dot{d} \zeta)=\frac{I_{S} I_{R}}{I_{S}+I_{R}}\left(\frac{T}{t_{s}}-\dot{z}_{2}\right) \tag{30}
\end{equation*}
$$

It remains to change the coordinates in (27) in terms of impulse instead of time

$$
\begin{equation*}
\frac{d \boldsymbol{r}_{i}}{d(d \zeta)}=\left(\frac{1}{(\dot{d \zeta})} \frac{d \boldsymbol{f}}{d \boldsymbol{z}}-\frac{\boldsymbol{f}}{(\dot{d} \zeta)^{2}} \frac{(\dot{d} \zeta)}{d \boldsymbol{z}}\right) \boldsymbol{r}_{i} \tag{31}
\end{equation*}
$$

The solution of equation (31) now truly leads to the entries of the left-hand side of (22) for our control method, as we can simply integrate to the impulse limit $d \zeta_{\text {lim }}$. Note that in (31) we assume knowledge of $z(d \zeta)$. If this is not given, the system has to be augmented to a system of four rather than two ODEs, where the additional ODEs are given by (29).

The derivatives which derive post-flight phase states require attention, as the equations of the flight time are only given implicitly. More specifically the terms $\frac{\partial \phi_{T D}}{\partial \phi_{0}}$ and $\frac{\partial \phi_{T D}}{\partial \dot{\phi}_{T O}^{+}}$are

$$
\begin{align*}
\frac{\partial \phi_{T D}}{\partial \phi_{0}} & =\frac{\partial}{\partial \phi_{0}}\left(\phi_{0}+\dot{\phi}_{T O}^{+} t_{F}\left(\phi_{0}, \dot{\phi}_{T O}^{+}\right)\right) \\
& =1+\dot{\phi}_{T O}^{+} \frac{d t_{F}}{d \phi_{0}} \tag{32}
\end{align*}
$$

and accordingly

$$
\begin{equation*}
\frac{\partial \phi_{T D}}{\partial \dot{\phi}_{T O}^{+}}=t_{F}+\dot{\phi}_{T O}^{+} \frac{d t_{F}}{d \dot{\phi}_{T O}^{+}} \tag{33}
\end{equation*}
$$

To find the derivatives of the flight time $t_{F}$, we simply take the derivative of the implicit equation (12) and solve for $\frac{d t_{F}}{d \phi_{0}}$ and $\frac{d t_{F}}{d \dot{\phi}_{T O}^{+}}$, which yields
$\frac{d t_{F}}{d \phi_{0}}=\frac{-a \sin \phi_{0}-\dot{\phi}_{T O}^{+} a t_{F} \cos \phi_{0}+a \sin \left(\phi_{0}+\dot{\phi}_{T O}^{+} t_{F}\right)}{\dot{\phi}_{T O}^{+} a \sin \phi_{0}-g t_{F}-a \dot{\phi}_{T O}^{+} \sin \left(\phi_{0}+\dot{\phi}_{T O}^{+} t_{F}\right)}$,
and

$$
\begin{equation*}
\frac{d t_{F}}{d \dot{\phi}_{T O}^{+}}=\frac{-a t_{F} \sin \phi_{0}+a t_{F} \sin \left(\phi_{0}+\dot{\phi}_{T O}^{+} t_{F}\right)}{\dot{\phi}_{T O}^{+} a \sin \phi_{0}-g t_{F}-a \dot{\phi}_{T O}^{+} \sin \left(\phi_{0}+\dot{\phi}_{T O}^{+} t_{F}\right)} \tag{34}
\end{equation*}
$$

We used the relation $y=R-a \cos \phi_{0}$ and $\dot{y}=\dot{\phi}_{T O}^{+} a \cos \phi_{0}$ to replace the vertical position and velocity components in (12). The remaining terms of (22) are easily calculated.
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