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Abstract: We present a CMOS chip 256 × 2 single photon avalanche diode 
(SPAD) line sensor, 23.78 µm pitch, 43.7% fill factor, custom designed for 
time resolved emission spectroscopy (TRES). Integrating time-to-digital 
converters (TDCs) implement on-chip mono-exponential fluorescence 
lifetime pre-calculation allowing timing of 65k photons/pixel at 200 Hz line 
rate at 40 ps resolution using centre-of-mass method (CMM). Per pixel 
time-correlated single-photon counting (TCSPC) histograms can also be 
generated with 320 ps bin resolution. We characterize performance in terms 
of dark count rate, instrument response function and lifetime uniformity for 
a set of fluorophores with lifetimes ranging from 4 ns to 6 ns. Lastly, we 
present fluorescence lifetime spectra of multicolor microspheres and skin 
autofluorescence acquired using a custom built spectrometer. In TCSPC 
mode, time-resolved spectra are acquired within 5 minutes whilst in CMM 
mode spectral lifetime signatures are acquired within 2 ms for fluorophore 
in cuvette and 200 ms for skin autofluorescence. We demonstrate CMOS 
line sensors to be a versatile tool for time-resolved fluorescence 
spectroscopy by providing parallelized and flexible spectral detection of 
fluorescence decay. 

©2015 Optical Society of America 

OCIS codes: (040.1240) Arrays; (040.5160) Photodetectors; (040.3780) Low light level; 
(300.2530) Fluorescence, laser-induced; (300.6500) Spectroscopy, time-resolved; (170.6280) 
Spectroscopy, fluorescence and luminescence. 
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1. Introduction 

Fluorescence spectroscopy is an essential tool in microscopy, biomedicine and biotechnology 
[1]. This is due to the fact that fluorescence contains important molecular information and the 
instrumentation is becoming increasingly cost-effective. Most current fluorescence 
spectroscopy is performed in steady-state mode, i.e. by integrating spectra from a constant 
output light source. While one can exploit steady-state fluorescence intensity, polarization and 
spectroscopy in a relatively straightforward fashion, one key aspect of fluorescence is the 
decay constant (fluorescence lifetime) or the average time needed for molecule to go from 
excited to ground state. Shifts in the fluorescence lifetime indicate changes in the surrounding 
environment [2]. For example, Förster resonance energy transfer (FRET) is one of many 
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mechanisms that can be inferred from fluorescence lifetime changes and is of increasing 
importance in studying the complex network of protein-protein interactions [3]. Time-
correlated single photon counting (TCSPC) has been the preferred method for accurate 
lifetime measurement [4]. Whilst TCSPC has the advantage of detecting full fluorescence 
decay as a histogram of photon arrival times, it is usually slower due to constraints imposed 
by pile-up artefacts whereby photon arrival rate should be limited to 1% of the pulsed laser 
repetition rate (for a discussion on pile-up see section 7.9 in [4]). 

The work presented here is part of a larger effort to design and apply multichannel TCSPC 
systems by designing custom analogue application-specific integrated circuits (ASICs) with 
combined light sensitive and timing circuitry [5–7]. The light sensitive element is a single 
photon avalanche diode (SPAD) which is an avalanche photodiode biased beyond breakdown 
for single photon sensitivity. Time resolved SPAD structures with picosecond performance 
have a long history [8]. The common approach has been to deploy custom and high voltage 
complementary metal-oxide semiconductor structures (HV-CMOS) [9] covering visible and 
near-infrared [10]. Standard CMOS promises low power implementation of scalable, 
massively parallel multi-channel TCSPC, albeit limited to the visible range [11–13]. 

Advances in integrated SPAD sensor arrays promise much faster acquisition of 
fluorescence lifetime data in live cell imaging [14]. Spectroscopy is particularly attractive as 
time-resolved emission (fluorescence) spectroscopy (TRES) contains multi-dimensional 
information across temporal and spectral axes which can be used to derive spectral relaxation 
properties and fluorescence lifetimes, see chapter 7 in [1] and [15,16]. TRES has a long 
history and the first systems were implemented in 1970’s, for example see [17–19]. These 
systems relied on 10 kHz flashlamp with associated cuvette readout, monochromator and 
multi-channel analyzer (MCA). The main interest has been in using TRES for better 
understanding of solvation dynamics and excited state reactions. This work was followed up 
by frequency domain TRES [20]. In recent years the applications range from studying 
endogenous fluorescence lifetime in tissues [21–23], molecular imaging [24], and analytical 
chemistry [25]. Since its inception TRES has been limited by the complexity of optical and 
electronics instrumentation involved. We believe the results presented in this paper show 
significant advance in TRES performance and simplicity which has been achieved by 
adopting scalable CMOS SPAD arrays. 

The geometry of line sensors allows for high fill-factor SPAD designs and further 
innovations in time resolution and noise performance. The high data rates limiting larger 
TCSPC cameras are not applicable to spectroscopy applications which usually do not need 
more than several thousand pixels. It is also possible to transfer methods (e.g. related pile-up 
immunity [26]) from silicon photomultiplier (SiPM) architectures to line arrays. Recent work 
has shown promising results in time-resolved Raman spectroscopy [27–31] opening up the 
possibility to remove fluorescence background by time gating only the Raman signal 
coincidental to laser pulse. CMOS SPAD arrays have also been used in sensitive absorbance 
measurements [32]. Similar ideas can be explored in removal of autofluorescence [33] since 
the lifetime associated with endogenous fluorophores is often shorter than exogenous 
fluorophores [34]. 

We present a SPAD line array manufactured in a 130 nm CMOS process. The sensor has 2 
line arrays, each with 256 pixels. The first array is optimized for detection of wavelength 
range 450 nm to 550 nm (henceforth referred to as blue SPAD line array) and the second 
array optimized for 600 nm to 900 nm (henceforth referred to as red SPAD line array) 
[35,36]. Due to higher photon detection efficiency and lower noise of the red compared with 
the blue SPAD line array, this paper focuses on the red SPAD line array. We present the 
spectrometer SPAD array architecture and performance regarding time resolution, noise, 
instrument response function (IRF) uniformity and fluorescence lifetime uniformity. 

Two features distinguish this chip from prior work [27–31]. Firstly, all 256 pixels have 
individual TCSPC circuitry. Even though the pixel number is less than in related work (for 
example [30]), we believe highly parallelized TCSPC is a powerful tool in low light 
circumstances. It can act as both a measurement tool for fluorescence decays and time gating 
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can be done by post-processing the acquired TCSPC histograms. Secondly, the spectrometer 
SPAD array has computational logic to calculate the “center of mass” (CMM) of photon 
arrival times on the fly. This dramatically improves photon efficiency as it removes the need 
to transfer TDC codes from the SPAD array to surrounding circuitry. For example, whilst 
each SPAD can detect up to 30 million photon arrival codes per second (assuming ~33 ns 
dead-time), the number of events that can actually be transmitted (for the whole SPAD array) 
is limited, for example, to 20-40 million codes per second for universal serial bus version 2 
(USB2) (assuming 2 bytes per code). Even taking into account pile-up and inherently low 
photon budget in many specimens, for a 100MHz repetition rate laser, one should be able to 
acquire 1 million photon arrival codes per second per SPAD. CMM allows millions of codes 
to be compressed to 1000 [37] or less depending on photon count rate and any scanning 
arrangements [38]. Previously, we implemented CMM on field programmable gate arrays 
(FPGAs) and 1000 photon arrival codes were enough to estimate lifetime [37,39]. The CMM 
calculation depended on the available throughput between the camera and the FPGA and not 
on the SPAD. One of our aims in this paper is to demonstrate that each photon can contribute 
to lifetime calculation using on-chip calculation on the CMOS SPAD array without resorting 
to FPGA resources. 

 

Fig. 1. Spectrometer chip micrograph. 

Commercial TCSPC systems usually have optimal count rates from SPADs or 
photomultipler tubes (PMTs), but they are mostly single channel systems. Recently 8 channel 
[40] and 16 channel [41] TCSPC systems have been introduced. In the case of 16 channel 
system [41] the channels are not truly independent at high count rates due to the high 
probability of co-incidence or cross-talk. Although limited to mono-exponential lifetime 
estimation, the on-chip CMM approach we have implemented here opens up possibilities for 
applications where photon budget is high, for example in flow cytometry [42]. 

2. Chip architecture 

A micrograph of the line sensor detailing the main blocks is shown in Fig. 1. The 6610 μm × 
958 μm sensor is integrated in a 130 nm CMOS image sensor technology. It comprises three 
main subsystems; a 256 × 2 SPAD array and front-end electronics, time-gate generation and 
clock distribution electronics and a TDC array, addressing and data readout system. Pixel data 
is read out via a serial interface operating at 8 MHz, as 43-bit words providing 200 spectra per 
second. 
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2.1 SPAD array 

 

Fig. 2. SPADs and interface circuitry. Multiplexer selects between blue SPAD (bottom, B1 to 
B4) and red SPAD (top R1 to R4). Red SPAD can be masked while blue SPAD can be time 
gated. 

Four wide spectral range SPAD detectors (R1 to R4 in Fig. 2 top) [36] employing a circular 
deep-n-well to p-substrate active region with 18.2 μm diameter are arranged in a 100 μm 
column, 23.8 μm pixel width. Fill factor of four circular areas 18.2 μm in diameter is 43.7% 
of the total 23.8 x 100 μm available for the pixel. These detectors are interfaced to low 
voltage digital electronics via a 400 kΩ polysilicon resistor and a 10 fF metal-oxide-metal 
finger capacitor (Fig. 2 top). An off-PMOS transistor (MPQ) maintains a high state through 
leakage current at the input of a NOR-gate allowing the SPAD output pulses to be masked. 
This detector cannot easily be gated off because gating transistors tolerant of high voltages at 
the SPAD anode are not available. However, this is not an impediment as this detector is used 
for fluorescence lifetime detection where gating is unnecessary. 

A second set of four SPADs employing a shallow p-well to deep-n-well active region is 
also implemented (B1 to B4 Fig. 2 bottom) [43]. These devices are drawn as square with 
rounded (super-ellipse) corners and a diameter of 16 μm. The deep-n-well cathode is shared 
between devices to increase the fill-factor to 43.7%. In this case, the cathode of the device can 
be rapidly raised and lowered around breakdown voltage to time-gate the SPAD off or on by 
means of conventional low-voltage MOS transistors. The GateN signal deactivates the SPAD 
via a PMOS transistor (MP1) and re-enables it via the Fquench signal and NMOS transistor 
MN1. A long NMOS MNQ provides a passive quench resistance. During the interval that the 
GateN signal inhibits the SPAD, a signal MaskN prevents the high state from triggering the 
TDC falsely. This timing is assured by a per-pixel circuit receiving three delayed waveforms 
P1, P2 and P3 from the on-chip timing generator (Fig. 3). 
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Fig. 3. SPAD gating waveforms. 

2.2 Time-gate generation 

 

Fig. 4. Gate timing generator. 

An on-chip digital to time converter (Fig. 4) generates three programmable delayed versions 
of an input clock waveform (typically derived from a laser sync signal). A delay line is 
composed of 128 current-starved buffer cells with unit delays of 850 ps. Three 128 to 1 
multiplexers select a single tapped delayed version of the input clock to generate P1, P2 and 
P3. These delayed clocks pass through clock trees to the pixel gating logic to ensure 
synchronized behaviour of all detectors in the array. 

2.3 Integrating Time to Digital Converter 

For a fluorescence histogram with a single-exponential decay f(t) = Aexp(−t/τ) in a 
measurement window 0 ≤ t ≤ T its centre of mass (CM) is approximated to the lifetime τ. 
Where a TDC quantizes the measurement window into M time bins with the bin width of h a 
further approximation is possible: 

 

( )

( )

1

00

0

.

T M

j
j

CMM T
c

tf t dt jN

h
N

f t dt

τ

−

== ≅



 (1) 

#225244 - $15.00 USD Received 20 Oct 2014; revised 24 Dec 2014; accepted 5 Jan 2015; published 24 Feb 2015 
© 2015 OSA 9 Mar 2015 | Vol. 23, No. 5 | DOI:10.1364/OE.23.005653 | OPTICS EXPRESS 5659 



where Nj is the number of recorded counts in the jth time bin (j = 0, 1, . . ., M–1), and NC is 
the total signal count within the measurement window. The lifetime τ can therefore be 
calculated as the summation of TDC time stamps divided by the number of detected photons. 
CMM has previously been implemented as an embedded algorithm on the FPGA and in an 
ASIC [39,44]. 

We propose a TDC circuit which inherently implements the CMM method (Fig. 5). A 3.1 
GHz, 4-stage differential ring oscillator with reset signal R and start signal S drives a coarse 
27 bit counter. The circuit operates in reverse start-stop method, meaning that a SPAD event 
starts the ring oscillator which is stopped on the following rising edge of the laser sync clock 
(Fig. 6). The ring oscillator holds its internal state and resumes from this condition on each 
subsequent photon detection, effectively integrating the total sequence of time intervals 
through the action of the counter. 

 

Fig. 5. Integrating time to digital converter. 

A 16-bit counter counts the number of detected photons forming the denominator of the 
CMM formula. The maximal rate of 65k photons in the 2 ms line time equates to the 
maximum SPAD frequency of around 30 MHz limited by dead time of SPAD. At the end of 
an exposure period, the numerator N and denominator D words are transferred to registers by 
pulsing the write signal WR. An address decoder allows random access readout of specific 
TDC values at wavelengths of interest through tri-state buffers onto a shared output bus. The 
TDC is then reset by pulsing R, clearing the counters and initializing the ring oscillator. 

 

Fig. 6. Integrating TDC timing. 
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3. Materials and methods 

3.1 Optical testing configurations 

Two opto-electronic arrangements for the line sensor were built to test for timing uniformity 
(Fig. 7(a)) and spectral lifetime (Fig. 7(b)). Fluorescent dye solution was placed in a cuvette 
and illuminated by a pulsed laser diode. Throughout this study we use three pulsed laser 
diodes: Picoquant 485 nm laser diode head, Hamamatsu 443 nm laser and Hamamatsu 654 
nm laser. Illumination at 443 nm and 654 nm was used to estimate the IRF variability with 
illumination wavelength. This is important as broadband spectral decay data sets will need to 
take into account any “colour effects” (see section 4.6.5 in [1]). The pulsed laser has an 
electrical synchronization trigger BNC cable connected to the line sensor PCB (not shown). 
Laser repetition rates used were 10 MHz and 20 MHz. To test timing uniformity across the 
line sensor, the cuvette was illuminated by pulsed laser and detected at 90° with fluorescence 
emission focused onto the line sensor via a lens and a 500 nm long pass filter (Thorlabs 
FEL0500) as shown on Fig. 7(a). IRFs were acquired by placing a scattering (Ludox) solution 
in the quartz cuvette (10 mm pathlength) and detecting the scattered signal without the long 
pass filter. 

Time resolution of the pixels was determined using BNC cables of two different lengths (1 
m and 2 m) and observing the shift in IRF position on the TCSPC histogram. The velocity 
factor of the BNC cable was 0.66, so the 5.05 ns shift in the IRF was measurable accurately. 
The repetition rate of the laser was 10 MHz and we ensured scattered light had a spot size 
larger than detector.” 

 

Fig. 7. Line sensor fluorescence test setups comprising cuvette readout for uniformity tests (a) 
and custom-built spectrometer linked to cuvette via multimode fiber and epifluorescence 
readout (b). 

The spectral lifetime arrangement was operated in epi-fluorescence mode. The 
illumination and collection optic was an infinity corrected × 10, NA 0.25 microscope 
objective (Olympus Plan Achromat Objective). A dichroic beamspliter (Thorlabs DMLP505) 
separates the fluorescence light which in turn was focused onto a 105 µm multimode fibre 
(MMF) (Thorlabs M43L01). A long pass filter is also present further filtering fluorescence 
above 500 nm. Fluorescence coupled into the MMF was dispersed in a custom spectrometer 
comprising of a ruled reflection grating (1200 grooves per mm, blaze wavelength 500 nm, 
Thorlabs GR25-1205) and focusing optics similar to that presented before [45,46]. The 
spectra were calibrated to cover 500 nm to 600 nm over 256 pixels. This was verified by 
comparing spectra from the spectrometer chip with spectra obtained from an off-the-shelf 
spectrometer (USB2000 Ocean Optics). To perform this comparison, the multimode fibre 
shown in Fig. 7(b) can alternatively be connected to a separate spectrometer. The efficiency 
of the spectrometer over the wavelength range is ~70% as measured by optical power meter. 
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Spectral resolution was ~1.2 nm due to the slit size (105 µm). The line sensor is controlled via 
custom FPGA firmware and PC software written in Labview 2011 (National Instruments, 
Texas, USA) for flexible operation in a variety of modes (TCSPC, time-gated and CMM). In 
this manuscript we focus on TCSPC and CMM aspects of the sensor. 

3.2 TCSPC and CMM 

The main aim of work presented is to demonstrate prompt spectral lifetime data acquisition 
using novel CMOS SPAD arrays. Two methods have been used to provide fluorescence 
lifetime, namely CMM and TCPSC. 

Prior work on CMM incorporates FIRST and LAST settings [37,39] which provide the 
boundaries for the histogram window. This is useful since the center of mass for the decay 
curve is required and not necessarily the whole of the histogram. On-chip implementation of 
the CMM, however, does not include FIRST and LAST settings due to circuit complexity 
involved for the current spectrometer chip revision. Therefore, the CMM was estimated by 
first acquiring CMM of the IRF and then acquiring the CMM of the decay. The difference 
between the two values is indicative of changes in lifetime and this we call CMMdiff in the 
present article [47,48]. Longer lifetimes will stretch the decay curve further away from the 
IRF. A unique feature of this detector is that each photon acquired is automatically used to 
estimate lifetime. Whilst not quantitative, this value is of interest when lifetimes are compared 
rather than measured accurately. Exact validity of subtracting CMM of decay from CMM of 
IRF is not the topic of this manuscript and will be addressed in future work. CMMdiff values 
were obtained with the following exposure times: 2 ms, 200 ms and 2 s to cross compare the 
noise on spectral CMMdiff. 

Spectral TCSPC was acquired in 5 minutes. For uniformity, test acquisition times were 
longer in order to test the chip performance. As mentioned before, laser triggering is provided 
by the laser diode and the spectrometer chip works in reverse START-STOP mode. Decays 
were fitted using a customized version of DecayFit software [49,50]. Solutions of fluorescein 
and 1,8 – anilinonaphthalenesulphonate (ANS) were used to verify measurements of TCSPC 
and CMMdiff uniformity. Multi-color constellation microspheres (Life Technologies, part 
number C-14837) were used to demonstrate different spectral lifetimes. 

TRES was derived by scaling wavelength-dependent decay curves so that the sum along 
the time axes were equal to steady state spectra of the same sample (see section 7.2.2 in [1] 
and [51] for details). Steady state spectra for TRES scaling were acquired using a USB2000 
spectrometer (Ocean Optics, USA). The main reason for doing this was to compensate for 
photon response non uniformity (PRNU) which was measured to be 20%. PRNU 
measurements were done using an established standard [52]. 

4. Results 

4.1 Dark count rate (DCR) 

 

Fig. 8. DCR of the red SPAD line array. 
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Dark count rate (DCR) plot for red SPAD line array at room temperature (25 C°) is shown in 
Fig. 8. Median DCR for SPAD array is 1.4 kHz. 

4.2 Time resolution 

 

Fig. 9. Time resolution across the 256 pixels of the line sensor. 

Time resolution spread across chip is shown on Fig. 9. As the number of TCSPC channels is 
high (256 or one timing channel per pixel), the variability of time resolution across the array 
needs to be taken into account in order to reduce errors in decay estimates. Throughout this 
study we assume mean time resolution of 320 ps. 

4.3 IRF 

Figure 10(a) shows an IRF from one pixel whilst Fig. 10(b) shows the variation of IRF 
FWHM across the chip at high illumination (close to saturation and with a lot of SPAD 
activity – 5 MHz per pixel) and low illumination (50 kHz per pixel). Both measurements were 
undertaken using a 443 nm laser diode. Jitter performance is significantly worse towards the 
middle of the array at high illumination where it reaches 0.9 ns. At high illumination all TDCs 
work in parallel and highly correlated SPAD activity causes the droop in the power supply 
voltage across the array. This in turn modulates the time resolution affecting the jitter 
measurement. Under normal operation (less than 1 million counts per second per pixel) we 
obtain a uniform temporal resolution with FWHM of IRF ~0.7 ns as shown in low 
illumination curve in Fig. 10(b). 

 

Fig. 10. (a) Sample IRF from one pixel, (b) IRF FWHM across chip. 

Chromatic effect is investigated in Fig. 11. The red SPAD line array IRF FWHM at 
443nm is higher by 165 ps than at 654 nm (Fig. 11(a)). The red SPAD line array IRF location 
variability is shown on Fig. 11(b). The standard deviation of IRF location variation is 1.05 
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time bins or 336 ps. Blue SPAD line array IRF FWHM does not change with wavelength 
(Fig. 11(c)) while the standard deviation of IRF location changes by 1.3 time bins or 416 ps. 
IRF location variability is due to droop in the power supply across the line array. 

 

Fig. 11. (a) Red SPAD line array IRF FWHM at 443 nm and 654 nm, (b) red SPAD line array 
IRF location variability across chip, (c) blue SPAD line array IRF FWHM at 443 nm and 654 
nm, (d) blue SPAD line array IRF location variability across chip (y axis units are in TDC 
bins). 

4.4 Histogram artefacts 

 

Fig. 12. Edge peaks on the right side of each plot have different peak values for the same 
experiment. Pixels 20, 60, 100 and 150 are plotted from the same experiment where spectral 
decay was measured. 

TCSPC is subject to many measurement artefacts and care needs to be taken to minimize stray 
light reaching the detector and to reduce scattering of the sample. Characterization of the 
spectrometer chip revealed an artefact related to the chip rather than the setup. Noisier pixels 
or pixels under more intense illumination produce a strong artefactual signal at early times 
(right hand side) of the reverse START-STOP histogram (i.e. close to laser sync START), as 

#225244 - $15.00 USD Received 20 Oct 2014; revised 24 Dec 2014; accepted 5 Jan 2015; published 24 Feb 2015 
© 2015 OSA 9 Mar 2015 | Vol. 23, No. 5 | DOI:10.1364/OE.23.005653 | OPTICS EXPRESS 5664 



shown in Fig. 12. For example, the green curve in Fig. 12 decays to values close to 0 at TDC 
bins 0 to 20. It also has the lowest edge artefact. This indicates that pixel’s DCR and ambient 
scattering will deteriorate the CMM measurement. The main cause for this artifact is in level 
sensitive logic in the TDC triggering. This allows SPADs to fire during the TDC dead time 
and create an instant event on TDC re-enabling. Revised chip design will remove this artefact. 

Whilst TCSPC mode of operation is not affected by this, CMM mode is. This is simply 
due to the varying “weight” imposed by the edge artefact. In CMM mode, the spectrometer 
chip does not acquire a histogram, but sums all photon arrival times and divides by the 
number of photons. This compresses the histogram to one number from which the edge peak 
is hard to extract and correct. As the peak height increases with total signal, this moves the 
centre-of-mass towards the peak which is not desired since it contains no information. As the 
peak varies in amplitude for IRF, sample and across the array, calibration for CMM is more 
complex, but with workarounds is perfectly feasible. For example, by reducing the laser 
repetition rate and attenuating light, representative CMMdiff values can be obtained, provided 
the specimen does not scatter significantly. 

4.5 Fluorescence lifetime TCSPC mode and CMM mode 

Figure 13 shows fluorescein decay in TCSPC mode. The acquisition time was set to 60 
minutes to gather enough counts for sensor characterization. 

 

Fig. 13. Sample decay, fluorescein. 

 

Fig. 14. TCSPC mode results for two fluorophores (a) and CMM mode (b). 

Fluorescein and ANS lifetime calculations in TCSPC and CMM modes are shown in Fig. 
14. Acquisition time in TCSPC mode took 60 minutes (250 photon counts per second), whilst 
the CMM mode took 2 minutes (~10000 photon counts per second). Lifetime values are as 
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expected from prior work [39] and the lifetime uniformity across the chip does not show 
significant systematic variations. 

4.6 Time resolved emission spectroscopy 

The main aim of the present work is to illustrate TRES applications of the CMOS SPAD line 
array. Below we present results of experiments from cuvette fluorescence readouts using the 
arrangement given in Fig. 7(b). Whilst the chip can have excellent performance when tested 
alone, we extensively tested the chip in a variety of time resolved fluorescence spectroscopy 
scenarios. 

4.6.1 Spectral CMMdiff 

The fastest way of obtaining a lifetime estimate from the spectrometer chip is to exploit its 
capability to integrate TDC time-stamps whilst recording total photon counts. The ratio of the 
two provides an average time-stamp and, in ideal conditions, the number represents the 
centre-of-mass of the decay curve (see section 2C). 

Figure 15(a) shows spectral CMMdiff of multicolor microspheres while Fig. 15(b) shows 
spectral CMMdiff of skin autofluorescence. Within 2 ms a fast estimate of spectral 
fluorescence lifetime can be achieved in cuvette conditions, while skin autofluorescence 
spectra can be obtained within 200 ms. The noise on the curve is predominantly shot noise as 
the value is derived from an average ~200 photons/pixel. 200 ms and 2s spectral CMMdiff 
curves contain on average 20000 and 200000 photons/pixel respectively and are consequently 
lower noise. Assuming fluorescence is almost saturating the pixel, the dead time is 33 ns and 
the CMMdiff can be obtained from 1000 photons then the minimum time to acquire a CMMdiff 
value would be 33 µs. 

 

Fig. 15. (a) Spectral CMMdiff for 2 ms, 200 ms and 2 s exposure times of colour microspheres. 
As expected, the increased exposure time reduces the noise. (b) Spectral CMMdiff for 200 ms 
and 2 s exposure times of skin autofluorescence. 

We illustrate this below in Fig. 16(a) where fast acquisition of IRF (via scattered light 
from Ludox) shows CMM to be uniform even for mean flux of 100 photons/ pixel (200 µs 
exposure time). In this case, we did not subtract two CMM values as the reference 0 value is a 
prior measurement of IRF over 50 ms exposure time. We disregard potential pile-up effects in 
this instance, because we aim to demonstrate photon capture capability of the spectrometer 
chip. In normal fluorescence lifetime experiments the effects of scatter, pile-up and other 
artefacts need to be carefully considered before performing an experiment. 

Figure 16(b) illustrates the variation of error on CMM estimates across the line sensor. 
256 plots of changes in standard deviation of CMM estimates for 50 readings are plotted with 
increasing exposure time from 200 µs to 2 ms. Standard deviation reduces from 150 ps to 
about 60 ps (center of the envelope). The least desirable scenario is 300 ps for 200 µs 
exposure time reducing to 140 ps for 2 ms exposure time. 
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Fig. 16. (a) CMM for 200 µs and 2 ms exposure times. Mean photon count per pixel was 100 
photons for 200 µs exposure time. (b) Standard deviation of CMM value obtained for 50 
repeated measurements of IRF with exposure times ranging from 200 µs to 2 ms. 256 curves 
are plotted to illustrate the spread of CMM variation across all pixels. 

4.6.2 Spectral TCSPC 

 

Fig. 17. (a) 3D spectral decay plot for multicolour microspheres, (b) skin autofluorescence. For 
display purposes every 3rd decay is shown. A moving average of 7 pixels was used to smooth 
the spectrum display in order to remove the effect of ~10 noisy pixels. 

TRES decays were obtained for multi-color microspheres (Fig. 17(a)) and skin 
autofluorescence (Fig. 17(b)). The total acquisition time was 5 minutes. The spectral decays 
were acquired in parallel, thereby demonstrating the advantage of having TCSPC units 
working for each pixel. 

From time-resolved spectral decays one can obtain lifetime for each wavelength, but also 
spectral relaxation curves. For example, the 3D decay plot of multicolor microspheres in Fig. 
17(a) can be formatted to show spectral relaxation curves (see Fig. 18(a)) while lifetime vs 
wavelength is shown in Fig. 18(b). The observed increase in lifetime corresponds to prior 
observations [53]. Similarly, the 3D decay plot of skin autofluorescence is formatted to show 
spectral relaxation curves in Fig. 18(c) and spectral lifetime in Fig. 18(d). Although the 
fluorescence lifetime does not change with wavelength in the case of skin autofluorescence, 
the chi square error indicates that the analysis should be multiexponential rather than single 
exponential, as presented here. 

This is illustrated in Fig. 19, where a sample decay curve is shown for skin 
autofluorescence at 530 nm. The decay is obviously not a single exponential decay, but a 
more complex one, as would be expected from skin. Tri-exponential fit is applied and the 
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values broadly correspond to those published previously [54]. However, the multiexponential 
fits on complex heterogeneous tissue fluorescence need to be treated with caution [55] and 
more detailed study is needed. Fluorescence lifetime is becoming an increasingly accessible 
tool for clinical applications [56] and spectral lifetime provides an additional dimension to 
data acquired. 

 

Fig. 18. (a) Spectral relaxation plots extracted from Fig. 17 (a) for multicolor microspheres. (b) 
Corresponding fluorescence lifetime increase with increasing wavelength for multicolor 
microspheres. (c) Spectral relaxation plots extracted from Fig. 17 (b) for skin autofluroescence. 
(d) Corresponding spectral fluorescence lifetime curve for skin autofluroescence. 

 

Fig. 19. Skin autofluorescence decay curve at 530 nm. Decay is not a simple singe exponential 
as can be seen by curved decay on log scale plot. 
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5. Discussion 

We presented a unique platform for time-resolved spectroscopy which can acquire full 
spectral decays in parallel and without resorting to monochromator or compromising with low 
spectral resolution. To the best of our knowledge this is the most parallelized time resolved 
spectrometer system to date with 256 TCSPC channels. 

Some improvements are needed. The line rate from chip to PC is currently 200 spectra per 
second, which is low for TCSPC work in cell biology. However, for analyzing complex 
decays of fluorophores in solutions with cuvette readouts and time resolved tissue 
autofluroescence spectra, the photon budgets tend to be low. The PCB and chip architecture 
should allow an upgrade to 10-20 kHz line rate assuming USB2 data rates (30-40 MB/s). 
PRNU was measured to be 20% which is poor by today’s standards, but this has not seriously 
affected TRES work as these were scaled by steady state spectra obtained with off-the-shelf 
spectrometer. More work is needed in calibrating pixels and verifying the underlying reasons 
for poor PRNU. 

Time resolved spectroscopy is a broad field and fluorescence need not be the only 
application. Related biomedical fields exploiting backscattered light such as diffuse optical 
tomography (DOT) [57] and molecular fingerprint techniques such as Raman spectroscopy 
would all benefit from high-performance time resolved line sensors such as the one presented 
here. Low light sensitivity detection coupled with high time resolution lends these detectors to 
compact multimodal applications, especially considering the developments in pulsed lasers 
(both pulsed laser diodes and fiber lasers). 

5. Conclusion 

We have demonstrated multi-channel TCSPC line array of SPADs in fluorescence 
spectroscopy applications. We plan to apply the spectrometer chip and associated setups to 
measuring fluorescence kinetics of a variety of dyes and intrinsic fluorescence 
(autofluorescence) spectra of tissue. We believe line arrays of SPADs are an ideal test-bed for 
advanced scientific CMOS SPAD architectures. As time-resolution and noise performances 
are improved, more applications are likely to emerge across the boundaries of medicine, 
chemistry, biology and physics. 
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