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Abstract 

Different technologies are used to count people but people counting systems 

based on computer vision are good choices due to different priorities. These 

priorities may include accuracy, flexibility, cost and acquiring people 

distribution information. People counting systems based on computer vision 

can use closed circuit television (CCTV) cameras that have already become 

ubiquitous and their uses are increasing. This thesis aims to develop people 

counting systems that can be incorporated with existing CCTV cameras. 

People counting is a useful task for safety, security and operational purposes 

and can be important for improving awareness. 

This thesis presents two intelligent people counting systems; pixel-wise 

optimisation based and features regression based people counting systems. 

Each system works independently to count people and may be more 

appropriate for particular scenarios. 

The pixel-wise optimisation based people counting system based on two 

algorithms that estimate the density of each pixel in each frame and use it as 

a basis for counting people. One algorithm uses scale-invariant feature 

transform (SIFT) features and clustering to represent pixels of frames (SIFT 

algorithm) and the other uses features from accelerated segment test (FAST) 

corner points with SIFT features (SIFT-FAST algorithm). Both algorithms are 

designed using a novel combination of pixel-wise, motion edges, grid map, 

background subtraction using Gaussian mixture model (GMM).  

The features regression based people counting system is composed of a pair 

of collaborative Gaussian process regression (GPR) model with different 

kernels, which are designed to count people by taking the level of occlusion 

into account. The level of occlusion is measured and compared with a 

predefined threshold for regression model selection for each frame. In addition, 

this system dynamically identifies the best combination of features for people 

counting.  
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The University of California (UCSD), Mall and New York Grand Central Station 

datasets have been used to test and evaluate the proposed systems. These 

datasets have been chosen because they cover a wide range of variation of 

characteristics. They cover a variation of frame rate (fps), resolution, colour, 

location, shadows, loitering, reflections, crowd size and frame type. 

By means of comparisons with state of the art methods, the results of the 

proposed systems outperform the others methods with respect to mean 

absolute error (MAE), mean squared error (MSE) and the mean deviation error 

(MDE) metrics. The MAE, MSE and MDE of the proposed systems are 2.83, 

13.92 and 0.092, respectively, for the Mall dataset; 1.63, 4.32, and 0.066, 

respectively, for UCSD dataset; and 4.41, 25.62 and 0.029, respectively, for 

New York Grand Central dataset. The computational efficiency results of the 

proposed systems are 20.76 fps, 38.47fps and 19.23 fps for the Mall, UCSD 

and New York Grand Central datasets, respectively. 
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Chapter 1: Introduction 

An introduction to people counting systems is provided in this chapter. It 

presents the main problems and limitations of the current people counting 

systems based on conventional cameras. Occlusion handling, features 

selection, improving performance and the system practicality are some issues 

that need to be addressed.  As a consequence, new accurate and practical 

computer vision based systems are required to count people which is the focus 

of this work. The objectives and the author’s major contributions of this thesis 

are presented in this chapter. 

1.1 Background and Research Motivation    

Information about the number and distribution of people is important for 

operational, safety and security purposes. Therefore, systems with this kind of 

functionality can be highly effective tools for establishing ambient awareness 

(Ryan et al. 2014; Technology 2013; Wang 2014; Ryan 2013; Loy et al. 2013).  

This information can also be used to develop business intelligence, such as 

the interest in any product based on the number of customers visiting the area, 

counting the number of a store's visitors and other applications in behavioural 

economics (ShopperTrak 2013; Technology 2013; Biodata Ltd 2013). In 

addition, there are other applications such as crowd management (Longo & 

Cheng 2015; Technology 2013), transport (DILAX Intelcom 2015; Lumentut et 

al. 2015; Garcia-Bunster et al. 2012), staff planning which are related to the 

density of visitor traffic or to indicate congestion. This kind of information can 

also be utilised to improve energy efficiency by optimising air conditioning, 

lighting and heating, or developing emergency evacuation procedures (Wang 

2014).  

Different methods are used for people counting, such as tally counters, 

cameras, differential weight, sensitive carpet, infrared beams, Bluetooth, audio 
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tones, radio-frequency identification (RFID), wireless fidelity network (Wi-Fi) 

and wireless sensor network (WSN) based counters (Zhu et al. 2009; Li et al. 

2007; Nakatsuka et al. 2008; Ma & Chan 2013; Yuan et al. 2011; Shbib et al. 

2013; W. C. Lin et al. 2011; Gandhi et al. 2012; Hou & Pang 2011; Tikkanen 

2014; Li et al. 2011; Tu et al. 2013; Adegboye et al. 2012; Xi et al. 2014). Each 

method has some advantages and disadvantages but people counting 

systems based on conventional camera are one of the best choices because 

CCTV cameras are widely used and their uses are increasing. For example, 

there were an estimated 4.2 million CCTV installed in the United Kingdom in 

2004 (Norris et al. 2004) and an estimated up to around 5.9 million in 2015 

(Xing et al. 2015).  

Different types of cameras can be used with camera based people counting 

counters e.g. 3D, smart, thermal and conventional camera. 3D cameras 

extract depth information from frames, which has great potential for improving 

the performance of people detection and counting systems. Depth information 

provide size and shape information that can be used to distinguish people from 

other objects. It also allows occlusions of people by each other or by 

background objects to be handled more explicitly. However, 3D camera based 

people counting systems are challenged by their substantial amounts of noise 

and unreliable data. 

Smart cameras support integrated visual processing. The video processing is 

implemented using advanced software, which are developed by the provided 

companies. GeoVision smart cameras are one of the best choices that can be 

used for people counting. These can intelligently process on-board video 

analytics detecting intruders, loitering, people counting, unattended object, 

missing object, and tampering of alarms to identify motion, find and trace 

objects and even produce alarms for unusual activities. Axis smart cameras 

are also a good option for people counting. They are flexible mini domes that 

give you a built-in IR illumination and HDTV 1080p video quality. It is suitable 

for outdoor use and is perfect for indoor environments. Their software is 



 

Chapter 1: Introduction 

   

3 

 

completely autonomous with all the counting done on the processing units of 

the cameras to maintain privacy. 

Thermal cameras detect and count people by their body heat profile and can 

therefore count bidirectionally even when a number of people are passing 

simultaneously. Thermal counters are unaffected by light and can achieve 

good accuracy. Irisys Gazelle Thermal Counters are one of the best choices 

because they are ideal for general people traffic counting, measuring live 

occupancy and a range of security applications, they are widely used to 

monitor footfall in the transport, banking, retail, security and leisure industries. 

They also can be linked from a number of entrances to bring data to a central 

location. They use power over ethernet, keeping wiring simple. 

People counting system is one of the most challenging systems in computer 

vision to implement (Saleh et al. 2015; Wang et al. 2014; Ryan 2013; Hu et al. 

2015; Hou & Pang 2011). In comparison with the conventional camera based 

method, the problem with other technologies is that they need to be carefully 

planned and deployed for specific purposes. In addition, their cost is prohibitive 

for many organisations and the accuracy is often less than the conventional 

camera based method. Most of these technologies are also ineffective for 

acquiring people distribution such as tally, differential weight, sensitive carpet, 

infrared beams and WSN counters which make them an inappropriate option 

for various types of applications.  

Surveillance systems based on CCTV cameras are usually human operated. 

Therefore, there is a need for a numerous number of human operators to 

monitor all installed surveillance cameras (Rao et al. 2015).  In addition, the 

number and distribution of people are easy to count by the human operators 

in sparse environments while it is very difficult or impossible to count crowd of 

people. Crowds are a large numbers of people in closed or open areas such 

as stadiums, railway stations, universities, airports, parks, walkways and public 

spaces (Saleh et al. 2015). It is impossible for an operator to periodically count 

hundreds of moving people in a short period. In addition, it is an error-prone 
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task which makes this information unreliable. The short attention period of 

human operators and a lack of the sufficient training and knowledge are other 

limitations of manual counting. Automatic and accurate people counting 

systems are required to work in those types of environments to provide an 

accurate and reliable information. Although, a lot of research has been carried 

on to find an accurate visual based people counting systems, there are still 

many problems and limitations that need to be addressed. These may include 

improving accuracy, handling occlusion and working in complex environments 

efficiently (Loy et al. 2013; Hu et al. 2015; Saleh et al. 2015; Adegboye et al. 

2012).  The practicality of the people counting systems is another challenge 

that needs to be improved (Zeyad Q.H. Al-Zaydi et al. 2016). Practicality is 

measured by the percentage of the training frames minimisation. This 

minimisation leads to a reduction of the installation time of the people counting 

systems, which makes them easy to deploy. 

This thesis is inspired by the need for further improvements in the conventional 

cameras based people counting systems. This is particularly important in 

crowded environments where traditional counting systems struggle or fail to 

work effectively. 

1.2 Research Questions 

Research Question 1: How would the accuracy of people counting systems 

improve if a pair of regression models is used to consider the level of 

occlusion? What is the best method for combining them? Is homogeneous 

data better than heterogeneous data for training those regression models? 

Research Question 2: What is the effect of using dynamic features selection 

methods, instead of static methods, to select the best combination of features? 

If dynamic methods can improve the accuracy, what are the essential types of 

features should be considered? 



 

Chapter 1: Introduction 

   

5 

 

Research Question 3: What are the best people counting techniques can be 

used to preserve the privacy of people? What is the justification for this 

selection? 

1.3 Author’s Main Contribution of This Thesis 

This thesis presents a number of the main contributions to the conventional 

cameras based people counting systems. The main contributions of the 

authors’ work are summarised as follows: 

1. A new method to measure the level of occlusion has been proposed.  A 

simple but effective equation has been derived which takes into account 

the density of the crowd size and its sparseness. The level of occlusion 

information can be used to improve the performance of the counting 

systems. 

2. Instead of using a single GPR model, a pair of GPR models with different 

kernels has been used to improve the performance. They are designed 

to count people by considering different levels of occlusion individually.  

3. A multi-stage thresholding method has been proposed to determine the 

best threshold. The threshold with the highest accuracy from all stages 

of this method has been selected as the best threshold. An analysis of 

the effects of different choices of thresholds on the performance has 

been performed and presented. 

4. A new method to train the GPR models has been proposed. An 

ensemble training method has been used that first partitions the 

heterogeneous data into linear and non-linear homogeneous groups 

(low-level occluded frames and high-level occluded frames) and then 

train a GPR model for each homogeneous group. 

5. A method for selecting the best combination of low-level features for the 

existing regression based people counting systems has been 
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developed. It is based on the characteristics of each individual 

environment because there is no standard criteria that can be used to 

choose the appropriate combination of features for each environment. 

Therefore, a dynamic method is used instead of static ones. 

6. A new method has been proposed to analyse the performance of 

proposed systems in crowded and sparse situations. No partition of the 

training dataset has been used to ensure that the people counting 

system is practical and robust because there is no technical definition of 

the boundary that separates the crowded and sparse frames. In addition, 

dividing the training dataset into two groups would require two training 

stages. 

7. A new combination of SIFT and FAST features has been proposed as 

input to the proposed pixel-wise optimisation based people counting 

system. This combination is better than using one of them for improving 

the performance of counting. 

8. Moving edge pixels have been proposed instead of foreground pixels 

with the proposed pixel-wise optimisation based people counting 

system. It reduces the number of SIFT descriptors required and reduces 

the time required to cluster them which in turn reduces the processing 

time. 

9. A new combination of pixel-wise technique and grid map has been 

proposed. It is used to improve the Cluster classification in the proposed 

pixel-wise optimisation based people counting system. As a 

consequence, different densities are assigned to the same clusters 

identification depending on their location in the frame. 

1.4 Thesis Organisation 

In this chapter, the background of people counting systems has been 

discussed. The author described the importance of people counting for 
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different applications. The main objectives and contributions of the work have 

also been presented. The rest of the thesis is organised as follows:  

Chapter 2 reviews the previous research and development of people counting 

systems. The related work done by other researchers is reviewed. In addition, 

background subtraction algorithms and perspective normalisation method are 

also presented. The main gaps in the current people counting systems are also 

presented. 

Chapter 3 presents the methodology and experimental design of the proposed 

counting systems. Two independent systems are proposed; low-level features 

regression based and pixel-wise optimisation based systems.  

Chapter 4 describes the experimental setup and evaluation metrics used in 

this thesis. It presents the outcomes from experiments using two datasets. 

Comparison of the proposed systems and some existing methods are 

presented. An extensive discussion of the outcome of the experiments is 

presented.  

In chapter 5, the efficiency of the proposed systems is tested and validated 

using a very crowded and challenging dataset collected from the New York 

Grand Central Station. This chapter describes the experimental dataset and 

presents the results of the experiments. 

Chapter 6 concludes the main findings of this thesis. Summay of the 

contribution of this study is also reviewed and presented. Suggestions for the 

future work are also given in this chapter. 
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Chapter 2: Literature Review and Related Works 

The development of people counting systems is described in this chapter. 

Related works are reviewed and some current methods are discussed. The 

review begins with a general overview of visual and non-visual people counting 

methods. The main categories of people counting based on conventional 

camera are introduced which include; people detection algorithms, features 

trajectories clustering algorithms, features regression algorithms and pixel-

wise algorithms. The background subtraction algorithm and perspective 

normalisation are also explained. Finally, description of gaps in research 

literature are presented  

2.1 People Counting Systems  

The people counting task has been studied extensively using non-visual 

methods. In recent years, many researchers have turned to visual 

technologies to count people automatically using cameras. Automated visual 

people counting is an active area of research due to a large number of 

unsolved limitations and problems. For further development of people counting 

systems and to provide more accurate performance estimation, there is an 

increasing need for a good understanding of their key characteristics, 

problems and limitations. Although current research into people counting in 

sparse environments is well established, there are still many challenges and 

limitations in crowded environments. 

This thesis focuses on visual people counting systems based on conventional 

cameras. People counting systems based on conventional camera often 

involve features extraction stage which is followed by classification, 

regression, optimisation or trajectories clustering stage. It is important to 

choose appropriate features that correspond accurately to the number of 

people. A combination of features is typically used instead of a single feature 
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type to achieve a higher performance because it can help to minimise the non-

linearity that arise from segmentation errors, occlusion and pedestrian 

configuration (Chan et al. 2008). 

This thesis uses existing methods from the field of image processing and 

computer vision, e.g. background subtraction, regression, optimisation and 

features extraction algorithms. However, the focus of this thesis is not to 

improve these algorithms. Instead, this thesis focuses on the bigger picture of 

people counting systems by a new employment of these algorithms, combining 

between them and improving the design and performance of people counting 

systems. 

2.1.1 Non-visual people counting systems  

Non-visual based people counting systems use different methods which may 

include tally counters, differential weight, sensitive carpet, infrared beams, 

Bluetooth, audio tones, RFID, Wi-Fi and WSN counters (Zhu et al. 2009; Li et 

al. 2007; Nakatsuka et al. 2008; Ma & Chan 2013; Yuan et al. 2011; Shbib et 

al. 2013; W. C. Lin et al. 2011; Gandhi et al. 2012; Hou & Pang 2011; Tikkanen 

2014; Li et al. 2011; Tu et al. 2013; Adegboye et al. 2012; Xi et al. 2014). 

Tally counters provide easy and accurate counts (Lev et al. 2008). They are 

mechanical, or electronic devices that incrementally count people. They can 

be used to manually count the number of people walking in and out of a venue. 

The main disadvantages of tally counters are inflexibility and in some instances 

inability to detect people distribution. Furthermore, they are not suitable for 

detailed analysis and can be a bottleneck in crowded situations. 

Differential weight counters estimate the number of people by evaluating the 

weight variations using load cells (Vasco Dantas dos Reis 2014). They may be 

useful for carriage environments such as trains. buses or lifts. These counters 

are only suitable for a few types of environments. They also assume a fixed 

weight for each person. That is not always reliable due to the significant 
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difference in weight between children and adults or between fat and thin 

people. 

Sensitive carpet counters are an accurate option but involve severe 

modifications of the environment and they are prone to wear (Vasco Dantas 

dos Reis 2014). They use sensitive electronic sensors to count the steps of 

people. They are particularly useful for indoor environments. Furthermore, 

people stand with two feet but walking with one or both feet which lead to error 

in counting. 

Infrared beams counters can be also used to count the number of people (Li 

et al. 2007; Zhu et al. 2009). One or more horizontal infrared beams are usually 

used across an entrance. If the beam is broken, the counter counts a 'tick'. 

Multiple beams are used by many researchers to find the direction of people 

or to improve the accuracy. Infrared counters are still widely used due to their 

low cost and simplicity of installation. On the other hand, simple infrared beams 

counters are non-directional and their main disadvantages are that they cannot 

discern people walking side-by-side and they can be blocked by people 

standing in front of the beam. In addition, they are not suitable to work in open 

areas where no particular entrances and exits exist. 

Bluetooth, audio tones, RFID and Wi-Fi are used as device-based methods to 

count or localise people (Kannan et al. 2012; Lionel et al. 2003; Weppner & 

Lukowicz 2011; Xi et al. 2014). Device-based methods require people to carry 

mobile devices. They also require people to enable the Bluetooth units, use 

speakers or to use extra hardware such as RFID tags. The main disadvantage 

of this technique is that some people carry more than one mobile device and 

not everyone carries a device which affects the accuracy significantly.  

WSN and Wi-Fi are also used as device-free techniques to count the number 

of people (Domenico et al. 2016; Yuan et al. 2013; Xi et al. 2014; Yuan et al. 

2011; Nakatsuka et al. 2008). Device-free methods do not require people to 

carry certain devices to be counted. They usually depend on the variation of 

the wireless signal to find the relationship between it and the number of people. 
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These techniques are easily affected by environmental dynamics, noise, 

fading and other factors that may influence signal. In addition, their application 

is mainly limited to indoor environments.  

2.1.2 Visual people counting systems 

Different kinds of cameras can be used for people counting. Visual based 

people counting systems can be classified into four categories; 3D, smart, 

thermal and conventional cameras. 

The 3D camera counter is a technology used in people counting which can 

help to identify the depth information of the people (Tikkanen 2014), (Del Pizzo 

et al. 2015).The release of Microsoft Kinect (Microsoft 2011) in 2010 increased 

the interest in the field of 3D camera counter because Microsoft Kinect 

provides good quality depth images at a lower price compared to previous 

technologies. However, the information from Microsoft Kinect can still contain 

a lot of noise (Zhang et al. 2012). In addition, the practical sensors range of 

Microsoft Kinect is 3.5 metres which makes it useless to count people in the 

large areas (Han et al. 2013). It also cannot sense objects that are illuminated 

by direct sunlight so it does not work in outdoor environments (Tikkanen 2014). 

Image depth can also be obtained using time-of-flight (TOF), light detection 

and ranging (LIDARs) and stereo cameras methods (Gandhi et al. 2012). 

However, stereo cameras are affected by changing illumination and cannot 

operate in the dark. Another problem emerges when monitoring a large area 

with a similar colour and little edges, because it may be difficult to find features 

(Sensors et al. 2008). In addition, developing a stereo based depth sensing 

system is more complex and would, therefore, require a significant amount of 

knowledge and computational power (Tikkanen 2014). On the other hand, the 

luminance sensitivity of TOF cameras is poor and their depth range is limited 

(Gandhi et al. 2012) and the size of LIDARs cameras are large (Tikkanen 

2014). In addition, they are expensive and their accuracies are lower than 

Microsoft Kinect (Tikkanen 2014; Han et al. 2013). 
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Smart cameras (intelligent cameras) can also be used for people counting. 

They refer to cameras that have in-built processing capabilities so there is no 

need for an external processing unit such as computers (Valera & Velastion 

2005). The main disadvantage of these cameras is the cost because they are 

expensive. In addition, this is not a very convenient option because most of 

the current surveillance systems use conventional cameras. To use this option, 

the current CCTV cameras would have to be replaced which make this option 

not very practical due to the scalability. 

Thermal cameras are also used to count people (W. C. Lin et al. 2011; 

Tikkanen 2014). They are usually positioned at an entrance or a gate and they 

detect people's body heat. Accuracy can be affected if the ambient 

temperature within the counting area is above a certain threshold. Heat 

sources and external weather conditions may affect the accuracy of detecting 

the emitted heat from people. In addition, they have narrow fields and may not 

cover wide spaces. Thermal counters have the advantage that they are not 

affected by changing illumination and do not need background subtraction 

algorithm, therefore have a shorter processing time (Tikkanen 2014).  

For counters based on conventional camera, different algorithms have been 

introduced to increase the accuracy of counting (Ma & Chan 2013; Shbib et al. 

2013; Hou & Pang 2011; Li et al. 2011; Tu et al. 2013; Adegboye et al. 2012). 

Most of them are proposed to work in both indoor and outdoor environments 

whereas some algorithms are proposed to only work in indoor environments 

(Luo et al. 2016; Cetinkaya & Akcay 2015). Conventional camera based 

people counters can be classified depending on the area of view into the line 

of interest (LOI) and region of interest (ROI) (Li et al. 2011). LOI algorithms 

involve counting the number of people who cross a real or virtual line during a 

certain period of time (Ma & Chan 2013) whereas ROI algorithms involve 

counting the number of people in a specific region during a certain period of 

time (Tu et al. 2013). These counters can also be classified into four 

categories: people detection based, features trajectories based, features 

regression based and pixel-wise based algorithms (Zeyad Q.H. Al-Zaydi et al. 
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2016). People detection based algorithms involve detecting all people in the 

frame-to-frame analysis individually and then counting them (Hou & Pang 

2011). These algorithms lack scalability when working in crowded 

environments. Features trajectories based algorithms count people by tracking 

and identifying their features over time (Yoshinaga et al. 2010). The feature 

trajectories of each person are then clustered so the number of clusters 

represents the number of people. Features regression based algorithms 

involve extracting useful features from the frame-to-frame analysis. These 

features are then used to count people without detecting each person 

individually (Hou & Pang 2011). These algorithms preserve privacy and are 

more robust (Adegboye et al. 2012). In pixel-wise optimisation based 

algorithms, the density of each pixel in a frame is determined and then 

integrated (Lempitsky & Zisserman 2010). Optimisation algorithms are used 

with these algorithms. These categories will be presented and discussed in 

more details in the following sections. 

2.2 People Detection Based Algorithms 

People detection algorithms involve detecting all people in a frame-to-frame 

analysis individually and then counting them (Adegboye et al. 2012). Entire or 

parts of person's body are used in the detection process such as the head, 

face or head-shoulder (Adegboye et al. 2012). The main advantages of these 

algorithms are that they can find the number of people and their location 

simultaneously. Therefore they are important in people tracking applications 

(Hou & Pang 2011). In addition, the tracking information may be used to 

improve the accuracy of detection. The accuracy of these algorithms are 

significantly affected by occlusion, varying lighting and a long processing time 

(Tu et al. 2013). They produce more accurate results when the crowd density 

is low whereas the accuracy decreases significantly in high crowd density 

scenarios (Hou & Pang 2011). In addition, they require high-resolution videos 

to achieve good accuracies (Hou & Pang 2011). In the last 10 years, 
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researchers have introduced different methods to improve the performance of 

people detection algorithms (Tikkanen 2013). Dalal and Triggs introduced 

histogram of oriented gradients (HOG) technique thereby creating a basis for 

the development of fast appearance-based detection (Dalal & Triggs 2005). 

Many improvements of the HOG technique have been proposed. One of the 

most promising variants is the fastest pedestrian detection in the west (FPDW) 

which has significantly increased the speed of detection (Dollar et al. 2010).  

Pedestrian detection is constrained to horizontal, vertical or tilted downwards 

camera angles. In people counting, horizontal camera angles can be used, but 

a vertical is often preferred to avoid occlusions (Sidla et al. 2006). The majority 

of commercial people counting products use cameras that are placed on the 

ceiling pointing vertically down to get the best view. However, this is not the 

optimal set-up if the detection area needs to be maximised. On the other hand, 

it is important to develop systems that can work with the CCTV cameras with 

most of them tilted downwards. 

People detection algorithms can be classified into five categories: full body 

detection (Tuzel et al. 2008; Leibe et al. 2005; Dalal & Triggs 2005); part body 

detection (Felzenszwalb et al. 2010; Lin et al. 2001; Wu & Nevatia 2007); 

shape matching detection, where ellipse or  Bernoulli shapes are used to 

identify the number of people in each blob (Li et al. 2011), (Ge & Collins 2009); 

multi-camera detection, which is used to avoid occlusion (Ma et al. 2012); 

and density-aware detection, which is used to reduce the false positive per 

image (FPPI) in low crowd density locations and decreases the miss rate in 

high crowd density locations in the frame (Rodriguez et al. 2011).  

2.2.1 Full body detection algorithms 

Those are direct approaches to counting the number of people in a scene 

through detection (Al-zaydi et al. 2016). The algorithms are trained using the 

full body appearance of a set of people (Tuzel et al. 2008; Leibe et al. 2005; 

Dalal & Triggs 2005). They suffer from large pose variations and partial 
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occlusion as the number of people increases (Yuk et al. 2006). Different 

features are used to represent the full body appearance such as Haar-like 

features (Viola & Jones 2004), HOG features (Dalal & Triggs 2005), Local 

binary patterns (LBP) (Mu et al. 2008), LBP-HOG combination (Zeng & Ma 

2010) shape context (Mori et al. 2005), edgelets (Wu & Nevatia 2007) and 

Shapelets (Sabzmeydani & Mori 2007). Different linear and nonlinear 

classifiers are also used to find the relationship between the features and the 

number of people such as support vector machine (SVM) and adaboost (Dalal 

& Triggs 2005; Viola et al. 2005). The accuracy of full body detectors is 

acceptable in sparse environments, whereas the accuracy significantly 

decreases in crowded environments due to full and partial occlusion.  

2.2.2 Part body detection algorithms 

Many studies have been carried out to mitigate the partial occlusion by 

detecting only part of the body such as heads, faces, eyes and head-shoulders 

(C. Gao et al. 2016; Felzenszwalb et al. 2010; Lin et al. 2001; Wu & Nevatia 

2007). The shape of people's heads is different due to hair styles and head 

coverings, hence head based human detection is not robust enough for 

counting people (Yuk et al. 2006). On the other hand, a head-shoulder region 

occupies a larger region in a human body than a head alone and they are more 

likely to be detected even in highly occluded cases (Yuk et al. 2006). Faces 

and eyes are rarely used to count the number of people because many people 

do not look at the cameras when passing. Faces and eyes are also easy 

occluded. Finally, tracking can also be used to increase detection and 

accuracy. 

2.2.3 Shape matching detection algorithms 

Ellipses are used by some researchers to count people (Li et al. 2011). In this 

method, the background subtraction method is applied to segment the 

foreground blobs (Kim et al. 2005; Ilyas et al. 2009) and ellipse detection is 
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applied to identify the number of people in each blob. Other shapes such as 

Bernoulli shapes have been used by other researchers to count the number of 

people (Ge & Collins 2009). The accuracy of shape matching detectors is 

acceptable in sparsely occupied environments but it decreases significantly in 

crowded environments. 

2.2.4 Multi-camera detection algorithms 

Much research has focused on counting the number of people using a single 

camera, which can fail in crowded environments where heavy occlusions occur 

(Ryan et al. 2014; Ma et al. 2012; Mehmood 2016). Some researchers have 

used multiple cameras to count people to avoid occlusion (Ma et al. 2012). The 

cost of hardware and the incorporation of the multi-camera set-up is the main 

disadvantages of this approach. In addition, it is required to fuse information 

from all cameras which require a consistency across all the views of people 

(Mehmood 2016). The fusion is used to determine the absence or the presence 

of each person. 

2.2.5 Density-aware detection algorithms 

This approach combines people detection algorithms and crowd density 

estimation  (Rodriguez et al. 2011). Full body, head and head-shoulder 

detection algorithms can be improved and the accuracy can be increased by 

using a density-aware information (Rodriguez et al. 2011). The aim of this 

approach is to reduce the FPPI in low crowd density locations in the frame, 

which happens when it falsely detects the presence of people when there is 

actually nobody. In addition, this approach decreases the miss rate in high 

crowd density locations in the frame. 
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2.3 Features Trajectories Clustering Based Algorithms 

These algorithms track useful features in a frame-to-frame analysis over time 

and the trajectories of these features are clustered into unique tracks per 

person using spatial and temporal consistency heuristics or other factors 

(Brostow & Cipolla 2006; Rabaud & Belongie 2006; Topkaya et al. 2014; 

Cheriyadat et al. 2008). The number of people is found by counting the number 

of clusters which each cluster represent one person (Merad et al. 2010).  

Different methods can be used to measure the similarities between 

trajectories. The Kanade–Lucas–Tomasi (KLT) feature tracker can be used to 

track the trajectories (Rabaud & Belongie 2006). KLT employs spatial intensity 

information to find the new location of the same person based on the best 

match. The Bayesian clustering algorithm is proposed by Brostow et al. 

(Brostow & Cipolla 2006) to track simple frame features such as corners and 

Tomasi-Kanade features and then cluster them. 

Clustering based algorithms often avoid supervised learning or model 

appearance features as in the people detection based algorithms. These 

methods are efficient when the size of people are large in a frame due to the 

presence of enough frame pixels depicting the people to track them effectively 

whereas the performance decreases when the camera is far and the size of 

people is small (Mukherjee 2014). However, their accuracies significantly 

decrease in crowded scenarios with complicated background and frequent 

inter-object occlusion. A complex trajectory management due to occlusions or 

assessing similarities between the trajectories of different lengths is another 

limitation of these algorithms (Shbib et al. 2013). In addition, errors in the 

number of people due to the cohesiveness of features that belong to different 

people also affect their accuracy (Shbib et al. 2013).  High video frame rate is 

required for these algorithms to work efficiently because motion information 

must be extracted reliably (Chen et al. 2012). Features trajectory clustering 

based algorithms can be used to estimate the number of people who passed 
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within a specific time, but real-time processing is difficult to achieve due to the 

long processing time (Yoshinaga et al. 2010; Vasco Dantas dos Reis 2014). 

Features trajectories clustering based algorithms may be useful for some 

particular environments such as an entrance of a station or a corridor. They 

may suffer in outdoor environments where people move at variable speeds 

and in different directions. 

2.4 Features Regression Based Algorithms 

Regression based algorithms usually consist of three steps, starting with a 

background subtraction that is used in the frame-to-frame basis to detect the 

foreground information (Zeyad Q.H. Al-Zaydi et al. 2016). Low-level features 

are then extracted from the foreground such as edge features (Chen et al. 

2012; Chow et al. 1999; Ryan et al. 2009; Cho et al. 1999; Cho, S. Y., & Chow 

1999), segment features (Chan et al. 2008; Zhang et al. 2011; Hou & Pang 

2011; Chow et al. 1999; Chan & Vasconcelos 2012; Chan & Vasconcelos 

2009; Chan et al. 2009; Cho et al. 1999; Cho, S. Y., & Chow 1999), texture 

features  [45], [51], [80], [81] and keypoints (Hashemzadeh & Farajzadeh 

2016; Ma et al. 2004). A regression model is then trained using these features 

to find the relationship between the number of people and the extracted 

features which it is then used to estimate the number of people (Topkaya et al. 

2014). Various types of regression models have been used e.g. support vector 

machine tree (Conte et al. 2010a; Xiaohua et al. 2006), linear (Shimosaka et 

al. 2011; Davies et al. 1995; Ma et al. 2004), neural networks (Chow et al. 

1999; Ryan et al. 2009; Cho et al. 1999; Cho, S. Y., & Chow 1999; Zhang et 

al. 2016; Fu et al. 2015) and Gaussian process algorithms (Chan et al. 2008; 

Merad et al. 2010; Chan & Vasconcelos 2012; Chan & Vasconcelos 2009; 

Chan et al. 2009). A significant amount of research has been carried out to 

improve these algorithms by varying the number of features. Some other 

researchers have tried to improve them by using more than one regression 

model and then choosing the best fitting features (Fradi & J. L. Dugelay 2012). 
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Computer vision systems that involve humans raise important privacy 

concerns. Privacy of the people should be preserved by any people counting 

system based on CCTV cameras. Individuals’ privacy rights should not be 

infringed by CCTV cameras based people counting systems because they 

may be used in public environments (Chan et al. 2008). Features regression 

based algorithms are fully privacy preserving method because they do not 

based on people detection or tracking (Vasco Dantas dos Reis 2014).  

Some new contributions have also been presented to improve the accuracy, 

handle occlusions and adapt to new environments. Recent technique in people 

counting has been tested using mid-level and high-level crowd static pictures 

(Hu et al. 2016). A deep learning approach that uses convolutional neural 

networks to predict the number of people has been proposed in that technique. 

Three datasets have been used to test and validate this system achieving 

better results than some current methods. 

Hafeezallah et al. (Hafeezallah & Abu-Bakar 2016) have proposed a new 

method to extract the features from frames. In this method, frames are 

converted using a curvelet transform in the first stage. The differences 

between every two sequential frames are then calculated at every subband. 

Statistical features of all subbands have been extracted and used to train the 

people counting system using a neural network.  

A random projection forest, as a regression model, has also been proposed by 

other researchers to increase the maximum number of features that is used 

for training (Xu & Qiu 2016). The authors have noticed from the current 

research that a richer set of frame features can improve the performance of 

many computer vision applications including people counting. A small number 

of features can be handled by traditional regression models which can 

negatively affect the performances of people counting systems. 

Multi-cameras knowledge transfer technique has been used by Nick et al. 

(Tang et al. 2015) to provide different views of the crowd which are used to 

minimise occlusion and improve performance. Calibration-based methods 
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have been used to achieve the correspondence between multiple cameras 

thereby enabling multiple cameras to share visual knowledge. In addition, a 

pair of collaborative regression models has been used. The first regression 

model has been used to count people based on extracted features from the 

first camera, while the second one has been used to compensate the residual 

from the conflicts between multi-cameras.  

Finally, a support vector regression (SVR) model is used to train the people 

counting system (L. Gao et al. 2016). This method takes into account the 

temporal domain of a series of frames to build the network flow constraints of 

people. This network is then used as an input to a linear or quadratic 

programming model to improve the accuracy of people counting. The authors 

conclude that quadratic and linear programming method is not restricted to use 

with the SVR model only but it can also be used with any regression model. 

Quadratic programming model performs better than linear programming model 

in the most experiments of this system.  

The accuracy of these algorithms are higher than feature trajectory clustering 

and detection based algorithm in crowded scenarios, and the computational 

time is shorter (Chen et al. 2012; Fradi & J. L. Dugelay 2012; Tu et al. 2013). 

Therefore, a comparison between the results of some of these algorithms and 

the proposed systems will be used in the chapter 4 to prove the efficiency of 

the proposed systems. The algorithms that used the same datasets, training 

set and testing set will only be selected in this comparison which makes it more 

reasonable. 

There are three main categories of regression based algorithms; local, 

histograms (intermediate) and holistic algorithms (Ryan et al. 2015). A brief 

description of each category with their advantages and disadvantages will be 

presented in the following subsections. 
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2.4.1 Holistic algorithms 

Global frame features and a single regression model are used by these 

algorithms over the whole frame space (Chan et al. 2008; Chow et al. 1999; 

Chan & Vasconcelos 2012; Chan & Vasconcelos 2009; Chan et al. 2009; Cho 

et al. 1999; Cho, S. Y., & Chow 1999). The features used by these algorithms 

may include textures, foreground, keypoints and edge features. The regression 

models that are used to find the relationship between these features and the 

crowd density may include linear regression, GPR and artificial neural network. 

These algorithms do not suffer scalability limitation in large environments 

because there is no need for multiple regression models. Using a single 

regression model over the whole frame is the main limitation of these 

algorithms because of the high variation in crowd behaviour, density and 

distribution in different regions of the frame (Ryan et al. 2015). 

2.4.2 Histograms algorithms 

Histograms algorithms use histogram features on a holistic level such as blob 

size histogram, edge orientation histogram and HOG (Xu et al. 2016; Kong et 

al. 2006a; Kong et al. 2006b). These features are usually used to count people 

using one global regression model. These algorithms use histogram bin of 

edge direction and blobs size to distinguish people and to avoid noise, 

respectively. The smallest blob size histogram bins are usually affected by 

noise whereas people contribute the larger angle bins. In regard to edge 

orientation histogram, eight angle bins between 0˚ and 180˚ are often used to 

distinguish people from other objects because the edges of people are usually 

in the vertical direction. Histograms algorithms ignore the high variation in 

crowd behaviour, density and distribution in different regions of the frame 

(Ryan et al. 2015). In addition, it is difficult to choose the appropriate bin width 

of the blob size histogram because it depends on the frame resolution and how 
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far is the camera position (Ryan 2013). The background subtraction errors also 

negatively affect the magnitudes of histogram bins. 

2.4.3 Local algorithms 

Local algorithms count the number of people by dividing the image into regions 

and using separate regression models for each region to find the total number 

of people. The regions can be cells having regular or irregular sizes (Chen et 

al. 2012) or can be foreground blobs. The total number of people is counted 

by summing the blob-level counts (Çelik et al. 2006; Kilambi et al. 2008; Ryan 

et al. 2009; Conte et al. 2010b; Jeong, C. Y., Choi, S., & Han 2013). The main 

limitation of the cell approach is the difficulty in annotating people in each 

region for the training stage. Bodies of many people will exist in two or more 

regions if the frame is divided into cells. In the crowded environments, the 

negative effect of this problem is higher than the sparse one. Although, using 

foreground blobs can solve this problem, the background subtraction errors 

can produce the following problems; 

1. One person exists in multiple foreground blobs which lead to the difficulty 

of annotating people in each blob. 

2. Noise can lead to a very large number of regression models required 

due to each foreground blob requiring a regression model. 

Local algorithms also suffer a scalability limitation in the large environments 

because they required training an individual regression model for each 

separated region (Chen et al. 2012). In addition, the lack of the shared 

information between regions can decrease the performance of people counting 

(Chen et al. 2012).  
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2.5 Pixel-wise Optimisation Based Algorithms 

Some researchers use the pixel-wise technique to find the number of people 

(Lempitsky & Zisserman 2010). In this technique, the density of each pixel is 

found and then integrated over an image region to find the number of people 

within that region (Lempitsky & Zisserman 2010). Instead of using regression 

algorithms, optimisation technique is used to train pixel-wise optimisation 

based algorithms (Zeyad Q. H. Al-Zaydi et al. 2016). It is very difficult to 

annotate people based on their actual shape because the annotation must 

include all people pixels. People are annotated using a dot annotation with a 

Gaussian kernel and the pixels’ summation of each Gaussian kernel must 

equal to one. A Maximum excess over subarrays distance (DMESA) is used as 

a cost function to measure the difference between the actual and the estimated 

number of people (Zeyad Q. H. Al-Zaydi et al. 2016). 

This approach can be used to improve people detection algorithms by 

combining full body, head, head-shoulder detection based algorithms with the 

density-aware techniques (Pixel-wise techniques) (Rodriguez et al. 2011). The 

aim of this combination is to reduce the FPPI in low crowd density locations in 

the frames which happen when people detectors inaccurately detect the 

presence of people when there is actually nobody. In addition, this approach 

decreases the miss rate in high crowd density locations in the frames.  

Pixel-wise optimisation based algorithms can be trained using a lower number 

of frames in comparison to the features regression based algorithms 

(Lempitsky & Zisserman 2010). Therefore, the installation time of the system 

can be reduced by more than 25% in comparison to the features regression 

based algorithms which also lead to low set-up cost. This is because the 

number of people in the training frames needs to be annotated manually for 

the training stage which is a very slow operation (may take days for the highly 

crowded and low-resolution frames).  This can negatively affect the accuracy 

of the training because counting people manually is an error-prone task. The 
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accuracy of people counting systems is significantly affected by the errors of 

the training stage. 

2.6 Background Subtraction Algorithm 

Background subtraction is a process of extracting foreground information in 

the frame-to-frame basis. Background subtraction algorithms usually consist 

of three steps; background initialization, foreground detection and background 

maintenance (Sobral & Vacavant 2014). In the background initialization, 

various techniques such as statistical, fuzzy and neuro-inspired techniques are 

used to build a background model. In foreground detection, a comparison is 

implemented between the current frame and the background model. Updating 

a background model according to changes in the environment is processed in 

the background maintenance step. Background subtraction methods can be 

classified into recursive and non-recursive algorithms (Adegboye et al. 2012). 

In non-recursive algorithms, the background model is considered to be static 

and does not update, whereas in the recursive algorithm, it is a dynamic and 

changes depending on the change of environment (Adegboye et al. 2012). 

Figure 2.1 shows the general block diagram of background subtraction 

algorithms. 
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Figure 2. 1: General block diagram of background subtraction algorithms 

(Alawi et al. 2013).  
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GMM has been used in the proposed people counting systems. Each pixel in 

a background model is formed using a mixture of Gaussian distributions 

(normally from three to five distributions) rather than one Gaussian distribution 

(Stauffer & Grimson 1999; Shbib et al. 2014; Adegboye 2013). 

Where 𝐾 is the number of Gaussian distributions and 𝑤𝑖,𝑡 is the weight of the 

𝑖𝑡ℎ distribution at time t. Each Gaussian distribution can be found using the 

probability density function; 

Where 𝜇𝑡 is the mean and 𝛴𝑡 is the covariance matrix. If a pixel matches with 

one of the Gaussian distribution, then the background model is updated using 

(Stauffer & Grimson 1999; Nurhadiyatna et al. 2013; Benezeth et al. 2010); 

Where; 

 α  is the learning rate that controls the speed of the learning, 

 𝑥𝑡 is the current pixels values. 

In the case that all the Gaussian distribution do not match a pixel, then only 

the weight is updated using (Nurhadiyatna et al. 2013); 

   𝑝(𝑥𝑡) = ∑ 𝑤𝑖,𝑡  ∗ 𝑓(𝑥𝑡|𝜇𝑖,𝑡 , Σ𝑖,𝑡)

𝐾

𝑖=1

 (2.1) 

 𝑓(𝑥𝑡| 𝜇𝑡, 𝛴𝑡) =
1

√(2𝜋)𝑛|𝛴𝑡|
exp (−

1

2
(𝑥𝑡 − 𝜇𝑡)𝑇𝛴𝑡

−1(𝑥𝑡 − 𝜇𝑡)) (2.2) 

 𝑤𝑖,𝑡 = 𝛼 + (1 − 𝛼)𝑤𝑖,𝑡−1  (2.3) 

 𝜇𝑖,𝑡 = 𝜌𝑥𝑡  + (1 − 𝜌)𝜇𝑖,𝑡−1  (2.4) 

 𝛴𝑖,𝑡 = 𝜌(𝑥𝑡 − 𝜇𝑖,𝑡)𝑇(𝑥𝑡 − 𝜇𝑖,𝑡)  + (1 − 𝜌)𝛴𝑖,𝑡−1 (2.5) 

 𝜌 = 𝛼 𝑓(𝑥𝑡|𝜇𝑖,𝑡 , 𝛴𝑖,𝑡) (2.6) 
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2.7 Perspective Normalisation 

The size of a person changes depending on the distance of the person from 

the camera. As a consequence, features extracted from the person at different 

depths in a frame will have significantly different values. To solve this problem, 

a density map is usually created to assign different weights to the pixels in a 

frame. These weights are applied to the features extracted from the frames. 

Two main techniques are used to generate the density map, as introduced by 

Ma (Ma et al. 2004) and Chan (Chan et al. 2008).  

Figure 2.2 shows the method of the density map that presented by Ma. The 

author presented a method to weight each pixel based on the area it located 

on the ground plane. Two parallel lines with their four coordinates in a frame 

are used to find the weight of each pixel. C1, C2, C3 and C4 represente the 

coordinates of the two parallel lines in a frame and Cv represents the 

coordinate of a vanishing point (horizon). The weights of the pixels at each 

horizontal row of the frame are equal because the camera is assumed to be 

placed horizontally (Ryan 2013). The weight of the pixels at the reference line 

is assigned a value equal to one. The width between the two parallel lines at 

the reference line is ∆𝑥𝑟 and the distance between the reference line and the 

vanishing point is ∆𝑦𝑟. The width between the two parallel lines at the line of 

interest is ∆𝑥𝑙 and the distance between it and the vanishing point is ∆𝑦𝑙.  

The width weight of the pixels at the line of interest is found by dividing the 

widths between the parallel lines at the reference line and the line of interest; 

 𝑤𝑒𝑖𝑔ℎ𝑡𝑤𝑖𝑑𝑡ℎ =
∆𝑥𝑟

∆𝑥𝑙
 (2.8) 

Therefore, the weight of the pixels at the lines of interest is greater than one 

because ∆𝑥𝑟 is always wider than ∆𝑥𝑙. By similar triangle formula, 

   𝑤𝑖,𝑡 = (1 − 𝛼)𝑤𝑖,𝑡−1  (2.7) 
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 𝑤𝑒𝑖𝑔ℎ𝑡𝑤𝑖𝑑𝑡ℎ =
∆𝑦𝑟

∆𝑦𝑙
=

𝑦𝑟 − 𝑦𝑣

𝑦𝑙 − 𝑦𝑣
 (2.9) 

Equation (3.9) represents the perspective compensation of horizontal 

dimension. The full compensation (horizontal and vertical dimensions) is found 

by; 

 𝑤𝑒𝑖𝑔ℎ𝑡𝑓𝑢𝑙𝑙 = (
𝑦𝑟 − 𝑦𝑣

𝑦𝑙 − 𝑦𝑣
)

2

 (2.10) 

Equation (3.10) is applied for each row in a frame. The vanishing point is 

determined by equalling the line equation of the parallel lines; 

 𝑦𝑙𝑖𝑛𝑒1 = 𝑦𝑙𝑖𝑛𝑒2 (2.11) 

Where 

 𝑦𝑙𝑖𝑛𝑒1,2 = 𝑚𝑙𝑖𝑛𝑒1,2𝑥 + 𝑐𝑙𝑖𝑛𝑒1,2 (2.12) 

 

 𝑚𝑙𝑖𝑛𝑒1,2 =
𝑦2 − 𝑦1

𝑥2 − 𝑥1
 (2.13) 

 

 𝑐𝑙𝑖𝑛𝑒1,2 = 𝑦2 − 𝑚𝑙𝑖𝑛𝑒1,2𝑥2 (2.14) 

Therefore, at the vanishing point; 

 𝑚𝑙𝑖𝑛𝑒1𝑥𝑣 + 𝑐𝑙𝑖𝑛𝑒1 = 𝑚𝑙𝑖𝑛𝑒2𝑥𝑣 + 𝑐𝑙𝑖𝑛𝑒2 (2.15) 

 

 𝑥𝑣 =
𝑐𝑙𝑖𝑛𝑒2 − 𝑐𝑙𝑖𝑛𝑒1

𝑚𝑙𝑖𝑛𝑒1 − 𝑚𝑙𝑖𝑛𝑒2
 (2.16) 

 

 𝑦𝑣 = 𝑚𝑙𝑖𝑛𝑒1𝑥𝑣 − 𝑐𝑙𝑖𝑛𝑒1 (2.17) 
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A similar linearly interpolating is used by Chan (Chan et al. 2008) to create the 

density map. Figure 2.3 illustrates the density map method that is introduced 

by Chan. The reference line at the line (ab) and the line of interest at the line 

(cd), the widths of them are 𝑤𝑟 and 𝑤𝑙, respectively. The weight of pixels at the 

reference line is assigned value equal to one and the width weight of objects 

at the line of interest is determined by; 

 𝑤𝑒𝑖𝑔ℎ𝑡𝑤𝑖𝑑𝑡ℎ =
𝑤𝑟

𝑤𝑙
 (2.18) 

The objects at the reference line appear wider than them at the lines of interest 

by factor 𝑤𝑒𝑖𝑔ℎ𝑡𝑤𝑖𝑑𝑡ℎ.  Similarly, the height weight of objects at the lines of 

interest can be found by; 

 𝑤𝑒𝑖𝑔ℎ𝑡ℎ𝑒𝑖𝑔ℎ𝑡 =
ℎ𝑟

ℎ𝑙
 (2.19) 

 

C1 

C2 

C3 

C4 

Vanishing point Cv 

∆𝑥𝑟 

∆𝑥𝑙 

∆𝑦𝑟 

∆𝑦𝑙 

Reference line 

Line of interest 

Figure 2. 2: The density map method that derived by Ma. 
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To rescale pixels in the horizontal and vertical dimensions, Equation (3.20) is 

used; 

 𝑤𝑒𝑖𝑔ℎ𝑡𝑓𝑢𝑙𝑙 =
ℎ𝑟𝑤𝑟

ℎ𝑙𝑤𝑙
 (2.20) 

Chan’ method has been used in the proposed systems because it is accurate 

and its equation depends on the width of the walkway and the height of people 

that are easy to calculate using the user annotated reference values (Ryan 

2013). The height of people is determined using a linear equation; 

 ℎ𝑙 = 𝑚ℎ𝑦𝑙 + 𝑐ℎ (2.21) 

Where 

 𝑚ℎ =
ℎ2 − ℎ1

𝑦2 − 𝑦1
 (2.22) 

 

 𝑐ℎ = ℎ1 − 𝑚ℎ𝑦1 (2.23) 

The width of walkway is determined using a linear equation; 

 𝑤𝑙 = 𝑚𝑤𝑦𝑙 + 𝑐𝑤 (2.24) 

Where 𝑚𝑤 and 𝑐𝑤 are found by; 

 𝑚𝑤 =
𝑤2 − 𝑤1

𝑦2 − 𝑦1
 (2.25) 

 

 𝑐𝑤 = 𝑤1 − 𝑚𝑤𝑦1 (2.26) 
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2.8 Description of Gaps in Research Literature 

Different visual and non-visual technologies can be used to count people. This 

thesis focuses on the conventional camera based people counting technology 

because it is one of the best choices depending on different priorities e.g. 

accuracy, flexibility, cost and acquiring people distribution information. The 

literature review shows that there is a lack of knowledge of how to handle 

occlusion. Occlusion may slightly affect people counting in sparse 

environments but its effect increases considerably in crowded environments. 

Although a vertical angle camera can be used to minimise the occlusion 

problems (Sidla et al. 2006), it is important to develop people counting systems 

that can be incorporated with the CCTV cameras. Many researchers have 

shown that there is a correlation between the density of the crowd and the level 

of occlusion but this is not always correct in all scenarios due to the effect of 

sparseness. As a consequence, there is a need to develop a method to 

measure the level of occlusion thereby improving the performance of counting. 

 Figure 2. 3: The density map method that derived by Chan. 
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The second gap is the selection problem of the best combination of features 

to be used as an input to the features regression based algorithms. Although, 

different static combinations of features have been proposed by the 

researchers as described in the literature review, there is no one combination 

of features that works with all environments efficiently because the best 

accuracy of people counting systems for each environment has been achieved 

using a different combination of features. Adaptive method to select the 

features is required which may depend on the characteristics of each 

environment. 

Another gap is the need to improve the performance of counting in complicated 

environments with severe light changing, shadows and reflections. In addition, 

developing systems that be able to work with a low-resolution camera 

(coloured or grey) efficiently because most of the CCTV cameras work in the 

low-resolution setting. 

Practicality is another gap that needs to be resolved. A practical people 

counting system, with at least a comparable accuracy to the state-of-the-art 

methods, is required in particular scenarios such as large distribution 

monitoring systems. Practicality and accuracy are used to evaluate the 

performance of people counting systems. Low practical people counting 

systems are slow to deploy. In addition, those systems use a large number of 

training frames which can negatively affect the accuracy of the training 

because manual annotation of people is an error-prone task. In conclusion, the 

practicality of the people counting systems needs to be improved.  

2.9 Chapter Summary 

This chapter has reviewed recent related studies and developments in the 

people counting systems. Some current works have been discussed. From the 

literature review, the author has found that more detailed studies and solutions 

of occlusion handling problem, features selection, practicality and improving 
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the system performance are needed. This chapter has also presented the 

visual and non-visual people counting systems and the four main categories 

of visual systems have been introduced and discussed. This forms the main 

objectives of this study. Two people counting systems are proposed and their 

experiential results are presented in the following chapters. 
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Chapter 3: People Counting Systems 

The experimental benchmark datasets used with the proposed people 

counting systems are described in this chapter. Two datasets are used to 

evaluate the proposed systems. Two people counting systems are proposed 

and a detailed description of each system is presented. The structure and the 

components of each system are introduced. In the first system, the pixel-wise 

optimisation based people counting system, a new method to improve the 

practicality of people counting and a new combination of features are 

proposed. In the second system, a low-level features regression based people 

counting system, a developed occlusion handling method are proposed and 

adaptive features selection methods are presented. 

3.1 Methodology and Experimental Design 

Different techniques can be used to detect and count people. Each technique 

has certain advantages and disadvantages. Conventional camera based 

people counting systems are selected as the best technique based on six main 

criteria; 

1. Cost-efficiency 

They may use the CCTV cameras that have already been installed for 

monitoring. The people counting software can be integrated into a standard 

CCTV system to form highly intelligent systems and there is no need for new 

or additional hardware. CCTV cameras are widely used and their uses are 

increasing. For example, there were an estimated 4.2 million CCTV cameras 

installed in the United Kingdom in 2004 (Norris et al. 2004) and an estimated 

up to around 5.9 million in 2015 (Xing et al. 2015). 
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2. High flexibility  

They work efficiently with different types of CCTV cameras, camera settings 

and a wide range of variation of environments characteristics e.g.   

 Low and high-resolution cameras. 

 Grey or colour cameras.  

 Vertical or tilted camera angles.  

 Indoor and outdoor environments.  

 Environments with a complicated background due to shadows, 

reflections and loitering. 

 Small and large crowd size. 

 They work without impeding traffic. People counting systems should not 

cause or increase a people bottleneck. 

 They work without modifying the environment. 

3. Acquiring distribution information 

They can discover both the number of people and their distribution. Many of 

the other people counting techniques are unable to acquire information on the 

distribution of people. Distribution information is very important for medium and 

large environments such as large retailers, councils, universities, theme parks 

and stadiums. 

4. Wide coverage 

In monitoring, they can cover either a small or large area. Moreover, they can 

work with a distant camera, placed very high, thus making people look small 

and difficult to recognise. One example of this type of environment is the New 

York Grand Central Station dataset, which is used to test and evaluate the 

proposed systems.  

5. Privacy preservation 

Computer vision systems that involve humans raise important privacy 

concerns. The privacy of people should be preserved by any people counting 
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system. Individuals’ privacy rights should not be infringed by people counting 

systems because they may be used in public environments. The regression 

and optimisation techniques that are used by the proposed systems are a 

comprehensive privacy preserving method because they do not rely on people 

recognition or tracking. 

6. High accuracy 

They produce an accurate estimation of the number of people. Most of them 

achieve more than 90% accuracy for crowded environments. 

Two people counting systems: pixel-wise optimisation based and features 

regression based people counting systems are proposed in this thesis. The 

algorithms and methods used as components in these systems are carefully 

selected to improve the performance of people detection and counting.  

GMM method has been used in the proposed people counting systems 

because it is one of the most widely used algorithms for background 

subtraction. In addition, this algorithm is a robust in light varying conditions and 

in environments with animated textures such as waves on the surface of water 

or trees being blown by the wind (Adegboye 2013). GMM method can also 

work under noise conditions, low contrast, camera automatic adjustments, 

dynamic background (Cuevas et al. 2016).  

In regard to perspective normalisation, Chan’s method has been used to 

create the density map. This map assigns different weights for the features 

that extract at different locations of frames. At long distances, people appear 

smaller than those closer to the camera. Therefore, the extracted features of 

the same person at different locations in the scene are significantly different.  

Chan’s method has been used in the proposed systems because it is accurate 

and its equation depends on the width of the walkway and the height of people 

which are easy to calculate using the user-annotated reference values (Ryan 

2013). 
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Maximum excess over subarrays distance (DMESA) is used with the pixel-wise 

optimisation based people counting system to compare the predicted count 

and true count as a loss function. DMESA is chosen for the proposed system 

because it is not significantly affected by jitter and noise but it has a strong 

relationship with the number and positions of people (Lempitsky & Zisserman 

2010). Kadane's algorithm has been used to calculate the DMESA. This 

algorithm searches for all positive contiguous segments of the array and keeps 

track of the maximum sum contiguous segment among all positive segments, 

representing maximum excess over the subarray. 

In order to train the low-level features regression based people counting 

system, a regression function has to be learned using a set of training samples 

to find the relationship between the features and the number of people. GPR 

has been selected with this system. GPR does not use any prior assumptions 

about the relationship between the features and the crowd size and can 

achieve high accuracy so it has been chosen in the proposed system (Ryan 

2013; Zeyad Q.H. Al-Zaydi et al. 2016; Chan & Vasconcelos 2012; Chan et al. 

2008). A combination of kernels can be used with the GPR when the 

relationship between the extracted features and the number is linear, with 

some local nonlinearities due to occlusions and segmentation errors (Chan & 

Vasconcelos 2012). 

k-means clustering is selected with the pixel-wise optimisation based people 

counting system. It is invariant to data order, guaranteed to converge, its time 

and memory complexity are basically linear to the input point, and it is easy to 

implement (Celebi et al. 2013). Clustering is used with the proposed system to 

reduce the number of descriptors (hundreds of thousands for 640x480 frame 

size) into a reasonable number of clusters (256 clusters in the SIFT features 

algorithm and 257 clusters in the SIFT-FAST features algorithm) that can be 

used with quadratic programming. 

Edges can be extracted using different algorithms such as Sobel, Canny, 

Prewitt, Roberts and Fuzzy logic algorithms (Kaur & Virk 2014; Joshi & 
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Choubey 2014). Canny edge detection is used in the pixel-wise optimisation 

based people counting system to detect the moving edge pixels while it is used 

in the low-level features regression based people counting system as an 

adaptive feature. It is a high-performance algorithm and can work efficiently 

under noise conditions (Chen et al. 2014; Shrivakshan & Chandrasekar 2012). 

The pedestrian dataset from the University of California, San Diego (UCSD) 

and the Mall datasets have been used to evaluate the proposed systems 

(Chan et al. 2008; Chen et al. 2012). Figure 3.1 shows sample frames from 

the benchmark datasets. The UCSD dataset has been widely used for the 

testing and validation of people counting methods (C. Zhang et al. 2015). It 

has been collected using a fixed camera to monitor individuals’ pathways. The 

Mall dataset was introduced by Chen (Chen et al. 2012). It is a newer and more 

comprehensive dataset because it covers a different range of crowd densities, 

different activity patterns (static and moving crowds), collected under a large 

range of illumination conditions at different times of day with a more severe 

perspective distortion. Thus, individual objects may exhibit larger variations in 

size and appearance at different depths of the scene (Loy et al. 2013). It has 

been collected inside a cluttered indoor environment and includes 2000 

annotated frames.  

The two datasets have the same length (2000 frames) but they have different 

features in terms of the frame rate (fps), resolution, colour, location, shadows, 

reflections, crowd size and frame type (Saleh et al. 2015; Ryan et al. 2015). 

Table 3.1 shows the features of each dataset. 
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Table 3. 1 The features of the benchmark datasets. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                    

 Mall dataset UCSD dataset 

Year 2012 2008 

Length (frames) 2000 2000 

Frame rate (fps) <2 10 

Resolution 640x480 238x158 

Colour RGB Grey 

Location Indoor Outdoor 

Shadows Yes No 

Reflections Yes No 

Loitering Yes No 

Crowd size 11-45 13-53 

Frame type .jpeg .png 

(a) Mall dataset (b) UCSD dataset 

Figure 3. 1: Sample frames from the benchmark datasets that used 

with the proposed crowd counting systems. 
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3.1.1 Training setup and repeatability 

The benchmark datasets are partitioned into a training set, for learning the 

proposed systems, and a test set, for validation.  In the pixel-wise optimisation 

based people counting system, 100 frames from different locations of each 

dataset (Mall and UCSD datasets) are allocated individually for training and 

1900 frames for testing. In the features regression based people counting 

system, the same training and testing partition as in (Chen et al. 2013; Chan 

et al. 2008; Chen et al. 2012) has been followed in the Mall and UCSD 

datasets, 800 frames are used for training and 1200 frames for testing. The 

proposed systems are implemented using MATLAB software 2016a and it is 

running on a PC with 3.2 GHz core I5 processor and 8 GB memory.  

In the pixel-wise optimisation based people counting system, the VLFeat open 

source toolbox has been used to find the SIFT features. This library includes 

popular computer vision algorithms specialising in image understanding and 

local features extraction and matching. It is written in C language for efficiency 

and compatibility, with interfaces in MATLAB for ease of use. The FAST 

features are found using the computer vision system toolbox on the MATLAB 

software.  

IPM CPLEX optimisation studio has been connected to the MATLAB software 

so the functions of both software can be used. This studio combines a fully 

featured integrated development environment that supports Optimization 

Programming Language (OPL) and the high-performance CPLEX optimiser 

solvers. This combination makes it easier to understand and see constraints, 

goals and costs. Choose from a large set of interfaces, programming 

languages or deployment scenarios. Deploy in MATLAB, Java, Python, C and 

C++ or with a client/server architecture. IPM cplexqp function has been used 

to implement a quadratic programming to find the density of each cluster in 

each cell. 

 

http://www.vlfeat.org/license.html
http://www.vlfeat.org/license.html


 

Chapter 3: People Counting Systems 

   

40 

 

In the low-level features regression based people counting system, the GPML 

toolbox has been used to implement the regression models. The GPML 

toolbox is a combination of an octave and MATLAB implementation of 

inference and prediction in Gaussian process regression (GPR) models. The 

strength of the function lies in its flexibility, simplicity and extensibility. The 

function is flexible because it allows specification of the properties of the GPR 

through selection of mean function and covariance functions. Extensibility is 

ensured by modular design allowing for easy addition of extension for the 

already fairly extensive libraries for inference methods, mean functions, 

covariance functions and likelihood functions. 

The foreground, edge and texture features that are used with the low-level 

features regression based people counting system were extracted using the 

toolbox from Matlab software. Table 3.2 shows the features that extracted 

using the computer vision system toolbox.  Table 3.3 shows the features that 

were extracted using the image processing toolbox.   

Table 3. 2 The extracted features using computer vision toolbox. 

 

Features Description 

Foreground segment 

segment area 
segment perimeter 
perimeter orientation histogram (90 degrees) 
perimeter orientation histogram (120 degrees) 
perimeter orientation histogram (150 degrees) 
perimeter orientation histogram (0 degrees) 
perimeter orientation histogram (30 degrees) 
perimeter orientation histogram (60 degrees) 
perimeter-area ratio 
Blob count 

Edge 

internal edge length 
internal edge orientation histogram (90 degrees) 
internal edge orientation histogram (120 degrees) 
internal edge orientation histogram (150 degrees) 
internal edge orientation histogram (0 degrees) 
internal edge orientation histogram (30 degrees) 
internal edge orientation histogram (60 degrees) 
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Table 3. 3 The extracted features using image processing toolbox. 

 

The code implementation, hardware specifications, datasets and training setup 

of the proposed systems have been described and presented in this section to 

achieve the repeatability of this research. Repeatability in computer systems 

research is important because it measures whether an entire study or 

experiment can be reproduced in its entirety (Collberg et al. 2016). Some 

components of the proposed systems have been implemented using MATLAB 

toolboxes while external toolboxes have been used to implement the others. 

The IPM CPLEX optimization studio, GPML and VLFeat have been combined 

with the MATLAB software to implement the proposed systems. In conclusion, 

this thesis provides a high level of repeatability due to the detailed description 

of the components of the proposed systems and their implementations. Two 

people counting systems are proposed and a detailed description of each 

system is presented in the following sections. 

 

 

 

 

Features Description 

Texture 

GLCM energy (0 degrees) 
GLCM homogeneity (0 degrees) 
GLCM entropy (0 degrees) 
GLCM energy (45 degrees) 
GLCM homogeneity (45 degrees) 
GLCM entropy (45 degrees) 
GLCM energy (90 degrees) 
GLCM homogeneity (90 degrees) 
GLCM entropy (90 degrees) 
GLCM energy (135 degrees) 
GLCM homogeneity (135 degrees) 
GLCM entropy (135 degrees) 
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3.2 System One: Pixel-wise Optimisation Based People 

Counting System 

This system includes two algorithms that are based on the estimated density 

of pixels in a frame to count people. SIFT features and clustering are used in 

the first algorithm (SIFT algorithm) to represent pixels of frames. The second 

algorithm uses a combination of FAST corner points and SIFT features with 

clustering (SIFT-FAST algorithm). A new combination of pixel-wise, motion 

region, grid map, background subtraction using GMM, and edge detection are 

used with each algorithm. A fusion technique is proposed and used to validate 

the accuracy by combining the results of the algorithms at a frame level. The 

proposed system is more practical than the state of the art regression-based 

methods because it is trained with a small number of frames, so it is relatively 

easy to deploy. In addition, it reduces the training error, set-up time, and cost, 

and opens the door to developing more accurate people detection methods. 

3.2.1 Maximum excess over subarrays distance (𝐃𝐌𝐄𝐒𝐀)  

The proposed system depends on supervised learning to estimate the number 

of people. The training frames are annotated and Gaussian representation is 

used to represent people. Quadratic programming is used for learning the 

proposed system and DMESA is used to measure the difference between the 

true and predicted count which represents the loss function as given by 

equation (3.28).  

The proposed system assumes that each pixel (p) in a frame is represented 

by a SIFT or SIFT-FAST feature vector. The density function of each pixel is 

represented as a linear transformation of the pixel representation (xp) as given 

by; 

 𝐹(𝑝)= wTxp   (3.1) 
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Where wT is the weight of each pixel in the frame. At the learning stage, a 

training frames set with their ground truth (true count) are used to find the 

correct weight (wT) of each pixel. Then the densities of all pixels in the frame 

are summed to find the predicted count. DMESA  is used to compare between 

the predicted count and true count as a loss function. DMESA is defined as 

(Rodriguez et al. 2011); 

        𝐷𝑀𝐸𝑆𝐴 (𝐹1, 𝐹2) = 𝑚𝑎𝑥 |∑ 𝐹1(𝑝) −  ∑ 𝐹2(𝑝) 

𝑝∈𝐵𝑝∈𝐵

| (3.2) 

Where 𝐹1(𝑝) and 𝐹2(𝑝) are the predicted count and true count of people in a 

frame. DMESA is chosen for the proposed system because it is not significantly 

affected by jitter and noise but it has a strong relationship with the number and 

positions of people (Lempitsky & Zisserman 2010). The ultimate goal of the 

learning stage is to find the best weight for each pixel that minimises the sum 

of the errors between the true counts and the predicted counts (the loss 

function) (Lempitsky & Zisserman 2010); 

 𝑤 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑤 ( 𝑤𝑇𝑤 + 𝛾 ∑ 𝐷𝑀𝐸𝑆𝐴

𝑁

𝑖=1

) (3.3) 

Where 𝛾 is a scalar parameter to control the regularization strength, 𝑎𝑟𝑔𝑚𝑖𝑛𝑤 

represents the best weight that minimises the 𝐷𝑀𝐸𝑆𝐴. Quadratic programming 

can be used to solve equation (3.29) by using; 

 𝑚𝑖𝑛
𝑤,𝜉1,…….,𝜉𝑁

( 𝑤𝑇𝑤 + 𝛾 ∑ 𝜉𝑖

𝑁

𝑖=1

) (3.4) 

Subject to; 

 𝜉𝑖 ≥ ∑(𝐹1(𝑝) − 𝐹2(𝑝)),

𝑝∈𝐵

            𝜉𝑖 ≥ ∑(𝐹2(𝑝) − 𝐹1(𝑝))

𝑝∈𝐵

 (3.5) 

Where 𝜉𝑖 are the auxiliary variables of training frames. Quadratic programming 

uses iterations to optimise the results and find the best weight (wT) of each 
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pixel. The iterations terminate when the right side of equation (3.31) is within 

(𝜉𝑖 + β) factor. β is a small constant (β << 1). It uses to decrease the number 

of iterations and faster convergence. Choosing β equal to 0 solves the 

equations (3.30) and (3.31) exactly. However, the convergence will finish 

faster if β is chosen to a very small value and that will not affect the 

performance of training (Lempitsky & Zisserman 2010). In the experiments of 

the proposed system, β has been chosen to be equal to 0.001. The flow 

diagram of the proposed system is illustrated in the Figure 3.5. It consists of 

two counting algorithms, one video source and one fusion model. 
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Frames from a benchmark dataset 

Background subtraction using 

GMM algorithm 

Edge detection 

 

SIFT features extraction 

Clustering SIFT features to 256 clusters 

Trained 

Models 

Logical AND operator 

Find FAST points & take value 257 

Grid Map 

X1 X2 
Trained 

Models 

F(X1) F(X2) 

Number of people in each cell 

Perspective normalization 

Number of people in each cell 

Total number of people  Total number of people  

Fusion Model 

The Number of People 

Figure 3. 2: Flow diagram of the proposed pixel-wise optimisation 

based crowd counting system. 
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3.2.2 Algorithm 1: SIFT features algorithm 

This algorithm combines the following techniques to count the number of 

people; motion edges, SIFT descriptors, gird map and pixel-wise techniques. 

This combination that is used to find the density of each pixel, is novel. Edge 

pixels are used because their number is less than foreground pixels. As a 

consequence, the required time to find the SIFT descriptors and cluster them 

in a frame will be significantly reduced which makes the proposed system 

faster than other people counting techniques based on DMESA optimisation. 

There is a high correlation between SIFT descriptors and the number of 

people. This is difficult for quadratic programming to be used to find the density 

of a large number of SIFT descriptors (equal to the number of edge motion 

pixels).  To solve this problem, clustering is used to reduce the number of SIFT 

descriptors to 256 clusters. The main disadvantage of using clustering is that 

many SIFT descriptors can be grouped into one cluster to reduce the problem 

space but they represent different densities. Grid map is used to improve the 

cluster classification in the frames which enables similar clusters in different 

cells to be assigned different densities depending on their location in the frame. 

The proposed algorithm can better adapt to high variations in crowd 

behaviours, distributions and densities. As a result, the accuracy is improved.  

Figure 3.6 shows the flow diagram of this algorithm. The procedure of the 

algorithm is illustrated in the following steps; 

1. Implement Gaussian mixture model (GMM) to find the foreground 

information of the frame. 

     𝐹𝐺𝑀𝑀 =  𝐺𝑀𝑀(𝑖, 𝑗)  (3.6) 

Where 𝐹𝐺𝑀𝑀 is the foreground pixels of the frame and 𝐺𝑀𝑀(𝑖, 𝑗) is the GMM  

of each pixel of the frame. 

2. Implement edge detection to find the edges of the frame. 
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     𝐹𝐸𝑑𝑔𝑒 =  𝐸(𝑖, 𝑗) (3.7) 

Where 𝐹𝐸𝑑𝑔𝑒 is the edge of the frame and 𝐸(𝑖, 𝑗) is the detected edge of each 

pixel of the frame. 

3. Perform logical (AND) operation between the foreground pixels of the 

frame and the detected edge to find the motion edge of the frame. 

 𝐹𝑚𝑜𝑡𝑖𝑜𝑛 𝑒𝑑𝑔𝑒 = 𝐹𝐺𝑀𝑀 (𝑖, 𝑗) && 𝐹𝐸𝑑𝑔𝑒 (𝑖, 𝑗) (3.8) 

Where 𝐹𝑚𝑜𝑡𝑖𝑜𝑛 𝑒𝑑𝑔𝑒 is the motion edge for the frame. 

4. The pixels in each line of the frame are assigned different weight as a 

perspective normalisation. 

5. Find the SIFT descriptor for each motion edge pixel. Then, cluster the 

SIFT descriptors to 256 clusters. The centres of SIFT features are used 

as criteria for clustering them. 

     𝐹𝑆𝐼𝐹𝑇 = 𝑆𝐼𝐹𝑇(𝑖, 𝑗)                        (𝑖, 𝑗) ∈ motion edge  (3.9) 

     𝐹𝐶𝑙𝑢𝑠𝑡𝑒𝑟 = 𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝐹𝑆𝐼𝐹𝑇)          (𝑖, 𝑗) ∈ motion edge (3.10) 

Where 𝐹𝑆𝐼𝐹𝑇 is the SIFT descriptors of the frame and 𝐹𝐶𝑙𝑢𝑠𝑡𝑒𝑟 is the SIFT 

descriptors clustering.  

6. Divided the frames into cells (as a grid map) and count the number of 

people in each cell. 

     𝐹𝐺𝑟𝑖𝑑 = ∑ 𝐶𝑛 

𝑛

 (3.11) 

Where 𝐹𝐺𝑟𝑖𝑑 is the grid map of each frame, 𝐶 is a cell in the grid map and 𝑛 is 

the number of cells in the grid map. Four cells configuration has been used in 

the proposed system which gives the best accuracies experimentally.  

7. Use a quadratic programming to find the density of each cluster in each 

cell.  
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8. Integrate the densities of pixels over each cell to find the number of 

people in each cell.  

  𝑁𝑐𝑒𝑙𝑙 = ∑ 𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦

(𝑖,𝑗)∈𝐵𝑛

(𝑖, 𝑗) (3.12) 

Where 𝑁𝑐𝑒𝑙𝑙 is the number of people in each cell and 𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑖, 𝑗) is the density 

of each pixel that belongs to this cell. 

9. The summation of the number of people in all cells represents the total 

number of people in the frame. 

     𝑁𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑁𝑐𝑒𝑙𝑙

𝑛

 (3.13) 

Where 𝑁𝑡𝑜𝑡𝑎𝑙 is the total number of people in a frame and 𝑛 is the number of 

cells. 
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 Figure 3. 3: Flow diagram of the SIFT Features Algorithm. 
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3.2.3 Algorithm 2: SIFT-FAST features algorithm 

This algorithm uses two features; FAST and SIFT. This algorithm combines 

the following techniques to count the number of people; motion edges, grid 

map, SIFT & FAST features and pixel-wise techniques. Edge pixels are used 

because their number is less than those of foreground pixels. The same 

approach as for SIFT feature algorithm described in Section 3.4.2 is used. 

However, FAST corner points are used to improve the accuracy due to the 

high correlation between the number of people and FAST corner points. The 

algorithm can also better adapt to high variations due to crowd behaviours, 

distribution and density. Figure 3.7 shows the flow diagram of the algorithm. 

Steps 1 to 5 are the same as for SIFT feature algorithm and descriptions from 

step 6 are as follows: 

6. Find FAST points in each frame within the motion region. 

     𝐹𝐹𝐴𝑆𝑇 = 𝐹(𝑖, 𝑗)                     (𝑖, 𝑗) ∈ motion regions (3.14) 

Where 𝐹𝐹𝐴𝑆𝑇 is the FAST corner points of a frame. 

7. All pixels that are FAST corner points are assigned the value 257 so that 

quadratic programming can be used to find 257 density values instead 

of 256. 

8. Divide the frame into cells (as a grid map) and the number of people in 

each cell is counted individually. 

     𝐹𝐺𝑟𝑖𝑑 = ∑ 𝐶𝑛

𝑛

 (3.15) 

Where 𝐹𝐺𝑟𝑖𝑑 is the grid map of the frames, 𝐶 is a cell in the grid map and 𝑛 is 

the number of cells in the grid map. 

9. Use a quadratic programming to find the density value of each cluster in 

each cell.  
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10. Integrate the densities of pixels over each cell to find the number of 

people in each cell.  

  𝑁𝑐𝑒𝑙𝑙 = ∑ 𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦

(𝑖,𝑗)∈𝐵𝑛

(𝑖, 𝑗) (3.16) 

Where 𝑁𝑐𝑒𝑙𝑙 is the number of people in each cell and 𝑃𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑖, 𝑗) is the density 

of each pixel that belongs to the cell. 

11. The summation of the number of people in all cells represents the total 

number of people in each frame. 

     𝑁𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑁𝑐𝑒𝑙𝑙

𝑛

 (3.17) 

Where 𝑁𝑡𝑜𝑡𝑎𝑙 is the total number of people in a frame, 𝑛 is the number of cells. 
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Figure 3. 4: Flow diagram of the SIFT-FAST features algorithm. 
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3.2.4 Edge detection algorithm 

They refer to the process of localising pixel intensity transitions (Ershad 2012). 

There is a strong relationship between the complexity of edges and the number 

of people because crowded environments tend to produce complex edges, 

while sparse environments tend to produce coarse edges (Loy et al. 2013). 

Edges can be extracted using different algorithms such as Sobel, Canny, 

Prewitt, Roberts and Fuzzy logic algorithms (Kaur & Virk 2014; Joshi & 

Choubey 2014). Canny edge detection is used in the proposed systems. It is 

a high-performance algorithm and can work efficiently under noise conditions 

(Chen et al. 2014; Shrivakshan & Chandrasekar 2012). The following steps 

explain the procedure of Canny edge algorithm (Shrivakshan & Chandrasekar 

2012): 

1. Smooth the image using a Gaussian filter to minimise noise. 

 𝑆(𝑖, 𝑗) = 𝐺(𝑖, 𝑗, 𝜮) ∗ 𝐼(𝑖, 𝑗) (3.18) 

Where 𝐺(𝑖, 𝑗, 𝜮) is a Gaussian filter and 𝐼(𝑖, 𝑗) is a pixel. 

2. Use derivative approximation by finite differences to find gradient 

magnitude and orientation. Firstly, partial derivatives 𝑋(𝑖, 𝑗) and 𝑌(𝑖, 𝑗) 

are found by using the smoothed array  𝑆(𝑖, 𝑗): 

 𝑋(𝑖, 𝑗) ≈ (𝑆(𝑖, 𝑗 + 1) − 𝑆(𝑖, 𝑗) + 𝑆(𝑖 + 1, 𝑗 + 1) − 𝑆(𝑖 + 1, 𝑗))/2 (3.19) 

 𝑌(𝑖, 𝑗) ≈ (𝑆(𝑖, 𝑗) − 𝑆(𝑖 + 1, 𝑗) + 𝑆(𝑖, 𝑗 + 1) − 𝑆(𝑖 + 1, 𝑗 + 1))/2 (3.20) 

The partial derivatives 𝑋(𝑖, 𝑗) and 𝑌(𝑖, 𝑗) are then used to find the magnitude 

and orientation of the gradient: 

 𝑀(𝑖, 𝑗) = √𝑋(𝑖, 𝑗)2 + 𝑌(𝑖, 𝑗)2 (3.21) 

 𝜃(𝑖, 𝑗) = arctan(𝑋(𝑖, 𝑗), 𝑌(𝑖, 𝑗)) (3.22) 



 

Chapter 3: People Counting Systems 

   

54 

 

3. Non-Maximal Suppression algorithm (NMS) is performed to thin out the 

edges. The edges are then detected using the double thresholding 

algorithm. 

3.2.5 Scale-invariant feature transform (SIFT)  

The SIFT algorithm is used to detect and describe local features within images 

(Zhong et al. 2015). SIFT descriptors are invariant to image scale, translations 

and rotations (Giveki et al. 2017). In addition, they are robust with moderate 

illumination variations and perspective transformations (Zhong et al. 2015). 

The SIFT algorithm consists of four stages: scale-space extrema extraction, 

keypoint localisation, orientation assignment and keypoint descriptor (Giveki 

et al. 2017; Prathap et al. 2016). 

1. Scale-space extrema extraction: 

This stage seeks to identify potential interest points identifiable under different 

views (Montazer & Giveki 2015). Different scales are used to find the locations 

of these points which are invariant to scale change (Zhong et al. 2015). A 

convolution operator between the original input image and a variable scale 

Gaussian function is used to produce the scale space (Giveki et al. 2017). The 

result of this operation is an octave that consisting of different scales; 

 𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦) (3.23) 

Where ∗ is the convolution operator, 𝑠 is the scale value,  𝐺(𝑥, 𝑦, 𝜎) is a variable 

scale Gaussian function and 𝐼(𝑥, 𝑦) is the input image. The variable scale 

Gaussian function is given by; 

An octave is produced by this convolution. Frames are resized several times 

to produce other octaves and the convolution operator is used with each 

octave.  

 𝐺(𝑥, 𝑦, 𝜎) = 1/2𝜋𝜎2  𝑒𝑥𝑝 (− (𝑥2 + 𝑦2) 2𝜎2⁄ ) (3.24) 
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Figure 3. 5: Gaussian and difference of Gaussian (Prathap et al. 2016). 

Different techniques that based on the scale space can be used to detect 

stable points. The difference of Gaussians is often used to find the local 

maxima and local minima points which are invariant to scale and rotation 

(Montazer & Giveki 2015). The difference of Gaussians of each consecutive 

scale 𝐷𝑜𝐺(𝑥, 𝑦, 𝜎) is calculated using; 

Figure 3.8 shows the difference of Gaussian at the scale space. Figure 3.9 

shows that the local maxima and minima points are found by comparing each 

point with its 26 neighbours, eight neighbours at the same scale and nine 

neighbours up and down the scale. The minimum or maximum value of the 

comparison are the extrema points (Giveki et al. 2017). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 𝐷𝑜𝐺(𝑥, 𝑦, 𝑠) = 𝐿(𝑥, 𝑦, 𝑘𝜎) − 𝐿(𝑥, 𝑦, 𝜎) (3.25) 
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2. Keypoint localisation 

All the potential interest points calculated in the first stage are now filtered to 

remove the low contrast points or those that are localised on the edges of the 

image (Prathap et al. 2016). In addition, the locations of the calculated points 

from the first stage may not be accurate so there may be a need to correct 

their locations. To correct the location of these points, the Taylor series 

expansion (TSE) of the scale space function is used (Lowe 2004); 

The location of extremum (𝑥̂) is found by taking its derivative and set to zero. 

 

The low contrast keypoints are removed using the scale space function value 

at the extremum (Lowe 2004); 

 𝐷𝑜𝐺(𝑥) = 𝐷𝑜𝐺 +
𝜕𝐷𝑜𝐺𝑇

𝜕𝑥
𝑥 +

1

2
𝑥𝑇  

𝜕2𝐷𝑜𝐺

𝜕𝑥2
𝑥 (3.26) 

 𝑥̂ = − 
𝜕2𝐷𝑜𝐺−1

𝜕𝑥2
 
𝜕𝐷𝑜𝐺

𝜕𝑥
 (3.27) 

 Figure 3. 6: The minimum or maximum extrema points calculation 

by comparison with its 26 neighbours.  (Prathap et al. 2016). 
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The value of each point is compared with a predefined threshold. The points 

with values less than the threshold are removed. The edge points are removed 

by measuring the levels of curvature of the keypoint and in the perpendicular 

direction of it using the difference of Gaussian function (Giveki et al. 2017). 

Keypoints are considered as edge point when the difference between these 

levels are large (Giveki et al. 2017). 

3. Orientation assignment 

In this stage, one or more dominant consistent orientations of each keypoint 

are assigned based on the local properties of the frame. Invariance to rotation 

task is achieved in this stage (Zhong et al. 2015). The gradient magnitude can 

be found by (Giveki et al. 2017); 

The gradient orientation can be found by (Giveki et al. 2017); 

 𝜃(𝑥, 𝑦) = 

tan−1(𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1), 𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)) 

(3.30) 

The orientation histogram of each keypoint is constructed using the magnitude 

and the orientation of every pixel around the keypoints. The histogram consists 

of 36 bins with 10 degrees per bin (Prathap et al. 2016). The highest peak and 

any other peaks within 80% of the highest peak are assigned as the main 

orientation angles to the keypoint (Giveki et al. 2017). The three closest 

histogram values of each peak are used to interpolate a better accurate peak 

(Giveki et al. 2017). 

 𝐷𝑜𝐺(𝑥̂) = 𝐷𝑜𝐺 +
1

2
  

𝜕𝐷𝑜𝐺𝑇

𝜕𝑥
 𝑥̂ (3.28) 

 

𝑚(𝑥, 𝑦) = 

√(𝐿 (𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))
2

+ (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1))2 

(3.29) 



 

Chapter 3: People Counting Systems 

   

58 

 

4. Keypoint descriptor 

The keypoints from the third stage are represented as descriptors in this stage. 

The descriptors are a vector of orientation histograms. Sixteen histograms are 

used to calculate each SIFT descriptor. These histograms are aligned in a 4 × 

4 grid with eight orientation bins for each one. As a result, the keypoint 

descriptor is represented by a 128-dimensional vector (Prathap et al. 2016).  

In this system, a dense-SIFT version is used instead of a standard SIFT 

version. Standard SIFT algorithm include detecting interest points and then 

representing them using descriptors. However dense-SIFT version does not 

detect interest points, it only calculates a descriptor for each pixel in a frame.  

3.2.6 Features from accelerated segment test (FAST)  

This algorithm was developed to detect corner points in an image for use in 

real-time applications due to its high computational speed. It is faster than most 

of the other corner detection methods (Ghosh & Kaabouch 2016). Corner 

points represent points containing two edges with different directions 

(Majumder et al. 2013). To detect FAST points, a circle of sixteen pixels around 

each pixel in a frame, is considered, as shown in figure 3.10. A pixel is 

considered as FAST points if twelve contiguous pixels in its circle are either 

brighter or darker than the intensity of the pixel by pre-threshold (Ghosh & 

Kaabouch 2016). All pixels in the circle are assigned one of three states; 

brighter, darker and same. 

 𝑆𝑏𝑟𝑖𝑔ℎ𝑡𝑒𝑟 = 𝐼𝑥 ≥ 𝐼𝑝 + 𝑇  

 𝑆𝑑𝑎𝑟𝑘𝑒𝑟 = 𝐼𝑥 ≤ 𝐼𝑝 − 𝑇 (3.31) 

 𝑆𝑠𝑎𝑚𝑒 = 𝐼𝑝 − 𝑇 < 𝐼𝑥 < 𝐼𝑝 + 𝑇  
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 Where 𝐼𝑝 is a pixel at a frame. 𝐼𝑥 is one pixel in the circle around 𝐼𝑝 . These 

equations repeated 16 times to check the states of all pixels in the circle and 

depending on the results, the pixel is considered as FAST corner or not. 

 

 

 

 

 

 

 

 

 

 

Choosing a large threshold reduces the number of detected FAST corner 

points whereas a small threshold yields a larger number of corner points 

(Biadgie & Sohn 2014). The speed of the FAST algorithm can be increased 

only by comparing the intensity of each pixel at a frame with pixels 1, 5, 9 and 

13 of its circle. If at least three of them satisfy the criterion, then check all the 

16 pixels in the circle to detect if there are 12 contiguous pixels are brighter or 

darker the pixels. 

3.2.7 K-means clustering 

Cluster analysis is very useful for different applications such as pattern 

recognition, statistics, machine learning, information retrieval, data mining, 

data compression, business and biology (Tan et al. 2006). The aim of the 

 Figure 3. 7: A corner point based on FAST corner detector (Kitamura et 

al. 2015). 
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clustering algorithms is that the observations within a cluster be similar to one 

another and different from the observations in other clusters. The good 

clustering algorithms produce highest homogeneity or similarity within a cluster 

and the highest difference between clusters.  

The K-means clustering algorithm is based on the mean of a group of 

observations. It starts by choosing the number of clusters (K). The K parameter 

is chosen by a user, based on the number of clusters desired. If the number of 

observations is equal to or less than the number of clusters, then each 

observation is assigned to one cluster. If the number of observations is larger 

than the number of clusters, the observations are then assigned to the closest 

cluster based on the Euclidean distance from each observation to each cluster. 

The means of the clusters are then recomputed based on the new assigned 

observations of each cluster. Mean is measured for each dimension of the 

observations and then the means of all dimensions are combined to find the 

multi-dimensional mean. The K-means algorithm terminates when the mean 

of each cluster does not change. The convergence of the K-means clustering 

algorithm usually happens in the first few iterations. The procedure of the K-

means clustering algorithm is illustrated in the following steps (Tan et al. 2006); 

1. Select the number of clusters K.  

2. Repeat  

3. Form K clusters based on assigning the observations to their closest 

mean. 

4. Recompute the mean of each cluster.  

5. Until all means of the clusters do not change. 

There are several reasons why k-means clustering is one of the most widely 

used clustering algorithms. It is invariant to data order, guaranteed to 

converge, its time and memory complexity are basically linear to the input 

point, and it is easy to implement (Celebi et al. 2013). 
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Clustering is used with the proposed system to reduce the number of 

descriptors (hundreds of thousands for 640x480 frame size) into a reasonable 

number of clusters (256 clusters in the SIFT features algorithm and 257 

clusters in the SIFT-FAST features algorithm) that can be used with quadratic 

programming. K-means clustering is a method of vector quantisation and 

aims to partition n observations into 𝑘 ≤ n clusters. In other words, it aims to 

find (Jain 2010): 

 𝑎𝑟𝑔𝑚𝑖𝑛𝑐 ∑ ∑ ‖𝑥𝑖 − 𝜇𝑘‖2

𝑥𝑖∈𝑐𝑘

𝐾

𝑘=1

 (3.32) 

Where 𝑥𝑖 is the observation, 𝑐𝑘 is the 𝑘𝑡ℎ cluster and  𝜇𝑘 is the mean of cluster 

𝑐𝑘. In the proposed system, the k-means algorithm is used to cluster the SIFT 

descriptors of the datasets frames and produce a codebook of 256 entries. 

The codebook is constructed using only the descriptors of the training frames 

and then the descriptors of the testing frames are clustered by the K-means 

algorithm and the codebook. The SIFT descriptor of each pixel is represented 

using a vector. The length of this vector is equal to 256 items which one of 

them is equal to 1 while the other are equal to 0. 

3.2.8 Fusion technique 

The fusion model is updated periodically using the results of the both 

algorithms. Each algorithm works independently to count the number of people 

and then they update the fusion model. Fusion is used to improve accuracy by 

determining the average error for each frame and to increasing the confidence 

of the proposed system because the result of one algorithm is confirmed by 

that of another. This produces a cooperative paradigm and improves the 

confidence level of the results. 
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3.3 System Two: Features Regression Based People 

Counting System  

The proposed system uses a pair of collaborative GPR models with different 

kernels instead of a single model.  The calculated level of occlusion is used 

with these GPR models to improve the accuracy of counting. The level of 

occlusion is measured and compared with a predefined threshold to select the 

regression model that should work with each frame. In addition, the best 

combination of features is dynamically identified to improve the accuracy of 

people counting. 

3.3.1 Adaptive and non-adaptive people counting systems 

Adaptive people counting systems are adaptable to the level of occlusion of 

each frame, as well as the characteristics of each environment. These factors 

may affect the selection of features, regression models and kernels. This is 

why adaptive systems use an adaptive combination of features, regression 

models and kernels. Although a lot of research has been carried out to find the 

best, or most efficient, static combination of features for all types of 

environment, researchers were unable to do so, because the most accurate 

people counting system for each environment was achieved using a different 

combination of features. Moreover, heterogeneous training data has been 

widely used to train only one regression model and one covariance function 

(kernel). This can negatively affect the accuracy of counting. In conclusion, 

homogeneous training data, specific purpose regression models, and dynamic 

features selection, can be used to improve the accuracy of people counting 

systems. 

This system is classified as an adaptive people counting system due to the 

following three main reasons. First, a pair of collaborative GPR models with 

different kernels is used to handle occlusion. Second, a principled technique 



 

Chapter 3: People Counting Systems 

   

63 

 

is proposed to measure the level of occlusion in a frame. Third, it proposes a 

method of choosing the best combination of features depending on their 

environment. 

3.3.2 System structure 

This section provides the detailed description of the proposed system starting 

with the description of the low-level and high-level occlusion regression 

models. Secondly, the method to measure the level of occlusion in the 

occlusion-level model is described. Thirdly, the feature representation and 

selection is presented which is followed by a description of the mechanisms 

for handling variations of scales and appearances in cameras. An overview of 

the proposed system is given in Figure 3.11. 
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 Frames from a benchmark dataset 

Background subtraction using GMM algorithm 
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Figure 3. 8: Flow diagram of the proposed low-level features regression 

based crowd counting system. 
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3.3.3 Regression model selection  

In order to train the people counting system, a regression function has to be 

learned using a set of training samples to find the relationship between the 

features and the number of people. GPR has been selected in this system. 

GPR does not use any prior assumptions about the relationship between the 

features and the crowd size and can achieve high accuracy so it has been 

chosen in the proposed system (Ryan 2013; Zeyad Q.H. Al-Zaydi et al. 2016; 

Chan & Vasconcelos 2012; Chan et al. 2008).  

Two independent GPR models with different kernels are used in the proposed 

system. The first regression model (low-level occlusion regression model) is 

trained with low occlusion frames and the second (high-level occlusion 

regression model) is trained with high occlusion frames. Mathematically, 

estimation of the number of people in GPR follows the Gaussian distribution 

(Williams & Rasmussen 2008): 

 𝑦∗|𝑦 ∼ 𝑁(𝐾∗𝐾−1𝑦, 𝐾∗∗ − 𝐾∗𝐾−1𝐾∗
𝑇) (3.33) 

The best estimate for 𝑦∗ is the mean of this distribution (Williams & Rasmussen 

2008): 

 𝑦∗ = 𝐾∗𝐾−1𝑦 (3.34) 

The uncertainty in the estimate is captured in its variance (Williams & 

Rasmussen 2008): 

 𝑣𝑎𝑟(𝑦∗) = 𝐾∗∗ − 𝐾∗𝐾−1𝐾∗
𝑇 (3.35) 

Where 𝑦 and 𝑦∗ are the function values of the training and testing sets, 

respectively.  𝐾, 𝐾∗ and 𝐾∗∗ are the covariance functions (kernels) of the 

training, training-testing and testing inputs, respectively.  



 

Chapter 3: People Counting Systems 

   

66 

 

 𝐾 = [
𝑘(𝑥1, 𝑥1) ⋯ 𝑘(𝑥1, 𝑥𝑛)

⋮ ⋱ ⋮
𝑘(𝑥𝑛, 𝑥1) ⋯ 𝑘(𝑥𝑛, 𝑥𝑛)

] (3.36) 

 

 𝐾∗=[𝑘(𝑥∗, 𝑥1) … 𝑘(𝑥∗, 𝑥𝑛)] (3.37) 

 

 𝐾∗∗ = (𝑥∗, 𝑥∗) (3.38) 

Where 𝑥1, 𝑥2, 𝑥3, … … … … 𝑥𝑛 are the training set. 𝑥∗ is the test set. 𝑘(𝑥, 𝑥′) is 

the covariance function (kernel). There are different kernels that can be used 

with a GPR model. In low level occlusion scenarios, feature values are 

expected to grow linearly with respect to the number of people so a linear 

kernel is used in the regression model (T. Y. Lin et al. 2011). The linear kernel 

on two inputs 𝑥 and 𝑥′, represented as feature vectors is given by (Chan & 

Vasconcelos 2012): 

 𝑘(𝑥, 𝑥′) =  𝛼 (𝑥𝑇𝑥′ + 1)    (3.39) 

𝛼  is the kernel parameter. In high level occlusion scenarios, the relationship 

between the features and the number of people follows a linear trend roughly 

while the data fluctuates non-linearly due to occlusion (Mei & Zhao 2013). A 

combination of linear and radial basis function (RBF) kernels are used in a 

high-occlusion regression model. The linear kernel can capture the linear main 

trend well and the RBF kernel can be used to model the fluctuation of the data 

points (Mei & Zhao 2013). Mathematically, a combination of linear and RBF 

kernels is given by (Williams & Rasmussen 2008; Chan & Vasconcelos 2012): 

 𝑘(𝑥, 𝑥′) =  𝛼1 (𝑥𝑇𝑥′ + 1) + 𝛼2
2 exp [

−1

2𝛼3
2

 ‖𝑥 − 𝑥′‖2 ] (3.40) 

𝛼1, 𝛼2 and 𝛼3 are the kernals parametes. In addition, we can use an ensemble 

learning method that first partitions the heterogeneous training data into linear 

and non-linear homogeneous groups (low-level occlusion frames and high-
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level occlusion frames) and then build a regression model for each 

homogeneous section. Unlike most existing ensemble learning methods where 

different models are combined linearly (Jin & Liu 2004), the proposed method 

uses a switch approach between the regression models that automatically 

determines which regression model should be applied to input frame. In 

conclusion, dividing heterogeneous training data into a number of 

homogeneous partitions will likely generate reliable and accurate regression 

models over the homogeneous partitions that may increase the accuracy of 

the proposed method (Jin & Liu 2004; Jin & Liu 2005). In the next section, the 

method of measuring the level of occlusion is explained. 

3.3.4 Occlusion handling 

Keypoints has been used by many studies to find the number of people (the 

level of the crowd ) due to their strong inter-dependence (Alberto Albiol et al. 

2009; Antonio Albiol et al. 2009; Conte et al. 2010b; Jeong, C. Y., Choi, S., & 

Han 2013). Although there is a degree of correlation between the level of 

occlusion and the level of crowd in a frame, the validity of this relationship is 

not always correct in all scenarios due to the effect of sparseness. As a 

consequence, there is a need to develop a method to measure the level of 

occlusion that takes into account the sparseness and level of the crowd. Two 

independent GPR models with different kernels are used in the proposed 

system. The first regression model (high-level occlusion regression model) is 

trained using high occluded frames and the second (low-level occlusion 

regression model) is trained using low occluded frames. The level of occlusion 

that is measured will be compared with a predefined threshold to choose which 

regression model works. A simple equation has been derived to measure the 

crowd density (number of people) (Jeong, C. Y., Choi, S., & Han 2013): 

 𝐿𝑒𝑣𝑒𝑙 𝑜𝑓 𝑐𝑟𝑜𝑤𝑑 =
𝑁𝑜 𝑜𝑓 𝑘𝑒𝑦𝑝𝑜𝑖𝑛𝑡𝑠

𝑁𝑜 𝑜𝑓 𝑘𝑒𝑦𝑝𝑜𝑖𝑛𝑡𝑠 𝑝𝑒𝑟 𝑝𝑒𝑟𝑠𝑜𝑛
 (3.41) 

A simple equation is also used to measure the level of occlusion: 
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 𝐿𝑒𝑣𝑒𝑙 𝑜𝑓 𝑜𝑐𝑐𝑙𝑢𝑠𝑖𝑜𝑛 =
𝑁𝑜 𝑜𝑓 𝑘𝑒𝑦𝑝𝑜𝑖𝑛𝑡𝑠

𝑁𝑜 𝑜𝑓 𝑓𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑 𝑝𝑖𝑥𝑒𝑙𝑠
 (3.42) 

The number of SIFT points are used to measure the level of occlusion in the 

proposed system. The level of occlusion is measured by dividing the number 

of SIFT points by the number of foreground pixels. SIFT points are defined as 

maxima/minima of the difference of Gaussians in scale-space (Fradi & J. 

Dugelay 2012). SIFT keypoints is better than the FAST and speeded-up robust 

features (SURF) because they are more invariant to scale, rotation, and affine 

transformations (Fradi & J. Dugelay 2012). 

The output of the occlusion level model of each frame is compared with a 

predefined threshold. The thresholding stage involves classifying frames into 

two categories; high and low occluded frames. There is no technical definition 

of the separated level between the low and high occluded frames because 

there are no clear boundaries between them. The highest occluded frames in 

one environment can be the lowest occluded frames in another environment 

depending on the different potential factors.  Those factors include the range 

of crowd sizes, resolution and the area of the camera view. In conclusion, 

choosing a suitable threshold depends on the nature of environments in real-

time applications or datasets in offline applications. In addition, the use of a 

fixed threshold for all environments would be problematic since the threshold 

would need to be adjusted depending on the crowd size, resolution and the 

area of the camera view. In the proposed system, the threshold is 

experimentally selected by using a multi-stage thresholding method. The 

range of the crowd size is normalised to 0 - 1 range. In the first stage, the range 

is divided into nine equal intervals which are used as potential thresholds.  

Those thresholds are used to measure the accuracy of the system in terms of 

mean deviation error (MAE), mean squared error (MSE) and mean absolute 

error (MDE). In the second stage, the interval with the highest accuracy is 

divided into ten equal intervals which are used as potential thresholds. The 

threshold with the highest accuracy from both stages is selected as the 

predefined threshold.  
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Fast people counting systems are particularly suitable for real-time 

applications where computational efficiency is important. In the proposed 

system, the training stage is repeated 31 times using classical GPR method to 

select the best combination of features. In addition, 19 potential thresholds are 

used with the selected combination of features to train the proposed system 

and find the best threshold that can be used to achieve the highest accuracy. 

The training stage is performed only at the installation of the system so the 

extra computational complexity can be neglected when the system starts 

working.  

On the other hand, the occlusion level model and thresholding method are a 

simple division and relational operators, respectively. They add a very low 

computation complexity to the working system in comparison with the frame 

extraction, background subtraction using GMM algorithm, prospective 

normalisation, features extraction and estimating using GPR algorithm. The 

computation complexity of the regression stage will not be changed because 

one of the regression models (the low or high-level regression model) will be 

used with each frame.  

In conclusion, the computational complexity of the proposed system is a little 

higher than classical GPR methods in the testing stage. However, the 

computation efficiency is significantly decreased in the training stage due to 

the threshold and features selections, it can be neglected when the system 

starts working because training is performed only at the installation stage of 

the counting system. 

3.3.5 Features representation 

The low-level feature is a general term used to describe low-level visual 

properties in an image or video such as colour, size, shape, intensity, edge 

and texture (Loy et al. 2013; Ryan et al. 2015). Different intermediate features 

can also be used as inputs to a regression model for people counting such as 

blob size histogram and edge orientation histogram.  
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In features regression based algorithms, a popular technique is to combine 

several features to achieve higher accuracy. The performance of various 

features and combinations of features for people counting depend on the type 

of environments in a real-time applications or datasets in offline applications 

(Ryan et al. 2015). Therefore, the optimal combination of features for one 

environment may not be optimal for the others. In conclusion, an adaptive 

people counting method can be implemented which is capable of dynamically 

identifying the best features that can be used to find the number of people.  

In pixel-wise optimisation based system, a combination of features is rarely 

used because the complexity of optimisation could be increased significantly. 

For single kind of feature, features descriptors are extracted based on a pixel 

basis. A very large number of feature descriptors that proportional to the 

number of pixels at a frame is extracted. In the case of a combination of 

features, the feature descriptors extraction is repeated for each kind of features 

so the delay of processing time will increase significantly. Features can be 

categorised under the following headings: 

3.3.5.1. Foreground segment features 

They are common features in people counting that are obtained through a 

background subtraction algorithm. Foreground features are extracted to 

capture segment properties and can be categorised into two groups based on 

size and shape (Ryan et al. 2015). Size features include the number of 

foreground pixel (area), the total pixels count on the segment perimeter 

(perimeter), the complexity of the segment shape (perimeter-area ratio) and 

the number of blobs in a frame (blob count). Shape features refer to the 

orientation of the perimeter pixels, which include perimeter orientation 

histogram (Loy et al. 2013). 
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3.3.5.2. Texture features 

There is a strong relationship between the number of people and the texture 

of crowds, which refer to the general description of a frame (Loy et al. 2013). 

Gray-level co-occurrence matrix (GLCM) and local binary pattern (LBP) are 

usually used to find texture features (Ershad 2012; Wang et al. 2013; Loy et 

al. 2013). Texture features include homogeneity (texture smoothness), energy 

(total sum-squared energy), entropy (texture randomness) and contrast (Loy 

et al. 2013; Chan & Vasconcelos 2012; Ryan et al. 2015). 

Many people counting studies have used the GLCM whereas the LBP has 

been widely used in expression analysis and face recognition applications (Loy 

et al. 2013). Therefore, the GLCM has been used in the proposed systems. 

The first step to calculate the GLCM is that each frame is quantised into eight 

grey levels. The co-occurrence matrix (𝑃(𝑖, 𝑗|𝜃)) is then created based on the 

grey levels which represents a joint probability distribution of pixels. 𝜃 

represents the orientations of the co-occurrence which is assigned one of the 

four angles (0°, 45°, 90°, 135°). The symmetric co-occurrence matrix (𝑃𝑠(𝑖, 𝑗|𝜃)) 

is found by (Ryan et al. 2015); 

 𝑃𝑠(𝑖, 𝑗|𝜃) =  𝑃(𝑖, 𝑗|𝜃) + 𝑃(𝑖, 𝑗|𝜃)𝑇 (3.43) 

The symmetric co-occurrence matrix is then normalised by; 

 𝑃𝑛(𝑖, 𝑗|𝜃) =
𝑃𝑠(𝑖, 𝑗|𝜃)

∑ 𝑃𝑠(𝑖, 𝑗|𝜃)𝑖,𝑗
  (3.44) 

Where 𝑃𝑛(𝑖, 𝑗|𝜃) is the normalised co-occurrence matrix. Figure 3.9 shows how 

to produce the co-occurrence matrix, symmetric co-occurrence matrix and the 

normalised co-occurrence matrix using GLCM method. 
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  1 2 3 4 5 6 7 8 

1 48 0 0 0 0 0 0 0 

2 1 0 0 0 0 0 1 0 

3 1 1 0 0 1 0 1 0 

4 1 0 0 0 2 0 1 1 

5 0 0 2 2 1 1 0 0 

6 0 0 1 0 0 0 0 0 

7 1 1 0 0 1 0 2 0 

8 0 0 0 0 1 0 0 0 

 

 

 (a) Quantised level of image  (b) 𝑃(𝑖, 𝑗|𝜃)  

  1 2 3 4 5 6 7 8 

1 96 1 1 1 0 0 1 0 

2 1 0 1 0 0 0 2 0 

3 1 1 0 0 3 1 1 0 

4 1 0 0 0 4 0 1 1 

5 0 0 3 4 2 1 1 1 

6 0 0 1 0 1 0 0 0 

7 1 2 1 1 1 0 4 0 

8 0 0 0 1 1 0 0 0 

 

  1 2 3 4 5 6 7 8 

1 𝑥96 𝑥1 𝑥1 𝑥1 𝑥0 𝑥0 𝑥1 𝑥0 

2 𝑥1 𝑥0 𝑥1 𝑥0 𝑥0 𝑥0 𝑥2 𝑥0 

3 𝑥1 𝑥1 𝑥0 𝑥0 𝑥3 𝑥1 𝑥1 𝑥0 

4 𝑥1 𝑥0 𝑥0 𝑥0 𝑥4 𝑥0 𝑥1 𝑥1 

5 𝑥0 𝑥0 𝑥3 𝑥4 𝑥2 𝑥1 𝑥1 𝑥1 

6 𝑥0 𝑥0 𝑥1 𝑥0 𝑥1 𝑥0 𝑥0 𝑥0 

7 𝑥1 𝑥2 𝑥1 𝑥1 𝑥1 𝑥0 𝑥4 𝑥0 

8 𝑥0 𝑥0 𝑥0 𝑥1 𝑥1 𝑥0 𝑥0 𝑥0 
 

 

 (c) 𝑃𝑠(𝑖, 𝑗|𝜃)  (d) 𝑃𝑛(𝑖, 𝑗|𝜃)  

Figure 3. 9: GLCM with 𝜃 = 0° (a) a 10 by 10 image with quantised 

level; (b) the co-occurrence matrix of the image; (c) the symmetric 

co-occurrence matrix of the image; (d) the normalised co-

occurrence matrix of the image where 𝑥0 = 0, 𝑥1 = 0.00694, 𝑥2 =

0.0139, 𝑥3 = 0.0208, 𝑥4 = 0.0278, 𝑥96 = 0.667. 
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Different features can be derived for each 𝜃 such as contrast, energy, 

homogeneity and entropy; 

 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝜃 = ∑(𝑖 − 𝑗)2

𝑖,𝑗

 𝑃𝑛(𝑖, 𝑗|𝜃) (3.45) 

 𝐸𝑛𝑒𝑟𝑔𝑦𝜃 = ∑ 𝑃𝑛(𝑖, 𝑗|𝜃)2

𝑖,𝑗

  (3.46) 

 𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝜃 =
𝑃𝑛(𝑖, 𝑗|𝜃)

1 + |𝑖 − 𝑗|
  (3.47) 

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝜃 = ∑ −𝑃𝑛(𝑖, 𝑗|𝜃)

𝑖,𝑗

log 𝑃𝑛(𝑖, 𝑗|𝜃) (3.48) 

3.3.5.3. Edge features 

They refer to the relative change in pixel intensities across a frame (Ryan et 

al. 2014). They have a strong relationship with the number of people because 

there is a strong dependency between the number of people and the 

complexity of crowds. Low-density crowds tend to present coarse edges while 

high-density crowds tend to present complex edges (Loy et al. 2013). Some 

common edge features are total edge pixels, edge orientation histogram and 

Minkowski dimension, which refer to how many pre-defined structure elements 

are required to fill the edge space (Marana et al. 1999). The edge orientation 

histogram is used to help distinguish edges of the people with other structures 

in the scene such as noise (Ryan 2013). 

3.3.5.4. Keypoints 

They refer to specific pixels of interest in an image or video (Ryan et al. 2015). 

The results of using moving keypoints to find the number of people show that 

they have a strong relationship (Alberto Albiol et al. 2009; Antonio Albiol et al. 
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2009; Conte et al. 2010b; Jeong, C. Y., Choi, S., & Han 2013). Many people 

counting studies have been carried out using FAST, SIFT and SURF points 

(Saleh et al. 2015; Ryan et al. 2015). Harris corner and binary robust invariant 

scalable keypoints (BRISK) are also used to count people (Jeong & Choi 

2016). 

3.3.6 Features selection 

The optimal combination of features for any environment can be selected by 

training the regression model with different potential combinations of features. 

There are only 31 potential combinations of features that can be used with 

features regression based people counting systems (Ryan et al. 2015). Table 

3.10 shows all potential combinations of features. Multi-stage training has 

been used in this paper to train a regression model to find the optimal 

combination of features.  

 

 

 

 

 

 

 

 

 

 

 

All Combinations of Features 

S PT PET 

P EK PKT 

E ET EKT 

K KT SPEK 

T SPE SPET 

SP SPK SPKT 

SE SPT SEKT 

SK SEK PEKT 

ST SET SPEKT 

PE SKT  

PK PEK  

Table 3. 10: The potential features to be optimal (S = Size, P = Shape, 

E = Edges, K = Keypoints, T = Texture) (Ryan et al. 2015). 
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3.4 Chapter Summary 

CCTV cameras are already widely used for monitoring. Two people counting 

systems have been proposed and described in this chapter, both capable of 

using existing CCTV cameras to provide estimates on the number of people in 

a given space. In the pixel-wise optimisation-based people counting system, 

two algorithms were proposed using a novel combination of four techniques: 

motion edges, grid map, SIFT & FAST features, and pixel-wise techniques. 

Edge pixels is used in this system because their number in frames is smaller 

than the foreground pixels. SIFT and FAST features were chosen due to their 

high correlation with the number of people.  

With the features regression-based people counting system, an adaptive and 

accurate people counting system was proposed and implemented, one that is 

capable of dynamically identifying the best set of features. Moreover, two GPR 

models were used to improve the accuracy. The most suitable regression 

model for each frame was selected depending on the level of occlusion.
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Chapter 4: Experimental Results and 

Discussion 

This chapter presents comprehensive empirical results of the proposed people 

counting systems. The UCSD and Mall datasets have been used to evaluate 

the proposed systems. The results have shown that the proposed systems 

achieve good results in heavily occluded environments with perspective 

distortions. Comparisons with the state of the art systems show that the 

proposed systems improve the accuracies based on MAE, MSE, and MDE 

metrics. In addition, sparse and crowded scenarios are used to test end 

evaluate the proposed systems. An attempt is made to explain the implications 

of these results. 

4.1 Evaluation Metrics 

The benchmark datasets are partitioned into a training set, for learning the 

proposed systems, and a test set, for validation.  In the pixel-wise optimisation 

based people counting system, 100 frames from different locations of each 

dataset (Mall and UCSD datasets) are allocated individually for training and 

1900 frames for testing. In the features regression based people counting 

system, the same training and testing partition as in (Chen et al. 2013; Chan 

et al. 2008; Chen et al. 2012) has been followed in the Mall and UCSD 

datasets, 800 frames are used for training and 1200 frames for testing. 

Three metrics have been used as performance indicators for people counting; 

mean absolute error (MAE), mean squared error (MSE) and mean deviation 

Error (MDE) (Loy et al. 2013). The MAE is defined as; 
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The MSE is given as; 

The MDE is given as; 

Where 𝑁 is the total number of the test frames, 𝑦𝑛 is the actual count, and 𝑦̂𝑛 

is the estimated count of 𝑛𝑡ℎ frames. MAE and MSE are indicative quantities 

of the error of the estimated people count but they contain no information about 

how crowded the environment is (Loy et al. 2013). MDE takes into account the 

crowdedness and gives an indication of how good a measurement is relative 

to the actual count (Hafeezallah & Abu-Bakar 2016). 

4.2 Experimental Results 

4.2.1 Evaluation of the proposed systems performance using the Mall 

dataset 

As shown in Table 4.1, the MDE of the SIFT features algorithm is 0.096 and 

0.092 for the SIFT-FAST features algorithm. The MDE of the features 

regression based people counting system is 0.095. The results are compared 

with results presented by other researchers for the same datasets as a 

measure of accuracies of the proposed systems. From the results, we can see 

that the accuracy of the SIFT-FAST features algorithm is better than that of 

 𝑀𝐴𝐸 =
1

𝑁
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SIFT features algorithm and the features regression based people counting 

system. It shows that there is a reasonable improvement in the accuracy of the 

implemented systems when compared to those published by other 

researchers. Figure 4.1 shows the percentage of frames within the MDE 

distribution of the proposed systems. Figure 4.2 shows the true count (TC) of 

people from sample frames of the Mall dataset, which is annotated by red dots. 

EC1, EC2 and EC3 represent the estimated number of people using SIFT 

features algorithm, SIFT-FAST features algorithm and features regression 

based people counting system, respectively.  

The performance of people counting systems is measured using the accuracy 

(MAE, MSE and MDE) and practicality. Practicality is measured by the 

percentage of the training frames minimisation (Ryan et al. 2009). People 

counting systems are practical if they are easy to deploy. In the real world, 

people counting systems are deployed in different environments which means 

they are individually trained for the location. Therefore, it is very important to 

reduce the number of the training frames required.  The ground truth (the 

actual number of people) for each training frame is required when training 

people counting systems. Each environment needs several hundreds of 

frames (usually 400-800 training frames) for the training [50], [81]–[83], so the 

training process becomes time-consuming.  

Although the comparison with recent results from other researchers for the 

evaluation is highly important to evaluate the proposed people counting 

systems, the comparison between pixel-wise optimization based method with 

other features regression based methods using the accuracy metrics (MAE, 

MSE and MDE) is not enough to measure the performance for many reasons: 

firstly, pixel-wise optimisation based methods can be trained using a small 

number of frames in comparison to regression based methods (Lempitsky & 

Zisserman 2010). The proposed pixel-wise optimisation based people 

counting methods use 100 frames for the training whilst the other state of the 

art methods use between 400 and 800 frames [50], [81]–[83]. In conclusion, 

the pixel-wise optimisation based people counting system is more practical 
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because the set-up time is faster by a factor of at least four (uses 4 times less 

training frames) compared to regression based methods which lead also to low 

set-up cost. Secondly, the lower number of training frames required in the 

training stage of the pixel-wise optimisation based algorithms reduces the 

potential error being introduced because manually annotation is an error-prone 

task. The accuracies of people counting systems are significantly affected by 

errors in the training stage. Thirdly, the pixel-wise optimisation based system 

is a multipurpose system because it can be used for people counting and also 

to improve the accuracy of people detection methods (Rodriguez et al. 2011).  

The pixel-wise optimisation based system is compared with other features 

regression based methods to only show that although this system reduces the 

training error, speed, cost and can be used to develop more accurate people 

detection methods, its accuracy is, at least, comparable with the state of the 

art methods. None of the published results presented in Table 4.1 performs 

better than the proposed systems based on the metrics used in this thesis. 

Finally, the MDE of the both proposed systems are less than the acceptable 

error (0.2) which is meeting the minimum accuracy requirements of system 

operators (Ryan et al. 2015). 
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Table 4. 1: Comparison of the Mall dataset results between the proposed 

systems and the state of the art algorithms 

 

 

 

Algorithm/ System 

Mall dataset 

MAE MSE MDE 

Algorithm 1: SIFT Features Algorithm 2.96 15.30 0.096 

Algorithm 2: SIFT-FAST Features Algorithm 2.83 13.92 0.092 

Features Regression Based People Counting 

System 
2.90 13.62 0.095 

Cost-sensitive Sparse Linear Regression (CS-

SLR) (Huang et al. 2016) 
3.23 15.77 0.104 

Cumulative attribute based model (CA-RR) (Chen 

et al. 2013) 
3.43 17.70 0.105 

Gaussian Process Regression (GPR) (Chen et al. 

2012; Chen et al. 2013) 
3.72 20.10 0.115 

Kernel Ridge Regression (KRR) (Chen et al. 2013) 3.51 18.10 0.108 

Multi Output Ridge Regression (MORR) (Chen et 

al. 2012) 
3.15 15.70 0.099 

Multiple Localised Regression (MLR) (Chen et al. 

2012) 
3.90 23.90 0.119 

Random Forest Regression (RFR) (Chen et al. 

2013) 
3.91 21.50 0.121 

Random Projection Forest (RPF) (Xu & Qiu 2016) 3.22 15.50 - 

Ridge regression (RR) (Chen et al. 2012; Chen et 

al. 2013) 
3.59 19.00 0.110 

Squares Support Vector Machine Regression 

(LSSVR) (Chen et al. 2013) 
3.51 18.20 0.108 

Weighted Ridge Regression (WRR) (Chen & 

Kamarainen 2014) 
3.44 18.00 0.105 
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(a) 

(c)  

Figure 4. 1: The MDE distribution of the proposed systems (Mall dataset). 
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 (a) TC= 36, EC1= 38, EC2= 37, EC3= 38      (b) TC= 26, EC1= 29, EC2= 25, EC3=28 

 (a) TC = 19, EC1= 20, EC2= 20, EC3= 20    (b) TC = 29, EC1= 32, EC2= 28, EC3=31 

 Figure 4. 2: Examples of the true count (TC) & the estimated count of people using 

SIFT algorithm (EC1), SIFT-FAST algorithm (EC2) and features regression based 

crowd counting system (EC3). 
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4.2.2 Evaluation of the proposed systems performance using the UCSD 

dataset 

The UCSD dataset represents people moving in two directions along a 

walkway. As shown in Table 4.2, the MDE of the SIFT features algorithm is 

0.065 and 0.064 for the SIFT-FAST features algorithm. The MDE of the 

features regression based people counting system is 0.066. From the results, 

it can be seen that the accuracy of SIFT-FAST features algorithm is better than 

that of SIFT features algorithm and the features regression based people 

counting system. Figure 4.3 shows the percentage of frames within the MDE 

distribution of the algorithms. Figure 4.4 shows the true count (TC) of people 

from sample frames of the UCSD dataset, which is annotated by red dots. In 

general, the accuracies of the proposed systems with the UCSD dataset are 

better than the results from the Mall dataset. The potential justification is that 

the Mall dataset is more complicated in terms of shadows, reflections and 

crowd size (Saleh et al. 2015; Ryan et al. 2015). In addition, the Mall dataset 

is collected with more severe perspective distortion than the UCSD dataset. 

As in the case with the MDE from the Mall dataset, the MDE of this dataset is 

significantly lower than the acceptable error (0.2) which is meeting the 

minimum accuracy requirements of system operators (Ryan et al. 2015).  

Results of both datasets show that the average accuracy of the SIFT-FAST 

algorithm is better than the SIFT algorithm. The EC1 and EC2 of the pixel-wise 

optimisation based algorithms at each frame are correlative because both 

algorithms use almost the same approach. However, FAST corner points are 

used with SIFT-FAST features algorithm to improve the accuracy due to the 

high correlation between the number of people and FAST corner points. The 

proposed systems give the best or comparable results compared to the 

published results presented. 
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Table 4. 2: Comparison of the UCSD dataset results between the proposed 

systems and the state of the art algorithms. 

 

 

Algorithm/ System 

UCSD dataset 

MAE MSE MDE 

Algorithm 1: SIFT Features Algorithm 1.78 5.18 0.065 

Algorithm 2: SIFT-FAST Features Algorithm 1.75 5.01 0.064 

Features Regression Based People Counting System 1.63 4.32 0.066 

Improved Iterative Scaling -Label Distribution Learning 

(IIS-LDL) (Z. Zhang et al. 2015) 
2.08 7.25 0.098 

Kernel Ridge Regression (KRR) (Z. Zhang et al. 2015) 2.16 7.45 0.107 

Random Forest Regression (RFR) (Z. Zhang et al. 2015) 2.42 8.47 0.116 

Gaussian Process Regression (GPR) (Z. Zhang et al. 

2015; Chen & Kamarainen 2014) 

2.30/ 

2.24 

8.21/ 

7.97 

0.114/

0.112 

Ridge Regression (RR) (Z. Zhang et al. 2015; Chen & 

Kamarainen 2014) 
2.25 7.82 0.110 

Multi Output Ridge Regression (MORR) (Z. Zhang et al. 

2015) 
2.29 8.08 0.109 

Cumulative attribute based model (CA-RR) (Chen et al. 

2013; Z. Zhang et al. 2015) 
2.07 6.86 0.102 

Weighted Ridge Regression (WRR) (Chen & Kamarainen 

2014) 
2.05 6.75 0.102 

Linear regression (LR),  Partial Least Squares Regression 

(PLSR), KRR, LSSVR, GPR and RFR (Loy et al. 2013) 
>2.02 >6.67 >0.100 

Random Projection Forest (RPF) (Xu & Qiu 2016) 1.90  6.01 - 

Cost-sensitive Sparse Linear Regression (CS-SLR) 

(Huang et al. 2016) 
1.83  5.04 0.079 

Moving SIFT algorithm (Conte et al. 2013) 3.26 - 0.180 
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(a) 

(b)  

(c) 

 

Figure 4. 3: The MDE distribution of the proposed systems (UCSD 

dataset). 
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(a) TC = 18, EC1= 19, EC2= 18, EC3= 19    (b) TC = 23, EC1= 22, EC2= 24, EC3=23   

(a) TC = 15, EC1= 15, EC2= 17, EC3= 15    (b) TC = 23, EC1= 21, EC2= 22, EC3=21 

 Figure 4. 4: Examples of the true count (TC) & the estimated count of people 

using SIFT algorithm (EC1), SIFT-FAST algorithm (EC2) and features regression 

based crowd counting system (EC3). 
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                          (a)                                                           (b)  

                         (c)                                                            (d)  

Figure 4. 5: (a) An example of the Mall dataset; (b) foreground, using GMM 

algorithm; (c) edge using Canny detector; (d) the motion edge, using 

logical ‘AND’. 

4.2.3 Background subtraction, edge detection and motion edge 

extraction 

The GMM is used for background subtraction and the Canny edge algorithm 

is performed to extract the edges of the frames. The logical ‘AND’ is used to 

extract motion edge in the pixel-wise optimisation based system. Figures 4.5 

and 4.6 show the results of the background subtraction, edge detection and 

motion edge extraction of two sample frames, one from the Mall dataset and 

the second from the UCSD dataset. 
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4.2.4 Features selection of the features regression based people 

counting system 

The relationship between the datasets and their optimal combination of 

features is fuzzy and there are no standard criteria to explain why a particular 

combination of features is appropriate for a given dataset. Environments can 

be described by different characteristics, e.g. frame rate, resolution, colour, 

                        (a)                                                                 (b)  

                        (c)                                                                 (d)  

Figure 4. 6: (a) An example of the UCSD dataset; (b) foreground, using 

GMM algorithm; (c) edge using Canny detector; (d) the motion edge, using 

logical ‘AND’. 
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location (indoor and outdoor), shadows, reflections, loitering, crowd size, 

occlusion level, background texture and background complexity. All these 

characteristics have an effect on the nature of the combination of features that 

is appropriate for a given dataset.  

On the other hand, different types of features can be used with features 

regression based people counting systems, e.g. foreground (shape and size), 

texture, edge and keypoints. Each type of features may be more appropriate 

for the particular type of environments. For instance, edge features can work 

better than size features in crowded environments because size features are 

reduced by occlusions while the edge features become stronger due to the 

overlapping body parts, differing skin tones and clothing (Ryan et al. 2015). 

Texture features can achieve high performance in environments with high 

textured backgrounds (Ryan et al. 2015). Some keypoints features are more 

appropriate for the high perspective distortion environments because some of 

them are scale invariant such as SIFT keypoints. Although there are some 

potential reasons that explain why such a combination of features is 

particularly appropriate for a given dataset, there are no standard criteria for 

the selection. In conclusion, training people counting systems with all potential 

combinations of features is the best solution to this problem.  

The appropriate combination of features with the highest accuracy for the Mall 

and UCSD datasets are SPKT and SPEKT, respectively, where S = Size, P = 

Shape, E = Edges, K = Keypoints and T = Texture. The potential justification 

for this selection is that edge features are highly inaccurate in environments 

with complicated backgrounds and uneven textures of human clothes (Saleh 

et al. 2015). Mall dataset has a high complicated background, shadows and 

reflections than the UCSD dataset (Ryan et al. 2015). In addition, using 

different kinds of features can help to mitigate the non-linearities that arise from 

occlusion, segmentation errors and pedestrian configuration (Chan et al. 

2008). 



 

Chapter 4: Experimental Results and Discussion 

   

90 

 

4.2.5 Threshold selection of the features regression based people 

counting system 

To study the effect of different choices of threshold on the efficiency of the 

proposed system, the results of each stage of the proposed multi-stage 

thresholding method are shown in Table 4.3 and 4.4. The multi-stage 

thresholding method is used to improve the accuracy by selecting the best 

threshold experimentally. 19 potential thresholds are used with each dataset 

to measure the accuracy of the system. The threshold with the highest 

accuracy of the stages is selected to be the best threshold. Nine and ten 

thresholds are shown at the first and second stages, respectively. The best 

threshold for each dataset is marked in bold. 
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Table 4. 3: The threshold selection (Mall dataset). 

 

 

 

 

 

 

Threshold 

Stage 1 

Threshold 

Stage 2 

MAE MSE MDE MAE MSE MDE 

    0.1 2.9417 13.8217 0.0965 0.55 2.9508 14.0292 0.0968 

    0.2 3.0333 14.6517 0.0995 0.56 2.9342 13.9742 0.0963 

    0.3 2.9725 14.1325 0.0975 0.57 2.9200 13.7533 0.0958 

    0.4 3.0292 14.6708 0.0994 0.58 2.9450 13.8867 0.0966 

    0.5 2.9367 14.2800 0.0963 0.59 2.9033 13.6233 0.0953 

    0.6 2.9083 13.6217 0.0954 0.61 2.9033 13.6433 0.0953 

    0.7 2.9333 13.9950 0.0962 0.62 2.9025 13.7042 0.0952 

    0.8 2.9317 13.9000 0.0962 0.63 2.9258 13.9092 0.0960 

     0.9 2.9408 13.8442 0.0965 0.64 2.9383 14.1167 0.0964 

    - - - - 0.65 2.9392 14.1208 0.0964 
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Table 4. 4: The threshold selection (UCSD dataset). 

 

 

 

 

 

 

 

Threshold 
Stage 1 

Threshold 
Stage 2 

MAE MSE MDE MAE MSE MDE 

    0.1 1.7100 4.8767 0.0695 0.15 1.6592 4.6042 0.0680 

    0.2 1.6417 4.5900 0.0672 0.16 1.6542 4.5575 0.0678 

    0.3 1.8758 5.9442 0.0768 0.17 1.6567 4.5333 0.0679 

    0.4 1.7267 4.9667 0.0707 0.18 1.6442 4.4808 0.0673 

    0.5 1.6733 4.8417 0.0685 0.19 1.6308 4.3275 0.0668 

    0.6 1.6917 4.8067 0.0693 0.21 1.6508 4.4708 0.0676 

    0.7 1.7892 5.3325 0.0733 0.22 1.6800 4.6583 0.0688 

    0.8 1.7825 5.3325 0.0733 0.23 1.7075 4.8342 0.0699 

     0.9 1.8150 5.4500 0.0743 0.24 1.7550 5.4417 0.0719 

     - - - - 0.25 1.7775 5.2775 0.0728 
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4.2.6 Performance evaluation in sparse and crowded scenarios  

To evaluate the proposed systems with sparse and crowded scenarios, the 

test set of the Mall dataset is split the same as in [8] into a sparse set which 

includes all the frames with ground truth (number of people), less than or equal 

to 30, and crowded set which includes all the frames with ground truth values 

greater than 30. The test set of the UCSD dataset is also split the same as in 

[8] into a sparse set which includes all the frames that their ground truth is less 

than or equal to 23, and crowded set which includes all the frames that their 

ground truth is greater than 23.  

To ensure that the proposed systems are practical and robust, the training set 

was not been split because the technical definition of the boundary that 

separates the sparse and crowded frames is not clear (Zeyad Q.H. Al-Zaydi et 

al. 2016). In addition, partitioning the training set into two sets would be 

required two training stages. The test sets are processed by the proposed 

systems jointly and then the results are analysed by splitting them into sparse 

and crowded sets. In conclusion, the split between sparse and crowded 

scenarios have mainly been carried out by identifying which frames could be 

classified into each of the categories. No differential training of the systems 

has been carried out. Tables 4.5 and 4.6 show the results of both systems with 

sparse and crowded scenarios. The MDE of both systems in the sparse 

scenarios are higher than the MDE crowded scenarios. The proposed systems 

are more applicable for high-density crowds and this can be seen from the 

achieved good results in crowded scenarios. This opens the door for using the 

proposed systems in high crowded environments. Figures 4.7 and 4.8 show 

the percentages of frames within the MDE distribution for the sparse and 

crowded scenarios based on the Mall and UCSD datasets, respectively. 
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Table 4. 5: Systems performance with sparse and crowded scenarios (Mall 

dataset). 

 

 

 

Table 4. 6: Systems performance with sparse and crowded scenarios (UCSD 

dataset). 

 

 

 

 

 

Algorithm 

Sparse scenario Crowded scenario 

MAE MSE MDE MAE MSE MDE 

SIFT features Algorithm 3.06 16.90 0.120 2.86 13.62 0.078 

SIFT-FAST features Algorithm 2.89 14.98 0.114 2.77 12.81 0.076 

Features regression based 
people counting system 

2.93 14.46 0.118 2.86 12.69 0.078 

Algorithm 

Sparse scenario Crowded scenario 

MAE MSE MDE MAE MSE MDE 

SIFT features Algorithm 1.74 4.95 0.089 1.81 5.35 0.055 

SIFT-FAST features Algorithm 1.74 4.99 0.089 1.75 5.02 0.053 

Features regression based 
people counting system 

1.65 4.43 0.075 1.52 3.78 0.040 
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                        (a)                                                                  (b)  

                                             (c)                                                                  (d)  

                         (e)                                                                  (f)  

 Figure 4. 7: The MDE distribution of the proposed systems in sparse scenarios; (a), 

(b) and (c) in the mall dataset; (d), (e) and (f) in the UCSD dataset. 
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                               (a)                                                               (b)  

                                   (c)                                                                  (d)  

                        (e)                                                                 (f)  

 Figure 4. 8: The MDE distribution of the proposed systems in sparse scenarios; (a), 

(b) and (c) in the mall dataset; (d), (e) and (f) in the UCSD dataset. 
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4.2.7 Computation efficiency evaluation 

People counting based on ROI method is slow to change over time. Calculating 

the number of people every second is more than sufficient for the reliable 

people counting systems (Siva et al. 2016). The proposed systems are 

implemented using MATLAB software and it is running on a PC with 3.2 GHz 

core I5 processor and 8 GB memory. 

To study the computational efficiency of the proposed features regression 

based people counting system, a comparison between the classical GPR 

algorithm and the proposed system is carried on. The classical GPR algorithm 

is chosen because it uses the same regression model which makes the 

comparison more reliable. The comparison with the classical GPR algorithm 

that uses the same regression model will also show the extra computational 

complexity of the features regression based people counting system that 

arises due to the extra steps. In addition, the comparison can be considered 

to be reliable as the classical GPR algorithm is implemented using the same 

hardware and software. Comparison with other reported algorithms will not be 

effective because authors who reported any computational efficiency results 

could have been using different hardware or software. As shown in Table 4.7, 

the processing speeds of the proposed regression based people counting 

system are 20.761 fps and 38.471 fps for the MALL and UCSD datasets, 

respectively. The difference in the processing speeds between the classical 

GPR method and the proposed regression based people counting system is 

extremely small.  

The processing speeds of the pixel-wise optimisation based people counting 

system are about 1 fps and 2 fps for the MALL and UCSD datasets, 

respectively. However, they are significantly lower than the processing speeds 

of the regression based people counting system, they are sufficient for 

achieving reliable people counting system. 
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Table 4. 7: The computation efficiency of the proposed systems. 

 

4.3 Chapter Summary 

This chapter presented the experimental results of the proposed systems. The 

UCSD and Mall datasets have been used to test and evaluate them. The 

results have shown that the proposed systems achieve good results in heavily 

occluded environments with perspective distortions. By means of comparisons 

with other existing low-level features regression methods, our results 

demonstrate the ability of the proposed systems to outperform the others 

methods with respect to MAE, MSE and MDE metrics. Experimental results of 

the proposed systems in sparse and crowded scenarios shows that they 

perform better in crowded environments.  

The computational efficiency results of the proposed systems show that the 

processing effect of the extra steps of regression based people counting 

system is extremely small. In addition, it is significantly faster than pixel-wise 

optimisation based people counting system. The effects of the features and 

threshold selection on the accuracy of the regression based people counting 

system have also been presented and discussed. 

Algorithm 

Processing speed (fps) 

Mall UCSD 

SIFT features Algorithm 0.928 2.352 

SIFT-FAST features Algorithm 0.925 2.337 

Features regression based people counting 
system 

20.761 38.471 

Classical Gaussian Process Regression (GPR) 20.882 38.701 
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On the other hand, the proposed pixel-wise optimisation based people 

counting system is more practical than low-level features regression based 

methods because it can be trained with a lower number of frames so it is 

relatively easy to deploy. In addition, it reduces the training error, speed, cost 

and, opens the door to developing more accurate people detection methods.  
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Chapter 5:  Performance Evaluation in A 

Challenging Environment 

A crowded and complicated environment is used to evaluate the performances 

of the proposed people counting systems in challenging scenarios. The New 

York Grand Central Station dataset is selected for that purpose. The results 

have shown that the proposed systems can achieve good performance in that 

heavily crowded environment. The MAE, MSE and MDE metrics are used to 

measure and evaluate the performances of the proposed systems. A 

comprehensive discussion of the results is also presented to explain the 

implications of these results. 

5.1 Data Description and Experimental Setup 

The New York Grand Central dataset was introduced by Zhou (Zhou et al. 

2012). It is used for understanding the crowd behaviours by observing the 

movement trajectories of people. In this work, a region of interest (ROI) is used 

to specify the same sub-region of all frames, which is only processed for 

people counting. A binary mask that is the same size as the frames of the 

dataset is used. In this mask, the pixels that represent the ROI are assigned a 

value of 1 and a value of 0 for all pixels outside the ROI. Figure 5.1 shows a 

sample frame from this dataset with the ROI. The red colour mask represents 

the non-ROI of the sample frame. 

Table 5.1 shows the characteristics of the New York Grand Central dataset. It 

is a video dataset and contains a very large number of frames (46009 frames) 

and its crowd size (the number of people) changes quite significantly, between 

125 and 245 people (Ryan et al. 2015). 
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The Mall, UCSD and New York Grand Central datasets have been chosen to 

prove the efficiency and robust of the proposed systems because they cover 

a wide range of variation of characteristics. They cover a variation of frame 

rate (fps), resolution, colour, location, shadows, loitering, reflections, crowd 

size and frame type (Saleh et al. 2015; Ryan et al. 2015).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. 1: Sample frame from the New York  Grand Central Station 

dataset with the ROI. 
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Table 5. 1: The features of the New York Grand Central dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

Annotation of all frames in this dataset is not feasible because of the extremely 

large size of the crowd and the substantial number of frames. A subset of 

frames has been selected from different locations of this dataset. Five hundred 

frames are used for the training and testing of the proposed systems. Ten 

sequences of length 50 frames are selected over a long period of time (33 min) 

as in (Ryan et al. 2015). Table 5.2 shows the selected subset of frames with 

the crowd size.   

 

 

 

 

 New York Grand Central dataset 

Year 2012 

Length (frames) 46009 

Frame rate (fps) 23 

Resolution 720 x480 

Colour Grey 

Location Indoor 

Shadows No 

Reflections Yes 

Loitering Yes 

Crowd size 125-245 

Frame type AVI file 
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Table 5. 2: The selected subset of frames and the crowd size. 

 

 

 

 

 

 

 

 

 

 

 

 

In the pixel-wise optimisation based people counting system, 100 frames from 

different locations of New York Grand Central dataset are allocated individually 

for training and 400 frames for testing. In the features regression based people 

counting system, a larger number of training frames is required to maintain the 

accuracy of counting, therefore 300 frames are used for training and 200 

frames for testing. 

 

 

 

Selected subset Crowd size 

951-1000 132 

5951-6000 152 

10951-11000 151 

15951-16000 160 

20951-21000 125 

25951-26000 138 

30951-31000 141 

35951-36000 176 

40951-41000 200 

45951-46000 245 
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5.2 Experimental Results of Optimisation Based People 

Counting System 

The New York Grand Central dataset is used to test and evaluate the two 

algorithms of this people counting system. Three metrics are used to measure 

the performance of the proposed algorithms; MAE, MSE and MDE. The MAE, 

MSE and MDE of the SIFT features algorithm are 8.74, 167.06 and 0.056, 

respectively while they are 7.85, 135.32 and 0.051 for the SIFT-FAST features 

algorithm, respectively. From the results, it can be seen that the accuracy of 

the SIFT-FAST features algorithm is better than that of SIFT features 

algorithm. To preserve the practicality by making this system easy to deploy, 

the same number of the training frames as with the Mall and UCSD datasets 

is used. One hundred frames are used for the training this system and 400 

frames is used for testing. 

The results of the proposed system do not compare with the results of the state 

of the art methods because this dataset is rarely used by the researchers of 

this field to test and evaluate their people counting systems. In addition, the 

experimental setup and counting method that are used by those researchers 

are totally different, making the comparison unreliable. The potential reasons 

that the researchers avoid using the New York Grand Central dataset are that 

this dataset is considered the most difficult and challenging dataset due to the 

large crowd size and the high video resolution. In addition, the reflection and 

loitering introduce noise that affects the background subtraction and create 

noise in the extracted features. The camera setting is another factor that 

increases the complexity of this dataset, because the camera is installed in a 

high place to cover a large area of monitoring, which decreases the quality of 

the dataset. This can affect the quality of the extracted features and thereby 

decrease the accuracy of counting. 

Testing and evaluating any people counting system with this dataset and 

achieving a high performance can be considered as the ultimate aim to prove 
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the efficiency of people counting due to the complexity of this dataset. The high 

performance of the proposed system that achieved using this challenging 

dataset shows the robust and efficiency of the proposed system. Finally, the 

MDE of the proposed system is less than the acceptable error (0.2) which is 

meeting the minimum accuracy requirements of system operators (Ryan et al. 

2015).  

Figure 5.2 shows the percentage of frames within the MDE distribution of the 

proposed system. Figure 5.3 shows the true count (TC) of people from sample 

frames of the New York Grand Central dataset, which is annotated by red dots. 

EC1 and EC2 represent the estimated number of people using SIFT features 

and SIFT-FAST features algorithms, respectively.  
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(a)  

(b)  

Figure 5. 2: The MDE distribution of the optimisation based people 

counting system using the New York Grand Central dataset. 
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(a) TC = 125, EC1= 125, EC2= 121 

  (b) TC = 152, EC1= 154, EC2= 152  

Figure 5. 3: Examples of the true count (TC) & the estimated count of people using 

SIFT algorithm (EC1) and SIFT-FAST algorithm (EC2). 
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              (a)                                                                         (b)  

               (c)                                                                          (d)  

Figure 5. 4: (a) An example of the New York Grand Central dataset; (b) 

foreground, using GMM algorithm; (c) edge using Canny detector; (d) the motion 

edge, using logical ‘AND’. 

 

5.2.1 Background subtraction, edge detection and motion edge 

extraction 

As with the mall and UCSD datasets, the GMM is used for foreground detection 

and the Canny edge algorithm is performed to extract the edges of the frames. 

The motion edges are calculated using the logical ‘AND’ between the 

foreground information and detected edges. Figures 5.4 shows the results of 

the background subtraction, edge detection and motion edge extraction of a 

sample frame from the New York Grand Central dataset. 
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5.3 Experimental Results of Features Regression Based 

People Counting System 

The MAE, MSE and MDE of the features regression based people counting 

system are 4.41, 25.62 and 0.029, respectively. From the results, it can be 

seen that the accuracy of this system is better than that of the pixel-wise 

optimisation based people counting system. Figure 5.5 shows the percentage 

of frames within the MDE distribution of the proposed system. Figure 5.6 

shows some frames from this dataset with their true number of people (TC), 

which are annotated with red dots, and the estimated number of people (EC) 

using features regression based people counting system. Finally, the MDE of 

the proposed system is significantly less than the acceptable error (0.2) which 

is meeting the minimum accuracy requirements of system operators (Ryan et 

al. 2015). 

The appropriate combination of features with the highest accuracy for this 

dataset is SPEKT, where S = Size, P = Shape, E = Edges, K = Keypoints and 

T = Texture. The potential justification for this selection is that using different 

types of features can help to mitigate the non-linearities that arise from 

occlusion, segmentation errors and pedestrian configuration (Chan et al. 

2008). However, this dataset is high crowded and occluded, it is less 

complicated than Mall dataset in terms of complicated background and 

reflections and it does not include shadows. As a consequence, edge features 

are used with this dataset to achieve the best accuracy while they are not used 

with the Mall dataset. 

Evaluating the performance of the proposed systems with sparse and crowded 

scenarios is not reasonable because all the frames of this dataset are high 

crowded. In comparison to the Mall and UCSD datasets, the lower crowded 

frame in this dataset (125 people) contains a higher number of people than the 

high crowded frame in the Mall and UCSD datasets (53 people).  
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(a) TC = 132, EC= 134 

 

 

Figure 5. 5: The MDE distribution using the New York Grand Central dataset. 
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5.3.1 Threshold selection  

To study the effect of different choices of the threshold on the efficiency of the 

features regression based people counting system. Table 5.3 shows the 

results of the New York Grand Central dataset at each stage. The multi-stage 

thresholding method is also used with this dataset by selecting the best 

threshold experimentally. 19 potential thresholds are used and the threshold 

with the highest accuracy of the stages is selected to be the best threshold. 

Nine and ten thresholds are shown at the first and second stages, respectively. 

The best threshold for each dataset is marked in bold. 

 

  (b) TC = 152, EC= 157  

 

 

Figure 5. 6: Examples of the true count (TC) & the estimated count of people using 

features regression based crowd counting system. 
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Table 5. 3: The threshold selection of the New York Grand Central dataset. 

 

 

 

 

 

Threshold 

Stage 1 

Threshold 

Stage 2 

MAE MSE MDE MAE MSE MDE 

    0.1 6.5100 132.6900 0.0437 0.35 4.7300 30.5500 0.0317 

    0.2 5.4250 37.6350 0.0364 0.36 4.6300 28.7000 0.0311 

    0.3 4.9500 33.5900 0.0332 0.37 4.6700 29.3200 0.0313 

    0.4 4.7600 29.1900 0.0320 0.38 4.7000 30.1300 0.0315 

    0.5 5.1350 36.4250 0.0345 0.39 4.7650 30.3350 0.0320 

    0.6 7.0550 68.5550 0.0474 0.41 4.6350 28.1950 0.0311 

    0.7 6.9150 102.1250 0.0464 0.42 4.5900 27.5800 0.0308 

    0.8 6.8250 141.3350 0.0458 0.43 4.4150 25.6250 0.0296 

     0.9 6.9850 143.9250 0.0469 0.44 4.8050 32.8750 0.0323 

    - - - - 0.45 4.6700 30.6800 0.0313 
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5.4 Computation efficiency evaluation 

Counting the number of people every second is more than sufficient for the 

reliable people counting systems (Siva et al. 2016). In addition, it is also 

reliable for many applications and environments to count the number of people 

every few seconds such as shopping malls and grand stations because the 

estimated number of people using ROI methods is usually slow to change over 

time. The proposed systems are implemented using MATLAB software and it 

is running on a PC with 3.2 GHz core I5 processor and 8 GB memory. 

As with the Mall and UCSD dataset, a comparison between the classical GPR 

method and the proposed regression based people counting system is carried 

on. As shown in Table 5.4, the processing speed of the proposed regression 

based people counting system is 19.23 fps and 19.79 fps for the classical GPR 

method. The difference in the processing speeds between them is very small. 

The processing speed of the pixel-wise optimisation based people counting 

system is about 0.5 fps. However, it is significantly lower than the processing 

speed of the regression based people counting system, it is sufficient for 

achieving a reliable people counting system for grand station environments. 

Table 5. 4: The computation efficiency of the proposed systems. 

 

 

Algorithm Processing speed (fps) 

SIFT features Algorithm 0.529 

SIFT-FAST features Algorithm 0.521 

Features regression based people counting 

system 

19.230 

Classical Gaussian Process Regression (GPR) 19.791 
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5.5 Chapter Summary 

This chapter presented the experimental results of the proposed systems 

using the New York Grand Central dataset. This dataset is one of the most 

challenging datasets of the people counting datasets. Data is recorded in a 

highly crowded environment using a high video resolution. In addition, the 

reflection, loitering, and camera setting increase the complexity.  

The results have shown that the proposed systems achieve very good results, 

especially the features-regression-based people counting system. The 

computational efficiency results of the proposed systems show that the 

processing effect of the extra steps of the regression-based people counting 

system is extremely small and can be neglected. On the other hand, the 

proposed pixel-wise optimisation-based people counting system is more 

practical than the features-regression-based people counting system because 

it has been trained with a small number of frames, so it is relatively easier to 

deploy. Therefore, it reduces the training error, set-up speed, and cost. 
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Chapter 6: Conclusion and Future Work 

This chapter brings together all the research work presented in this thesis. In 

particular, it summarised the conclusions, identifies the author’s key 

contributions and proposes future work. 

6.1 Conclusions 

1- This research focused on people counting aiming to efficiently utilise 

CCTV cameras for that purpose.  

2- Two people counting systems have been presented throughout this 

thesis: pixel-wise optimisation based and features regression based 

people counting systems. 

3- Each system works independently to count people and may be more 

appropriate for particular scenarios. The pixel-wise optimisation based 

people counting system is easier to deploy (better practicality), so it is 

more appropriate for large distribution surveillance systems. The 

processing speed of features regression based people counting is 

higher and it is less practical, so it is more appropriate for small 

distribution surveillance systems. 

4- The results show the efficiency of the proposed systems in comparison 

to state-of-the-art people counting methods in terms of MAE, MSE, and 

MDE. The MAE, MSE and MDE of the proposed systems are 2.83, 

13.92 and 0.092, respectively, for the Mall dataset; 1.63, 4.32, and 

0.066, respectively, for the UCSD dataset; and 4.41, 25.62, and 0.029, 

respectively, for the New York Grand Central dataset. 

5- The processing speeds of the proposed systems depend on the 

efficiency of hardware and the programming language. The proposed 
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systems are implemented using MATLAB software and run on a PC 

with 3.2 GHz core I5 processor and 8 GB memory. The computational 

efficiency results of the proposed systems are 20.76 fps, 38.47fps and 

19.23 fps for the Mall, UCSD, and New York Grand Central datasets, 

respectively. 

6- The accuracy of the proposed systems in the sparse scenarios are 

lower than the accuracy in the crowded scenarios. The proposed 

systems are more applicable for high-density crowds and this can be 

seen from the achieved good results in the crowded scenarios. This 

opens the door for using the proposed systems in high crowded 

environments. 

7- The importance of this research is not restricted to one application- it is 

important for many applications e.g. of safety, security, transport, 

energy management and business intelligence applications.  

6.2 Contributions of This Study 

6.2.1 Contributions of the proposed pixel-wise optimisation based 

people counting system 

This system used optimisation techniques for people counting. It is a 

combination of two algorithms and based on the estimation of the density of 

each pixel in each frame for counting people. SIFT features and clustering 

were used to represent pixels in the SIFT algorithm whereas FAST corner 

points with SIFT features were used in the SIFT-FAST algorithm. SIFT and 

FAST features have been selected due to their high correlation with the 

number of people. Three datasets have been used to test and evaluate the 

proposed system. The results have shown that the SIFT-FAST algorithm 

achieved better results than the SIFT algorithm in all datasets. This proves that 

the new combination of SIFT and FAST features with pixel-wise technique 
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improves the performance of people counting. The results show that the both 

algorithms offer a higher accuracy when compared with some existing low-

level features regression based methods. The MAE, MSE and MDE for the 

proposed algorithms are less than or equal to 2.96, 15.3 and 0.096, 

respectively, for the Mall dataset and 1.78, 5.18 and 0.065, respectively, for 

the UCSD dataset. They are less than or equal to 8.74, 167.06 and 0.056, 

respectively, for the New York Grand Central station dataset. 

Edge pixels are used instead of foreground pixels in this system to reduce the 

number of SIFT descriptors required. However, the number of SIFT descriptors 

required is decreased, it is difficult for quadratic programming to be used to 

find the density for all SIFT descriptors (equal to the number of edge motion 

pixels). To solve this problem, clustering is used to reduce the number of SIFT 

descriptors to 256 clusters.  

A combination of grid map and pixel-wise technique is used to improve the 

cluster classification in the frames which enables similar clusters in different 

cells to be assigned different densities depending on their location in the frame. 

This is used to improve the adaption of the proposed algorithms to high 

variations in crowd behaviours, distributions, lighting and densities. 

This system is more practical than the existing low-level features regression 

based methods because it can be trained with a small number of frames so it 

is relatively easy to deploy. In addition, this may reduce the training error, 

speed, cost and opens the door to developing more accurate people detection 

methods. This system can be used to estimate crowd densities at specific 

locations in a scene. This shows significant promise as it can be used to detect 

localised abnormalities in applications such crowd control, evacuation planning 

and product displays.  

Comparison of the proposed system in sparse and crowded scenarios shows 

that it performs better in crowded environments in term of the MDE metric. The 

MDE of the proposed algorithms are less than or equal to 0.078 for the Mall 
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dataset and 0.055 for the UCSD dataset. It is less than or equal to 0.056 for 

the all tested frames of the New York Grand Central station dataset. 

6.2.2 Contributions of the proposed regression based people counting 

system 

A novel system for people counting based on low-level features regression 

was presented in this thesis. A multi-Gaussian regression models are used 

instead of a single model to consider occlusion. In addition, a heterogeneous 

training data was broken down into linear and non-linear homogeneous data 

(low-level occlusion frames and high-level occlusion frames). Each 

homogeneous data was used to train one Gaussian regression model.  

Training regression models using homogeneous data improved the 

performance of training because the relationship between the number of 

people and the extracted features of the homogeneous data is more reliable 

and accurate. A linear kernel is used with the low-level occlusion regression 

model while a combination of the linear and RBF kernels is used with high-

level occlusion regression model. A comprehensive analysis of the proposed 

people counting system across three datasets was performed. This system 

achieved good results under situations of heavy occlusions and perspective 

distortions. In addition, it outperformed a number of existing approaches. The 

MAE, MSE and MDE for the proposed system are 2.9, 13.62 and 0.095, 

respectively, for the Mall dataset and 1.63, 4.32 and 0.066, respectively, for 

the UCSD dataset. They are 25.62, 168 and 0.029, respectively, for the New 

York Grand Central station dataset. 

The existing low-level features regression methods did not use the level of 

occlusion to improve the accuracy because there is no equation or formula 

which can be used to measure it. In this system, a novel equation was used to 

measure the level of occlusion which is based on the ratio of the number of 

keypoints to the number of foreground pixels. The measured level of occlusion 
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of each frame was compared with a predefined threshold to select which 

regression model should be activated.  

A multi-stage thresholding method has been used to determine the predefined 

threshold. This method consists of two stages and nineteen potential 

thresholds. The threshold with the highest accuracy of both stages is selected 

to be the best threshold. This threshold represents the boundary between the 

low-level and high-level occluded frames. It is selected experimentally 

because there is no technical definition or clear boundaries between them. 

A switch approach between the low-level and high-level occlusion regression 

models is used to select which regression model should be applied to the input 

frame. This approach is efficient, fast and less complex than the combination 

of the regression models that is used by most existing ensemble learning 

methods. The results of the computation efficiency showed that the difference 

in speed between the classical Gaussian process regression and this system 

is very small. This proves that the switch method is fast and efficient to use in 

the people counting. 

The combination of features is selected dynamically depending on the 

characteristics of each environment. Thirty-one combinations of features were 

selected to be tested and evaluated with this system and the combination with 

the highest accuracy has been selected to be the best combination. It is 

noticed that the use of larger number of different types of features generally 

improved the performance. It is also noticed that edge features are highly 

inaccurate in the environments with complicated backgrounds, shadows and 

reflections. 

Comparison of the proposed system in sparse and crowded scenarios shows 

that it performs better in crowded environments in term of the MDE metric. The 

MDE of the proposed system is equal to 0.078 for the Mall dataset and 0.075 

for the UCSD dataset. It is 0.029 for the all tested frames of the New York 

Grand Central station dataset. 
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6.3 Future Work 

This thesis has provided a number of contributions to the field of people 

counting based on computer vision. However, there is no scientific research 

can be exhaustively investigated due to much uncontrollable constrains such 

as time, data availability, etc. In this section, avenues for additional future 

research are briefly proposed. 

6.3.1 Evaluation of the proposed systems with other objects 

Although the proposed people counting systems achieve high performance, 

they are only used for one type of object (people). The proposed systems may 

be modified to count a number of other visual objects, such as cells in a 

microscopic image, cars or trees. 

The optimal set of extracted features should be investigated to select the best 

combination of features depending on the type of object. In addition, the 

appropriate regression or optimisation models to use with each type of object 

should be investigated.  

6.3.2 Extension of bidirectional people counting systems 

The proposed systems can be extended to consider the direction of people 

using bidirectional background subtraction methods, such as the mixture of 

dynamic textures (Chan & Vasconcelos 2008). Bidirectional analysis of people 

counting may be useful for different applications to monitor the main directions 

and routes of crowds. The same types of features can be used with all routes 

of the crowd while individual regression or optimisation models should be used 

with each one of them. The number of people in each route is counted using 

these individual regression or optimisation models. 
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6.3.3 Further study of regression models, optimisation programming and 

background subtraction methods 

In this thesis, the author has chosen one type of regression model (GPR), 

optimisation programming (quadratic programming) and background 

subtraction method (GMM) to implement the proposed systems. Although the 

results of the systems are good and outperform a number of existing people 

counting methods, the performance of the systems may still be improved by 

using other types of regression models, optimisation programming and/or 

background subtraction methods.  

The proposed systems are high adaptive because they are not restricted to 

one type of regression model, optimisation programming and/or background 

subtraction methods. Different types of these methods should be investigated 

and a comprehensive analysis of them is required to select the best methods. 

In addition, high adaptive systems open the door for other researchers to test 

and evaluate the new developed regression models, optimisation 

programming and/or background subtraction methods. In conclusions, the 

performances of the proposed systems can be improved continually. 

6.3.4 Improving the processing speed of the processed systems 

A Graphics Processing Unit (GPU) is a chip that is used to process any 

functions relating to what displays on your computer's screen. MATLAB can 

utilise GPU chips to accelerate the processing speed of the proposed systems 

so they will be more sophisticated real-time systems. MATLAB software offers 

the GPU computing technology to clients without having to learn the intricacies 

of GPU architectures or low-level GPU computing libraries. NVIDIA GPU is 

only supported by MATLAB while AMD or Intel GPUs are not supported for 

computation acceleration. 
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MATLAB software also offers a method to utilise multiple GPUs on a single 

computer using MATLAB workers in parallel computing toolbox and MATLAB 

distributed computing server. In conclusion, the processing speed of the 

proposed systems can be significantly improved by using single or multi 

NVIDIA GPUs. 
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Appendices 

Appendix A: List of Features 

The following table lists the features that used with the features regression 

based crowd counting system. Four categories were used with this system and 

as in Section 3.5.6. 

 

Features Description 

Foreground segment 

segment area 
segment perimeter 
perimeter orientation histogram (90 degrees) 
perimeter orientation histogram (120 degrees) 
perimeter orientation histogram (150 degrees) 
perimeter orientation histogram (0 degrees) 
perimeter orientation histogram (30 degrees) 
perimeter orientation histogram (60 degrees) 
perimeter-area ratio 
Blob count 

Edge 

internal edge length 
internal edge orientation histogram (90 degrees) 
internal edge orientation histogram (120 degrees) 
internal edge orientation histogram (150 degrees) 
internal edge orientation histogram (0 degrees) 
internal edge orientation histogram (30 degrees) 
internal edge orientation histogram (60 degrees) 

Texture 

GLCM energy (0 degrees) 
GLCM homogeneity (0 degrees) 
GLCM entropy (0 degrees) 
GLCM energy (45 degrees) 
GLCM homogeneity (45 degrees) 
GLCM entropy (45 degrees) 
GLCM energy (90 degrees) 
GLCM homogeneity (90 degrees) 
GLCM entropy (90 degrees) 
GLCM energy (135 degrees) 
GLCM homogeneity (135 degrees) 
GLCM entropy (135 degrees) 

Keypoints SIFT 
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Representation, 39, 218-225 (impact factor 2.16). 
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Y. (2016). A robust multimedia surveillance system for people 

counting. Multimedia Tools and Applications, 1-28 (impact factor 1.53). 

Conference Proceedings: 

 Al-Zaydi, Z. Q., Ndzi, D., & Sanders, D. (2016). Cascade method for 

image processing based people detection and counting. Proceedings 

of 2016 International Conference on Image Processing, Production and 
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Appendix C: Ethical Approval and Form UPR16 

(Research Ethics Review Checklist) 

Ethical approval was confirmed by email from the Faculty of Technology Ethics 

Committee at the University of Portsmouth, dated 19 June 2017. 
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