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Energy savingsviaforeign direct investment? Empirical evidence from Portugal
Jodo Paulo Bento

Research Unit in Governance, Competitiveness andidP®olicy and Department of Economics,

Management and Industrial Engineering, Universftieeiro, 3810-193 Aveiro, Portugal

Abstract

This study runs a cointegration analysis on andatd from 1980 to 2007 to investigate
the relationship between primary energy consumptieconomic growth and net
inflows of foreign direct investment with the Engled Granger method, Stock-Watson
dynamic ordinary least squares (DOLS), the bouerdsing approach to cointegration
and error correction modellinghe empirical results suggest that there is destabg
run linear cointegration relationship between thtbsee variables. While income has a
large and positive influence on energy consumpttbe, results point to a small but
negative effect of foreign direct investment (FDI energy consumptioss for the
short-run relationship among the seriedie estimation and inference in the
autoregressive distributed lag error correction edddRDL) further confirm this link.
These findings have important policy implicatioss)ce the promotion of appropriate
structural policies aiming at attracting foreignvestment can induce energy
conservation without obstructing economic growth.

Keywords: energy consumption, economic growth, ifpre direct investment,

cointegration

1. Introduction

Since the Kyoto protocol, many countries are takliglobal warming and are
committing to reduce their energy use and carboisgans by promoting renewable
energy sources and taking major energy efficieraticies initiatives to develop a more
independent energy mix, which is currently domidabg imported liquid fossil fuels
and natural gas (see Cravinho et al, 2011; PeasidaPereira, 2010). The increasing
attention given to global energy issues and inteynal policies, offers a renewed
incentive to research the linkages between theggrssctor and economic performance
by emphasizing potential energy efficiency gainenshing from Foreign Direct
Investment (hereafter FDI), i.e. energy that wduddsaved as a result of FDI.

The goal of this paper is to extend the strandtefdture on energy consumption and
economic growth to examine the energy saving tdolgyaransfer hypothesis via FDI.
This literature (seanter alia, Belloumi, 2009; Ozturk, 2010; Payne, 2010) sutgyas
causal and positive relationship between energywoption and economic growth.
Additionally, several studies also present stastevidence with time series analysis
that the two variables are cointegrated and finolgloun solutions or equilibrium
relationships from non stationary series (Yuan.e@07; Apergis and Payne, 2010).
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The importance of FDI on economic growth is in neell recognized in the empirical

literature (see, for example, Dunning, 1993; Baemtl Pain, 1996; De Mello, 1999;

Trevino et al.,, 2002; Basu et al., 2003). A conasngiew is reached on the clear
positive impact of FDI on overall economic growthless developed countries, while
research that focuses only on developed countrees found ambiguous results
(Borzenstein et al., 1998; Nair Reichert et alQP0Most of the existing studies (Barrel
and Pain, 1997; Blomstrom et al., 1998; Borenszteml., 1998) focus on the impact of
FDI over the productivity and technology transfer general and up till now the

literature is scarce and provides inconclusivedllievidence regarding the impacts of
FDI on energy consumption specifically.

The results emerging from this strand of literatare mainly based on empirical
evidence from developing countries. Firm- and plamél analysis has found a negative
impact of foreign ownership on the energy intensityfirms (Eskeland and Harrison,
2003; Fisher-Vanden et al., 2004). Cross-sectiagalregation of economic data has
revealed that FDI has a reducing impact on energgnsity (Mielnik and Goldemberg,
2002), while macro level panel data models havehaan able to confirm a robust
energy reducing effect by FDI (Hubler and KelleD08). Besides that, Tang (2009) has
identified a long run cointegrating relation betwesectricity consumption, income and
FDI and a bilateral direction of causality betwéleese variables.

The first contribution of this paper to this litewee is that it empirically investigates the
effect of FDI on energy consumption at country levenergy saving technology

transfer could answer the question if more FDI #8aw the economy can bring about
the technology transfer, which could restrain eparge. Even if such an effect is not
obvious to analyze at the aggregate level, resdarcdcommended to identify country
specific characteristics that are likely to intéracth FDI and therefore put forth an

energy reducing effect. It can be helpful to usentry specific data in order to analyze
whether FDI inflows reduce energy use to providikcgmakers a better understanding
of the energy use-economic growth-foreign direstesiment nexus to assist in the
adoption and implementing of key energy efficieraryd climate change mitigation

measures.

The second contribution is that unlike majoritypsévious studies, the present study
uses a combination of different cointegration regi@n techniques, considered more
appropriate for estimation purpose in case of srsathples, such as the Engle and
Granger (1987) two-step procedustock and Watson (1983) Dynamic Ordinary Least
Squares (DOLS) anthe Autoregressive Distributed Lag (ARDL) and ercorrection
model bounds testing approach (Pesaran et al.,)2B@Imaking use of these modeling
procedures, this study is capable not only to egenong run equilibrium relationships
amongst variables, i.e., confirm the existence mhtegration, but also to investigate
short-run dynamics around equilibrium.

The reminder of this paper is organized as folldBection 2 contains the description of
the data and discussion of different approachesarasv establishing cointegration
between variables and estimating the long-run icglahip, and the subsequent
specification of an error correction model représgnthe short-run adjustment towards
equilibrium. Section 3 presents and discussesrtimrieal results. The paper ends with
the main conclusions and policy implications.



2. Data and estimation techniques

The data used in this study are obtained from uargources and relate to the period
from 1980 to 2007. Prior to the empirical analysi,variables are transformed into
logarithmic form to reduce heteroscedasticity. Aalndata on energy consumption has
been gathered from the International Energy Ageringome data is from World
Bank’s International Comparison Program databaseeign direct investment inflows
are taken from the Balance of Payments Statistidslaternational Financial Statistics
database and browser on CD-ROM published by teeriational Monetary Fund.

As the purpose of this paper is to find out whethere is any relationship between FDI
and energy consumption, the linear specificatiantlie@ long run energy consumption
function adopts the following form:

INEC, =a,+B,InGDP, + 5, InFDI, +¢, 1)

where o1 IS a constant and;, the error term. ECis the total primary energy

consumption in kg of oil equivalent units. GD® real gross income per capita proxied
by gross domestic product converted to 2005 conhstéernational US dollars using
purchasing power parity rates. kbdfers to the net inflows of foreign direct invesint

as a percentage of gross domestic product. Primageygy consumption refers to the
supply to users without any conversion or transtirom of crude energylhe use of
energy is occurring on the consumption side ofahergy balance in the energy supply
sector. The logarithmic model has the advantageé itkaparameter$; and p; are
elasticities which provide a simple and conveniealy to measure the effect of the
explanatory variables on the response variable.

This study follows estimation techniques used comignm time series econometrics. If
an Ordinary Least Squares (OLS) regression is astih regression models for non-
stationary variables give spurious results (Granged Newbold, 1974). Standard
regression proprieties hold only if variables amgisnary. Most of economic variables
do not satisfy these assumptions, but when combmsaof 1(1) variables become 1(0),
or stationary, then OLS estimates are valid. Is taise, these variables are cointegrated
and bey share a long term or common equilibrium retegiop. Long run equations can
be used to detect the presence of cointegrationly Oh the residualdrom
the cointegratingegressiorare stationary, a valid long run relationship exisetween
the variables. On the contrary, if the stationast indicates I(1), therefore the variables
are not cointegrated and we have the case of spuregression.

To test for the degree of integration of the indual time series, using standard unit
root tests on the levels and first differences afiables, this study employhe
regression equation for the Augmented Dickey-Fuiést (Dickey and Fuller, 1979).
The null hypothesis to be tested is that the sésie®n-stationary, i.e. has a unit root,
against the alternative that it does nbhis stationary test uses the lagged dependent
variable to overcome the problem of autocorrelati@ien found in time series data and
can be expressed in its most general form as shote following equation:

P
AY, = p +7 Y + jzzllajAYt—j BV *E @)



where, the ‘" symbol denotes the drift term,)” denotes the time trend an@&™ the

distributed random error correction term with zeatue of mean and constant variance.
The correct value for f”, the largest lag length used, is determined lgresce to the

Schwartz-Baysian information criteria. Robustnebgcks are done witlthe more
robust PP test (Phillips and Perron, 1988) fordgame function forms to overcome the
weakness of the ADF test. The latter are similafotoner, but they incorporate an
automatic correction to the Dickey Fuller procedtwecontrol for serial correlation
when testing for a unit root.

The Engle and Granger (1987) begins with pre-tgdiire variables for their order of

integration and assuring that all of them are ITDH.test for cointegration between two
or more non-stationary time series, it simply regsirunning an OLS regression, saving
the residual and then running the ADF test on #sedual to assess if the regression
produces a stationary error term. The computed Affstics are compared with the
critical values tabulated in MacKinnon (1991).d6t statistics reject the null hypothesis
of no cointegration, then the variables are coirategl, i.e., they do have a long run
relationship.

Evidence based on Monte Carlo experiments shows Wizen dealing with small
sample sizes, the Stock and Watson dynamic OLS adeih a more robust single
equation method for parameter estimation than Oi.8 imcludes the leads and lags of
first differences of the repressorApart from correcting for endogeneity and serial
correlation effectthe DOLS procedure allows to use cointegratedabées, which are
integrated of mixed order. It involves regressingy d(1) variables on other (1)
variables, any 1(0) variables and leads and lagbefirst differences of I(1) variables.
The long run model for total energy consumption loarexpressed as follows:

INEC,=a,+4 3 $AINGDR, +4, S gAINFDI,, +5 @3)

whereo, andég, are the intercept and error terms respectivelyps&uptsm andn are

the lengths of leads and lags of the repressorstlagarameters; and p; of this
function are elasticities.

The ARDL bounds testing procedure is an alternatiag of assessing the cointegration
and to identify the long run relationship betweerergy consumption and FDI. The
merit of this technique is that it can be appliejardlesswhether underlying
regressors are purelyl) or integrated of order I(0) and performs weh small
sample sizes. This means that the pre-testing @mblassociated with conventional
cointegration, which requires that variables areaaly classified of orderd) can be
overlooked. It is capable of dealing with the lketndogeneity problem of the
regressors and as such provides unbiased paraestimates and valittstatistics of
the long run model (Harris and Sollis, 2003) andré¢ffore is preferred to all other
methods to estimate together the long run relatipssand the short run dynamic
interactions among the variables. The approachhwegaestimating the conditional error
correction version of the ARDL model for energy somption and is represented by
the following equation:



AINEC, =a,+3InEC_ +3InGDP_, +&,InFDI, +Y_5,AINEC,,

i=1

+> & AINGDP_ +) 4, AINFDI_ +¢ @)

i=0 i=0

where A is the first difference operator, E@e dependent variable, and GDFDI; are
the explanatory variables andthe white noise error term. From the above maégeéb
and 83, are the long run parameters. Lag selection iectedl by a criterion such as
Akakie Information Criterion (hereafter AIC). Fonraual data, Pesaran and Shin (1999)
recommend choosing a maximum of 2 lags. The jogmtiscant F-test or Wald statistic
of the lagged level variables is employed for iiggding the existence of a long run
behaviour among the variables. The null hypothesisaving no cointegration, g4, =
d,=03= 0 is tested against the alternative hypothesis,dlt 6, # 63# 0. The critical
values used are those tabulated by Pesaran eRCl1)( for different numbers of
regressors and for the ARDL model with a restrigteédrcept and no trend.here are
two sets of critical values, one upper bound alah@r bound. The former refers to (1)
variables and the latter to 1(0) series. If the pated F-statistic exceeds the upper
bound of the critical values, then the null hypsikef no cointegration is rejected. If it
is less than the lower bounds value, then the cainot be rejected, but if it falls
between the two levels of the bands, the cointemraest becomes inconclusive.

If a long-run relationship is established betwedan tariables, the long run model and
the short run dynamics derived from an error caiwacmodel are estimated from the
following equations respectively:

INEC,=a,+Y .4 INEC_ +).4,InGDP_ +)_4, InFDI, + 4, (5)

i=1 i=0 i=0

AINEC, =a,+) 8,AINEC_ +)_5,AINGDP_ +>_5,AInFDI +ECM_, +8,  (6)

i=1 i=0 i=0

wherey is the coefficient the error correction term EGMefined as

ECM, =InEC,-a,- Y dAINEC,, +Y_8AINGDP_ +> JAInFDI,, 7)

i=1 i=0 i=C

The error correction term should have a negatiga and have a statistical significant
coefficient. The stability of the relationship ben variables is further investigated by
means of diagnostic tests on the Error Correctimddls (ECM) residuals. Failure of
serial correlation, heteroscedasticity and funaidorm or normality tests implies the
model is inadequatd.he goodness of fit for the chosen ARDL model isaied
through stability tests such @smulative Sum of Recursive Residuals (CUSUM) and
Cumulative Sum of Square of Recursive ResidualsSGMQ) tests.

The OLS approach, while simple to implement, is without problems. Parameter
estimates can be biasadgespective of the number of integrated covariatgsen the
number of regressors exceeds two because therbecamore than one cointegrating
relationship or vector. Beingoncerned with the robustness of univariate conatemn
tests,the existence of only one cointegration relatiopski not assumed a priori and



further evidence on cointegration is tested forthe Johansen and Juselius (1990)
maximum likelihood estimation procedure to test fibre presence of multiple
cointegrating vectors. The Johansen's multivarggproach to cointegration is a full
information technique and consists of estimating thAnk of the matrixIT in the
following equation:

DX =5+§FAX1_1+I'|X¢_1+6} (8)

where X is a column vector of variables that are integtateorder one ang is anxl
vector of innovationsl';and 1 are coefficient matrixed) is a difference operatop,

is the lag lenght and is a constant. If the coefficient matrix has zero rank, no
stationary combination can be identified, henceabdes X are not cointegrated. Thus,
if the rank of I is different from zero, there exist possible stationary linear
combinations and variables are cointegrated. JemafE991) proposes two different
likelihood ratio tests, which have non-standard ngsiptic null distributions, to
determine the number of cointegrating vectors, ite trace test and maximum
eigenvalue test. The trace test tests the null thhgsts that the cointegration rank is
equal tor against the alternative that thlmintegration rank ik. The maximum
eigenvalue test, on the other hand, tests thehyplbthesis of cointegrating vectors
against the alternative hypothesig®1l cointegrating vectors.

3. Estimation and discussion of results

Before proceeding with any cointegration methodisiimportant to investigate the
order of integration of the variables. Table 1 swariges the results of the ADF and PP
stationary tests for the variables on their level &rst difference form. From the table,
it is evident that the three variables are noticstary on their levels and this result is
justified by both unit root tests with and withottend terms. Moreover, the first
differences suggest that all variables are statjorieherefore, the hypothesis that the
time series contain an autoregressive unit roateepted. The Dickey-Fuller test based
on the 10%, 5% and 1% critical values supportshifpothesis that all series contain a
unit root. Although, employing the Phillips-Perrtast gives different results for the test
with an intercept and trend and lowers the levedighificance, the main conclusion is
gualitatively the same as reported by the DickeNeFtests. Both tests are in favour of
the unit root hypothesis in all time series. Thenbmed results of all tests suggest that
all the series appear to be I(1) processes, hetegrated of order one.

Since the data appears to be integrated of orderaad stationary in first differences,
the next step is to estimate long run parameters fquations (1), (3) and (5). Table 2
reports the long run cointegration testing respftxluced by Engle and Granger, DOLS
and ARDL approaches and provides evidence for tkistemce of one long run
cointegration relationship between £GDR and FD{ in the second column from the
left side. Both ADF and PP stationary tests appdiedhe error term retrieved by simple
OLS indicate that the residuals are stationarytisizs of AIC and SBC, which are -
3.51 and -3.24 respectively, are both significard Bess than their critical values of -
2.97 at 5 percent level and -2.62 at 10 per cen lef significance.



Table 1: Augmented Dickey-Fuller and Philips-Perron stationary tests

Test with an intercept Test with an intercept Test with no intercept
and trend or trend
1St 1St 1St
Levels differences Levels differences Levels differences
nEG -1.45 -5.11* -0.71 -5.61* 3.27 -1.27
n
(-1.49) (-4.94%) (-0.66) (-5.64%) (3.31) (-3.71%)
-3.22%* -2.72%** -3.34%** -4.68* 3.60 -1.81%**
In GDR,
(-1.27) (-2.95**%) (-1.61) (-2.14) (2.95) (-1.67)
i EDI -3.35** -6.25* -4.07** -6.22* -2.75*% -6.22*
n
' (-3.25*%) (-12.75%) (-4.07*) (-16.24%) (-2.65%) (-10.38%)
CV (1%) -3.69 -3.71 -4.33 -4.35 -2.65 -2.66
CV (5%) -2.97 -2.98 -3.58 -3.59 -1.95 -1.95
CV (10%) -2.62 -2.62 -3.22 -3.23 -1.60 -1.61

Note: the asterisks *, ** and *** denote the sigo#nce level at 1, 5 and 10 per cent respectivihg
optimal lag length for the Augmented Dickey-Fullenit root test is selected using the Schwartz
Information Criteria (SIC), while the bandwidth fdve Philips-Perron stationary tests is selectedgus
Newey-West Barlett kernel. All variables are tramsfed into logarithm form. The maximum lag length
is 4 for the ADF test. All tests are conducted udihg no intercept or trend, only an intercept othban
intercept and linear deterministic trend. The Makan critical values reported in the last three ranes
for the 1, 5 and 10 per cent levels of significaridee Philips-Perron unit root tests results aesented
within the parentheses.

Stock Watson DOLS estimates of the long run pararsetith all variables appearing
in levels and leads and lags of their first diffexres are placed into the third column in
Table 2. This equation uses up to one leads ansl ¢hghe dependent variables.
Likewise the OLS estimation model, the adjustedgRased value of the dynamic
regression model is high. This indicates a good#itation of the series in both cases.

Having found that there is a long run relationdbgtween the variables with OLS and
DOLS, the next step is to confirm the long run tielaship using the ARDL approach
and estimate its long run coefficients. The ARDD(Q) specification is selected based
on Schwarz Bayesian Criterion. The result of fheest for cointegration from the
ARDL bound method is reported in the last columnTiable 2. The calculate#-
statistic is 2.81 and not greater than the criticdles of the top level of the bound in
significance levels 1, 5 and 10 per cent. Prootoafj run relation among variables is
not established. The computEestatistics fall below the lower bound critical wak for
the different levels of significance, except atdg cent significance level. According
to the computed--statistic compared against the Pesaran et al.1j2@@ver bound
critical value of 2.63, the null hypothesis of mmntegration in lag order one is rejected.
The bounds cointegration test is regarded as ingsive because thE-statistic falls
into the bounds.



Table 2: Estimated long run coefficients

Dependent variable: In EC OoLS DOLS ARDL
Constant -5.63* -5.56* -5.22*
(0.44) (0.47) (0.48)
In GDR, 1.58* 1.58* 1.54~*
(0.05) (0.05) (0.05)
In FDI, -0.02*** -0.03*** -0.04**
(0.01) (0.02) (0.02)
A In GDR; -0.33
(0.33)
A In GDR+, 0.001
(0.25)
A In FDI., -0.009
(0.008)
A In FDl+y -0.002
(0.01)
Phillips Perron -3.24**
Augment Dickey Fuller -3.51**
Diagnostic tests
Adjusted R 0.98 0.99
Durbin Watson statistic 1.23 2.22
X?Serial correlation 2.30[0.13] 0.58 [0.45]
X?Functional form 0.46 [0.49] 0.22 [0.64]
X Normality 2.66 [0.26] 2.01[0.37]
X?Heteroscedasticity 2.79 [0.09] 3.32[0.07]

Note: the asterisks *, ** and *** indicate statisdilly significant at 1, 5 and 10 per cent significa level

and figure in parenthesis and brackets are staneland andp-values respectively. DOLS long-run
variance estimate is done with Barlett kernel. NeWéest fixed bandwidth is set to three. The lead$ a
lag order of the DOLS is set to one on the firgtedénces of the dependent variables. The lasthoolu
displays the long run coefficients and their asytiptstandard errors based on the estimates of the
selected ARDL regression with the maximum ordelagfset to 2. The results don’t change all thathmuc
if lag order is set to 1. The lag length criterraoptimal lag length is obtained with an unreseitivVAR
model based on SBC criterion. The upper bounccatitialue of the F-test for cointegration is 5,73a8d
3.35 respectively, at the 1, 5 and 10 per cent levsignificance. The critical values Bfstatistics taken
from Pesaran et al. (2001, Table Clii) for loweuhd are 4.13, 3.10 and 2.63 respectively, for dmes
significance levels. Diagnostic tests are the Lageamultiplier test of residual serial correlatighe
Ramsey's RESET test for functional form using tnease of the fitted values, the normality test base

a test of skewness and kurtosis of residuals aach#éteroscedasticity test based on the regres$ion o
squared residuals on squared fitted values. Thétseshow that in the long GPRas a significant effect

on EG and a one per cent increase in this variable leads54 per cent to 1.58 per cent increase in the
dependent variable. FDhas also a significant effect on E@eaning that one per cent increase in this
variable leads to a 0.02 per cent to 0.04 perfedirih energy consumption.

Next, the short run dynamics of the variables at@rened by estimating the ARDL
error correction representation in equation (6pl@&a reports the short run coefficients
of the variables estimated from the selected AR, model based on Schwarz
Bayesian Criterion. In the short run error corm@ctmodel, the income coefficient is
equal to 1.13. It has the theoretically expectgd aind is statistically significant at the 1
per cent level. This value is lower than the long income elasticity values reported in
Table 2 ranging between 1.54 and 1.58. This mdaatstlis variable has a significant
and sizable effect on the dependent variable. lals observed, that FDhas
statistically significant short run and long rurrgraeters, varying between -0.02 and -



0.04, and are inversely related to;EThis infers that, this explanatory variable will
induce a decrease in energy consumption.

The ECM version of the ARDL model is significantlaper cent level with F(3,22) =
17.61 andp-value < 0.01, besides de adjusted R-squared vidiehual to 0.71. It has a
statistically significant lagged error correctiamefficient which has a negative sign and
is less than unity as expected by theory. The mefit of ECM.; indicates how much
of the disequilibrium in the short run will be elmated in the long run. This result
implies that the adjustment process to equilibrigmuite fast. Approximately 73 per
cent of the previous year’s deviations in energysconption from its equilibrium path
are corrected over the following year.

Table 3: Estimated short run error correction mode

Dependent variables In EG Coefficient
Constant -3.83*
(0.69)
A'In GDR 1.13*
(0.17)
A In FDI; -0.03**
(0.01)
ECM;.1 -0.73*
(0.112)
Diagnostic tests
F-statistic F(3,22) =17.61[0.00]
Adjusted R 0.71
Durbin Watson statistic 2.01
X“Serial correlation 0.41[0.52]
X?Functional form 0.73[0.39]
X Normality 1.11 [0.57]
X?Heteroscedasticity 0.08 [0.78]

Note: the asterisks *, ** and *** denotes statistiy significant at 1, 5 and
10 per cent level. Figures in brackets pnealues and standard errors
are in parentheses.

The ECM model passes all diagnostic tests. Themmisvidence of serial correlation.
The model seems to be well specified with referetocéunctional form. Diagnostic
checking does not detect any significant deviafrtmm a normal distribution and no
econometric problem resulting from heteroscedastiduals. Similar conclusions are
reached when comparing the long run estimationréssilts. Since unstable parameter
may cause misspecification issues and ultimatebdyce biased results, parameter
stability tests are performed on the selected ARpresentation of the ECM.
Recursive estimation using the cumulative sum (CM$End the cumulative sum of
squares (CUSUMSQ) indicate that the parametersinesi@ble over the sample period.
As it is clear from Figure 1 and Figure 2, the plbbth the CUSUM and CUSUMSQ of
recursive residuals, drawn to check the stabilityhe long run coefficients together
with the short run dynamics, are within the critibmunds of 5 per cent. Graphical
inspection indicates that the model’s long run fiokeints are structurally stable.



Figure 3: Plot of cumulative sum tests for the Gomits stability
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Figure 4: Plot of cumulative sum of squares testsHe coefficients stability
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Further evidence on cointegration is found with thehansen maximum likelihood
procedure. Based on the Schwarz Bayesian Criteth@nappropriate number of lags in
the VAR system with unrestricted intercept and neod is set to one. Table 4 indicates
that the cointegration likelihood ratio test basedthe maximum eigenvalue cannot
reject the null hypothesis of no-cointegration heseathe test statistic is 18.80 and is
lower than the critical values of 21.12 and 19.0tha 5 per cent and 10 percent level of
significance respectively. The trace statistic giopposite results, providing evidence
to reject the null of zero cointegrating vectordgamour of one cointegrating vector at 5
per cent and 10 per cent levels of significancees Trace statistic is 32.53 and higher
than the critical values of 31.54 and 28.78 at 3hper cent and 10 per cent levels
respectively. On the basis of the results of ttases, there exists a long run relationship
between the variables included in the cointegratedtor and hence evidence for
cointegration is found.

10



Table 4: Johansen and Juselius cointegration tests

Null Alternative Eigenvalue Critical values
95% | 90%

Maximum eigenvalues

r=0 r=1 18.80 21.12 19.02

r<=1 r=2 12.70 14.88 12.98

r<=2 r=3 1.03 8.07 6.50

Trace statistic

r=0 r>1 32.53 31.54 28.78

r<=1 r=>2 13.73 17.86 15.75

r<=2 r=3 1.03 8.07 6.50

Note: in the maximum likelihood procedure,indicates the number of cointegration relationship
Cointegration tests based omaximal eigenvalue and on trace statistics of tleehastic matrix are
compared with the critical values from Johansen &umsklius (1990). The asterisk indicates rejeatibn
the null hypothesis at 95 per cent critical value.

4. Conclusion

This study employs distinctive time series techagjuo test for the presence of
cointegration and to empirically examine the long relations and short run dynamics
between energy consumption, economic growth aneigordirect investment at the

aggregate level. Long- and short-run energy demeladticities are estimated on

Portuguese annual data for 1980-2007. The regults the time series analysis reveal
that energy consumption, economic growth and foremjrect investment are

cointegrated in the long- and short run. Empiriegults show that all the series are
integrated of order one and evidence of cointegma established using the Engle and
Granger method. Furthermore, the assumption comgeithe existence of a unique

cointegration vector is confirmed by the Johansemiftivariate cointegration tests.

Once the presence of cointegration is establistiesl,error correction model, that
includes both long run and short run informatianderived from the autoregressive
distributed lag model. The estimated coefficientlod equilibrium correction term in

the ARDL model is statistically significant, posses the correct specification, and
indicates that the adjustment process by which lmgequilibrium is restored after a
shock is relatively fast. Altogether, the resultshe diagnostic and stability tests, and
the high explanatory power of the estimated modalsher confirm the robustness of
the results.

An equally important finding is the strong impacf @conomic growth on
the consumption of energy. The high income eldgtiof demand for total energy
consumption in all models suggests that econonoevtlr is accompanied by a major
increase in energy consumption. For each percempaigé of economic growth, energy
consumption increases by approximately one andifgpbecentage points. This result
accords with the positive growth effect on energg wvell known and extensively
documented in the empirical literature.

The key result arising from the study is that itd§ empirical evidence for a robust
energy reducing effect of aggregate FDI. Althouthie, elasticity or responsiveness of
energy consumption to changes in FDI is small,ef@nometric investigation suggests
that FDI is statistically significant in determigirenergy consumption in the long- and
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in the short run. These findings have importanigyoimplications insofar as energy
conservation measures and environmental policesamncerned, since FDI is generally
a channel for technology transfer, which contrisute restrain energy use and hence
gas house emissions.
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