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Abstract: A fractional linear system is defined by differential or difference equations of
non-integer order. A well-known result about the stability of fractional differential systems
will be extended to discrete-time systems defined by fractional difference equations. This
will be accomplished using time scales, which permit to unify continuous and discrete-time

systems.

Copyright (©) CONTROLO2012

Keywords: Linear dynamical systems, Stability, Fractional calculus, Time scales

1. INTRODUCTION

Leibniz and L’Hopital, among others, where still de-
veloping the first rules of differential calculus as they
began to wonder about the possible meaning of non-
integer order derivatives. That mathematical curiosity
grew steadily, since then, receiving plenty of answers,
both of applied and theoretical nature.

Actually, due to their long memory transients or cor-
relations (which, mathematically, are related to power
laws instead of the usual exponential laws), mathemat-
ical models based on fractional order derivatives and
differences have already been applied for more than
fifty years to a wide range of areas, especially when
dealing with physical phenomena — for instance, hy-
drological time series and medical images (Hosking,
1984; Lundabhl et al., 1986).

On the other hand, from a more mathematical point of
view, various extensions of the integer order derivative
or difference of a function were proposed, giving
rise, so to speak, to more than one fractional calculus
theory (Kilbas et al., 2006).

* This work was partially supported by FCT-Fundagdo para a
Ciéncia e Tecnologia through CIDMA—Centro de Investigagdo e
Desenvolvimento em Matemdtica e Aplicagdes of the University of
Aveiro, Portugal.

Nevertheless, even if the properties of each derivative
are somewhat different, they frequently exhibit com-
mon features. This is the case for this paper’s starting
point: stability of fractional differential systems.

Indeed, as it will be shown in Section 2, the stability
of the fractional autonomous system z(®) () = \xz(t),
depends on A and o € R, i.e., the non-integer order
of the differential equation, but not on the specific
definition of the derivative.

However, to the authors’ knowledge, no such result
exists for discrete-time systems described by frac-
tional difference equations (see Ortigueira (2000) for
a different approach). The notion of time-scale will
be introduced in Section 3 in order to establish a link
between the continuous and discrete-time case, whose
stability is investigated in Section 4.

Finally, after introducing the principal tool for the
proof in Section 5, the main result will be obtained
in Section 6, characterizing a class of asymptotically
stable fractional discrete-time linear systems.

2. FRACTIONAL DIFFERENTIAL SYSTEMS

The main definitions given in Vettori (2010) will be
recalled in this section.
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Usually, fractional derivatives and integrals are intro-
duced by extending Cauchy’s formula to non-integer
values. Indeed, the linear operator

D01:f|—>/tf(7')d7'

which calculates a definite integral of f can be iterated
obtaining the n-th integral

t —
D”-f»—>/ njl fr)ydr. @0
This, noting that (n — 1)! = I'(n), defines the integral
operator of non-integer order —a > 0

Dj:f»—>/ct(

The derivative, which would correspond to values o >
0, cannot be calculated due to convergence issues.
So, unfortunately, the fractional derivatives have to be
defined in different ways. For instance, as the compo-
sition of a (normal) derivative and a fractional integral:
ifm—1< a < m, with m € N, then the Riemann-
Liouville and the Caputo derivatives of order o >
0 are, respectively, G D™ and Dg™™ (?tm (ob-
serve that the order of the composition is reversed).

See Gorenflo and Mainardi (1997) for more details.

f(r)dr. (2.2)

In this paper, a different approach is chosen: note that,
when o < 0, D§ f is a classical convolution of f and
the function given by F( )t_a ! for t > 0. Since its
Laplace transform, denoted by .7, is s, it turns out
that
21Dg fl(s) = s*Z[f](s)

when « is negative, being this exactly the Laplace
transform of integration in the integer case. However,
when «« > 0, the classical transform of derivatives
depends on the initial conditions and, actually, initial
conditions appear, in different ways, in the Laplace
transforms of the Riemann-Liouville and of the Ca-
puto derivatives too (Gorenflo and Mainardi, 1997).

Here, initial conditions will be simply ignored: this is
made possible by a suitable choice of the functions
space (smooth functions with left compact support)
and by defining the convolution on R and not just on
R*. Anyway, the consequences are the following:

e it is not necessary to specify the initial point ¢ of
integration, so the operator is just D¢;

e when a > 0, D® represents a convolution with
a (well-defined) distribution, which is the (distri-
butional) inverse of ﬁto‘_l;

e the exponent law D*D? = D*# holds for
any « and (3, since there is correspondence of
the application (or composition) of D“ with the
multiplication by s® in the Laplace transform
domain for every o € R.

Now, with three different definitions of fractional
derivative, it seems hard to say anything about the
stability of a dynamical system like

2 (t) = \x(t), (2.3)

where 2(®) is some fractional derivative of order .
Luckily, this is not the case. In fact, the following
result holds (see also Figure 2).

Theorem 1. For any 0 < a < 2, the autonomous
system (2.3) is asymptotically stable if and only if
am

Al > —.
|arg Al > =

Theorem 1, which is here proposed in a simplified
form, was first stated in Matignon (1996). In that pa-
per, fractional derivatives are defined, as D, through
convolution with distributions and, by smoothing
them, Caputo derivatives are obtained. There, the
proof of the theorem is only sketched, but many sub-
sequent papers were devoted to prove the same result
for different derivatives (Qian et al., 2010; Zhang and
Li, 2011).

For this reason, only the simplest definition of D¢
will be extended to fractional difference operators in
Section 6, in order to obtain a discrete-time equivalent
of Theorem 1.

Remark 2. Both stability and asymptotic stability are
characterized in Matignon (1996). Here, for the sake
of simplicity, the term stability will be used instead of
asymptotic stability, meaning that all the solutions of
the dynamical system converge to zero.

Anyway, just a few technical details would be neces-
sary to extend this paper’s main result to analyze both
stable and asymptotically stable systems.

3. TIME SCALES

The theory of time scales will not be used here in
its entire generality. More details may be found, for
example, in the books by Bohner and Peterson (2001)
and Bohner and Peterson (2003).

The time scales theory aims at unifying continuous
and discrete analysis by defining differential calculus
on any closed set T C R, called time scale. In this
paper, only the particular cases T =R and T = hZ =
{hn : n € Z}, with h > 0, will be considered,
whereas a general time scale T may contain both
intervals and isolated points.

The usual derivative can be extended in various ways
to the discrete case and, therefore, to a general time
scale. Indeed, the theory of time scales proposes the
notion of « calculus, where « is a suitable function
acting as a parameter in the definition of the deriva-
tive. !

Definition 3. (Bohner and Peterson, 2003, p. 12) The
« derivative of f : T — R att € T is the number

1 Unfortunately, the symbol « is used in this contribution, and in
the literature, to denote the order of fractional derivatives. However,
« as a function will be used only in this section to define the
derivative on time scales that will be used afterwards.



fa(t), provided it exists, such that for any € > 0 there
is a neighborhood U of ¢ such that for any 7 € U,

[f(x(t) = f(7) = falt) (a(t) = 7)| < elex(t) — 7.

The two principal concretizations of the « derivative,
both presented in Bohner and Peterson (2003), are:

o A (delta) calculus — a(t)=inf{r €T : 7>t};
e V (nabla) calculus — o(t) =sup{7 €T : 7 <t}.

Observe that, when T = R, in both cases «(t) = ¢ and
it is not difficult to prove that fo = f.

In this paper, the second type of derivative has been
chosen, mainly for two reasons.

First of all, it is clear that the A derivative of f at ¢
depends on f(7) with 7 > ¢, i.e., on the future, while
the V derivative depends on f(7) with 7 < ¢, i.e., on
the past. Indeed, when the time scale is T = hZ, then
t)y—f(t—h

V() = fult) = % 3.1
So, since when dealing with dynamical systems the
time’s arrow usually points towards the future, a past-
dependent derivations is way more reasonable.

Secondly, calculations with the fractional A derivative
would give somewhat strange results, as it becomes
clear just comparing the examples presented in Atici
and Eloe (2007) (A derivative) and Atic1 and Eloe
(2009) (V derivative): in the first case the time scale
has to be changed according to the fractional order of
the derivative!

4. STABILITY OF DISCRETE SYSTEMS

In this section, the stability of the scalar difference
equation

Va(t) = x(t), t e T=hZ 4.1)
and its relation with the nabla Laplace transform will
be investigated.

Note that equation (4.1) is not exactly the same as
the difference equation x(t + h) = Az(t). Indeed, its
solutions are

o x(t)=0,ifhA=1;
e z(t) = K(1—h\)~%,if hA # 1, forany K € R
(remember that £ € 7Z),
which can be easily verified, since

x(t) —x(t—h)
— =\z(t) &

(1 — h\)z(t) =z(t — h).

V(t) =

Observe that the function ey (¢) = (1 — hA)~# plays
the role of the e* in the nabla calculus. As a matter of
fact, besides being eq(t) = 1, if we let A tend to zero,
i.e., turn hZ into R, we obtain that

limn (1) = lim (1 - hA)~F

At
1 _ — _ At
—}llll’% ((1 h) M) = e,

Using the nabla exponential function ey (t), it is pos-
sible to define the nabla Laplace transform, which,
according to Bohner and Peterson (2003, ch. 3)
and Akin-Bohner and Bohner (2004), is
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where ©s = — 35—

Actually, as one would expect,

S

eos(ih) = (1 —hs :hs>i = (1—hs)'

is the inverse of e4(ih) = (1 — hs) %,

We can now calculate the nabla Laplace transform of
ex(t) that, neglecting convergence issues which may
be found in Davis et al. (2010), is

LV [ex(®)](s) =h > (1 —hA)""1(1 - hs)’
=0

h = /1—hs\’
:1hA§<1hA>
h 1
T1-hX 1-
1
s—A\

1—hs
1—hA

Formally, this is exactly the classic Laplace transform
of e*, related to the (asymptotic) stability of z/(t) =
Az (t) through its pole A: for the system to be stable,
it must lie in the open left half plane, i.e., satisfy the
well-known condition Re A < 0.

However, even if A is a pole in any time scale we are
considering, what is the stability condition if T = hZ?
The answer is given by the expression of the nabla
exponential: e, (t) = (1 — hA)~* converges if and
only if |1 — hA| > 1. Thus, we may conclude that:

Proposition 4. The dynamical system defined by the
equation Vz(t) = Az(t), t € T = hZ, is asymptoti-
cally stable if and only if A € C lies outside the closed
disk centered at % and passing through the origin.

In the limit, as h — 0,i.e., T = R and Vz = 2/, the
condition becomes Re A < 0.

Proof. Note that [1 — hA| = 1 & |3 — A\ = £,
which is the equation of a circle on the complex plane
with center and radius % thus the stability condition is
verified. To check the limit condition, let A = a + ¢b:

F-AN>te|r—a-ibP=(+ —a)?+b®> 5
2

& —2a+a®+b* >0 Red < 220

and,as h — 0, Re A < 0. O



Remark 5. Straightforward calculations show that to
check the stability of Vz(t) = Ax(t), where A is a
square matrix, it is sufficient to verify if each eigen-
value of A satisfies the condition of Proposition 4.

5. A FAMILY OF MOBIUS TRANSFORMATIONS

In this section, the result of Proposition 4 will be
further analyzed, in order to find the convergence
region for fractional nabla equations.

For notational convenience, let us use the complex
variable s for the Laplace transforms associated with
the continuous-time system z’(t) = Az(t), ¢ € R, and
the complex variable z for the nabla Laplace transform
used in the study of Vz(t) = Az(t), ¢t € T.

As we saw, the regions of stability (or instability) of
these systems are defined by lines and circles, which
can be mapped one into the other by a well-known
invertible function, called Mobius transformation.

In this case, as it will be verified below, the family
of transformations, depending on the parameter h, are
given by the following formulas:

2s 1
“ohs ST )

- 2z
2—hz

z=mp(s) . (5.
First, observe that m;, are bijective maps of the ex-
tended complex plane C U {oo}, establishing the fol-
lowing correspondences:

zers: 060, 12, 24300, cor—2. (5.2)

Indeed, lines in the s plane, which contain oo, are
mapped to circles or lines passing through z = %

In particular, the imaginary axis on the s plane (the
border of the stable region) is associated with the

circle [z — 4| = § < |1 — hz| = 1. Indeed, if s = iy,
|2 —ihy
|2+ ihy

since numerator and denominator are conjugated. Be-
sides, it is easy to check that if y > 0, also Im z > 0.

12y
2+ ihy
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Fig. 1. Instability regions in the s and in the z planes

So, to conclude that the transformations m; map
bijectively stable regions onto stable regions, it is
sufficient to observe that, by (5.2), the center of the
circle z = % and, therefore, all unstable points, are

mapped to the unstable region around s = %

The regions of instability of these systems are showed
in Figure 1, where by > ho > hg.

Remark 6. These, and the following figures, highlight
the instable instead of the stable regions for a solely
graphical reason, since it is simpler to draw and un-
derstand pictures representing the former ones.

As a last observation, note that, when h — 0, the
transformations m;, tend to the identity, as expected,
because the s and the z plane are associated with the
same equation when T = R.

6. STABILITY OF DISCRETE FRACTIONAL
SYSTEMS

As shown in Vettori (2010) (where only the time scale
T = 7Z was considered, i.e., the case h = 1), the ideas
presented in Section 2 may be applied to the operator
nabla, instead of D, leading in this way to a (possible)
definition for the fractional nabla derivative.

To our purposes, out of the results of Vettori (2010)
the following facts must be recalled (which, mutatis
mutandis, are easily extended to hZ).

(1) The fractional nabla derivative V<, with order
a € R, may be defined as a convolution with
a suitable function — in the discrete-time case
there is no need to use distribution theory.

(2) The calculus of the nabla derivative of order
« corresponds, in the nabla Laplace transform
domain, to multiplication by s®.

By the first fact, many difficulties which rise in the
continuous case, due to the use of distributions, vanish
in the discrete case. However, the main tool that was
used to prove Theorem 1 (i.e., special functions which
solve equation (2.3), thus generalizing the exponential
function to the fractional case), have been deeply
studied for more than a century while, on the other
hand, the solutions of the time scales equation

Ve (t) = Ax(t), t € T, 6.1)

(i.e., generalizations to the fractional case of gener-
alizations to the time scales case of the exponential)
have not been defined yet, as far as the authors know.

Nevertheless, thanks to the second fact, it will be
shown that the stability of equation (6.1) can be an-
alyzed for time scales T = hZ by using, indirectly,
Theorem 1.

Actually, solving the equation Vz(t) = Az (t) means
finding the kernel of the operator V — A, whose nabla
Laplace transform is the characteristic polynomial z—
A: the same in every time scale. On the contrary,
checking stability is equivalent to knowing if A\ be-
longs or not to the stability region: this depends on the
time scale, i.e., on h. However, as we saw in Section 5,
the stability region can be deduced, for any A, from
the continuous case region Re s < 0, just applying the
Mobius transformation my, (5.1).



The same happens in the fractional case: the equation
Vex(t) = Ax(t) has characteristic function 2% — A
in any time scale, but the solutions and their stability
vary depending on h. Again, once « is given, the
stability region associated with the time scale hZ can
be obtained from the corresponding continuous time
region | arg s| > <, leading to the following result.

Theorem 7. Let 0 < « < 2 and define ¢ = cot 5.

Then system (6.1), with T = hZ, is asymptotically
stable if and only if

h|A?

Re A < Al

+ ¢/ Im Al. (6.2)

Remark 8. Before proving the theorem, observe that
the constant c is well defined for every «, being their
relation bijective, since v = 1 — 2 arctan c.

Furthermore, the theorem extends the results that have
been shown so far, because

e if @ = 1 then ¢ = 0 and condition (6.2) becomes
ReX < %\)\|2, which is exactly the formula
obtained in the proof of Proposition 4 and

e as h — 0, condition (6.2) becomes Re A <
¢|Im A|, which is equivalent to the condition
|arg A| > < of Theorem 1, as it will be shown
in the first part of the proof in equation 6.3.

Finally, similarly to what was stated in Remark 5
about Proposition 4, also Theorem 7 has a direct
generalization to the stability analysis of the system

Ve (t) = Ax(t),

where A is a square matrix, by checking condi-
tion (6.2) on its eigenvalues.

Proof. First of all, let s = x + 4y and note that
equation arg s = % represents the half-lines leaving
the origin with angle <7, i.e., is equivalent to equation
x = cy for y > 0, where ¢ = cot % Therefore,
with the graphical help of Figure 2, where the points
satisfying © = c|y| are highlighted, the region of
stability of Theorem 1 is defined by

aTr

|arg s| > 5 S x < dyl. (6.3)
T=cy
r=cy
11---7 11 / y=—c
| ez ! e
N2 | C
a<1 L\ 1 a>1; \ b
(¢>0) \\~-¢ (c<0) ¢ 1
M Ull_ #c 5 I NI
= r=—cy
T=—cy

Fig. 2. Instability regions for « <1 and o> 1 (s plane)

By looking at Figure 2, it should be clear that it
is possible to write condition 6.3 without using the

absolute value. Indeed, consider the following half
planes

II, ={s:z<cytandII_ = {s: 2z < —cy}
(which contain the negative real axis) and observe that
the stability region is II; U II_ when ¢ > 0 and

II4 NII_ when ¢ < O (being equal to II}, = II_
in the non-fractional case ¢ = 0).

In spite of the apparent complication, it is much sim-
pler to determine the corresponding regions

C+ = mh(H+) andC_ = mh(H,)

of the z plane. Therefore, the stability region of sys-
tem 6.1 will be obtained by calculating the union,
when ¢ > 0, or the intersection, when ¢ < 0, of C
and C_.

So, in order to characterize C4 (C_ will be deduced by
symmetry), it is sufficient to transform through m;, the
defining condition of I, i.e., z < cy & x — cy < 0.

However, to easier apply the transformation my, to this
condition, let us write it using the complex variable s:
first, define 5 = 1 — ic that belongs to line y = —cxz,
which is orthogonal (at the origin) to x = cy, as shown
in Figure 2. Then note that
sB+58 = 2Re ((z+iy)(1+ic)) = 2(z—cy) < 0.
Hence, by (5.1) and being 8 + 3 = 2, it follows that
sB + 35 :2235}2« + 227252

_2zB(2=h2)+28(2—hz)

=2 =hap? <0

282 —hz)+z2B(2 —hz) <0

228 — hzzZB + 228 — hzZB < 0

h
27— 28 z§_> 0 (6.4)
s(E-3)(E-5) >4

So, in the end, C (C-) is the exterior of the circle with
center % (%) and passing through the origin where,
since the center lies on the line containing 3 (5), it is
tangent to x = cy (x = —cy), as is shown in Figure 3.

Fig. 3. Instability regions for o« <1 and a>1 (z plane)

Observe that the instability regions depicted in Fig-
ure 3, being the complements of the stability regions,



are C; N CS when ¢ > 0 and C§ UCS whenc < 0
(where the small c denotes the complement). Graph-
ically, due to the mentioned tangential condition, it
is clear that as b — 0, i.e., as the circles get bigger,
Cy+ — Il (and the same happens with unions, inter-
sections and complements).

Finally, in order to characterize the stability region an-
alytically and obtain condition (6.2), notice that (6.4)
is equivalent to |z|? — 2 Re(z8) > 0 < Re(zf8) —
%|z|2 > 0. So, by letting z = a + b, the condition
which defines C becomes

Re ((a+ib)(1+ic)) — &|2[? =a — be — &|2[* < 0
“a— 122 < be

Analogously, a — %|z|2 < —bc defines C_. Thus, the
conditions which characterize both C; and C_ are

z=a+ib€Cy & a— B[22 < be.
Now, observe the following.

e At least one of the two conditions is satisfied
(union) if and only if

a—2z|? < |be.

However, Cy U C_ is the stability region only
when ¢ > 0, whence the condition becomes, in
this case, a — 2[2[2 < |b|ec.

e On the other hand, both conditions are satisfied
(intersection) if and only if

a— Lz < —|bel.

Since the stability region is equal to Cy N C_
only when ¢ < 0, the equivalent condition is
a— §l2]* < =[bl(—c) = [ble.
Therefore, in both cases, Rez — 2|22 < ¢[Imz|,
which concludes the proof. O

7. CONCLUSIONS

In this paper a necessary and sufficient condition for
the asymptotic stability of linear fractional discrete-
time autonomous systems has been established. Al-
though the system was considered in the scalar case,
the vector case is a straightforward generalization.

The result has not been obtained analyzing the conver-
gence of the system’s trajectories, as was done before
in the analogous continuous-time system, but trans-
forming the stability region of the differential case
through suitable Mobius transformations.

Nevertheless, the explicit solutions of the equation
which defines the system shall be the subject of further
research.

8. REFERENCES

Akin-Bohner, Elvan and Martin Bohner (2004). Ex-
ponential functions and Laplace transforms for
alpha derivatives. In: Conference Proceedings of

the Sixth International Conference on Difference
Equations (S. Elaydi B. Aulbach and G. Ladas,
Eds.). Taylor and Francis. Augsburg, Germany,
2001. pp. 231-237.

Atici, Ferhan M. and Paul W. Eloe (2007). A trans-
form method in discrete fractional calculus. Int.
J. Difference Equ. 2(2), 165-176.

Atici, Ferhan M. and Paul W. Eloe (2009). Discrete
fractional calculus with the nabla operator. (3), 1—-
12.

Bohner, Martin and Allan Peterson (2001). Dynamic
equations on time scales. Birkhduser. Boston,
MA. An introduction with applications.

Bohner, Martin and Peterson, Allan, Eds.) (2003).
Advances in dynamic equations on time scales.
Birkhéduser. Boston, MA.

Davis, John M., Ian A. Gravagne and Robert J. Marks
II (2010). Convergence of unilateral Laplace
transforms on time scales. Published online in
Circuits Systems Signal Process.

Gorenflo, Rudolf and Francesco Mainardi (1997).
Fractional calculus: Integral and differential
equations of fractional order. In: Fractals and
Fractional Calculus in Continuum Mechanics
(A. Carpinteri and F. Mainardi, Eds.). pp. 223—
276. Springer Verlag. Wien and New York.

Hosking, Jonathan R. M. (1984). Modeling persis-
tence in hydrological time series using fractional
differencing. Water Resour. Res. 20(12), 1898—
1908.

Kilbas, Anatoly A., Hari M. Srivastava and Juan J.
Trujillo (2006). Theory and applications of frac-
tional differential equations. Vol. 204 of North-
Holland Mathematics Studies. Elsevier Science
B.V.. Amsterdam.

Lundahl, Torbjorn, William J. Ohley, Steven M. Kay
and Robert Siffert (1986). Fractional brownian
motion: A maximum likelihood estimator and its
application to image texture. I[EEE Trans Med
Imaging. 5(3), 152-161.

Matignon, Denis (1996). Stability results for fractional
differential equations with applications to con-
trol processing. In: Computational Engineering
in Systems Applications. pp. 963-968.

Ortigueira, Manuel Duarte (2000). Introduction to
fractional linear systems. Part 2. Discrete-time
case. Vision, Image and Signal Processing, IEE
Proceedings. 147(1), 71-78.

Qian, Deliang, Changpin Li, Ravi P. Agarwal and
Patricia J. Y. Wongd (2010). Stability analysis
of fractional differential system with riemann—
liouville derivative. Math. Comput. Modelling
52(5-6), 862-874.

Vettori, Paolo (2010). Linear fractional discrete-
time systems. In: Proceedings of the 9" Por-
tuguese Conference on Automatic Control, Con-
trolo 2010. Coimbra, Portugal. p. 6.

Zhang, Fengrong and Changpin Li (2011). Stability
analysis of fractional differential systems with
order lying in (1, 2). Adv. Difference Equ. p. 17.



