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Resumo Tanto para os humanos 
omo para os rob�s, a visão é um sentido muito im-portante e que permite a interpretação do espaço a mais do que uma dimen-são. No 
aso de rob�s humanoides, 
uja forma se assemelha a um humano,a utilização de visão é um enorme desa�o devido às restrições que derivamda diferença entre o 
orpo humano e o rob�. Um sistema de visão robustodeve ser 
apaz de disponibilizar informação pre
isa sobre o ambiente e uma
orre
ta representação dos obje
tos de interesse. Esta dissertação apresentauma solução para um sistema de visão de um rob� humanoide. Os algorit-mos desenvolvidos para todos os módulos do sistema, desde a aquisição daimagem até ao seu pro
essamento e dete
ção dos obje
tos de interesse foramtestados num rob� humanoide desenvolvido para jogar futebol. Neste tipode apli
ação, o mundo envolvente ao rob� é simpli�
ado, havendo um 
on-junto de 
ores 
om signi�
ado espe
ial neste 
ontexto. Nesta apli
ação emparti
ular, a 
orre
ta dete
ção em tempo real de linhas bran
as num 
ampo,balizas amarela e azul bem 
omo bolas laranja, mostram a e�
iên
ia do sis-tema proposto. No entanto, o trabalho desenvolvido nesta dissertação podefa
ilmente ser exportado para outras plataformas humanoides 
om alteraçõesmínimas, 
omo apresentado nos resultados experimentais desta dissertação.Para além dos algoritmos referidos, esta dissertação apresenta um 
onjuntode apli
ações que podem ser exe
utadas num 
omputador externo ao rob�,desenvolvidas para uma melhor manipulação das imagens adquiridas pelaplataforma robóti
a e para efeitos de depuração dos algoritmos.





Abstra
t For both humans and robots vision is a very important sense that has thetask of interpreting spatial data, indexed by more than one dimension. Inthe 
ase of a humanoid robot, that is a robot whose stru
ture imitates thehuman body, vision is a very 
hallenging area be
ause of all the restri
tionsthat 
ome from the di�eren
es between the human body and the roboti
one. A robust vision system should be able to provide a

urate informationabout the environment and a pre
ise des
ription of the obje
ts of interest.This thesis presents a solution for an a

urate implementation of a visionsystem for a humanoid robot. From a
quiring images, pro
essing them anddete
ting the obje
ts of interest all the algorithms have been tested on aso

er playing humanoid robot. For a so

er playing robot the world issimpli�ed to a number of 
olors that are meaningful in this 
ontext. In thisparti
ular 
ase, the algorithms for real-time dete
ting the white �eld lines,the blue and yellow goals and the orange ball have proven their reliability.The work implemented 
an be easily exported to other humanoid platforms,as presented in the experimental results of this thesis. Moreover, this thesispresents several appli
ations that 
an run on an external 
omputer and thathave been 
reated for a better manipulation of the images a
quired by theroboti
 platform and for debugging purposes.
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Chapter 1
Introdu
tion

For both humans and robots vision is a very important sense, the latter representing thepoint of interest of this proje
t. In the roboti
 world many di�erent sensors 
an be used, butusually, the vision system is the main sensorial element as it is 
apable to provide a greatamount of information su
h as spa
ial, temporal and morphologi
al. Based on the robotpurpose, the vision system has to perform di�erent tasks. The majority of the systems mustperform obje
t re
ognition, obje
t learning and lo
alization per
eption. An e�
ient roboti
vision system should also be able to perform its tasks in real time, whi
h means that several
onstraints are imposed. First of all, real time appli
ations imply that algorithmi
 
omplexityis limited, allowing thus a small pro
essing time.One of the most interesting and popular bran
hes of roboti
s nowadays is roboti
 so

er.For a so

er playing robot vision plays probably the most important part. In roboti
 so

er,the environment is always 
hanging, the ball and the robots are always moving, most of thetime in an unpredi
table way. The vision system is responsible for 
apturing all these fast
hanging s
enes, pro
essing them and taking valid de
isions in the smallest possible amountof time, thus allowing real-time operations.This thesis fo
uses on the development of a modular vision system for a humanoid robot.The work that will be presented has been applied to the humanoid robots of the PortugueseTeam [7℄ 
ompeting in the RoboCup Standard Platform League [8℄. The goal of the proje
twas the development of a generi
 vision system for humanoid robots, that is a vision systemthat 
ould be used with a wide range of humanoid robots. A platform for tests was neededand the �rst and most used available platform was the roboti
 so

er player NAO robot [1℄.However, with a small number of adjustments, the same vision system has been su

essfullyapplied to a Bioloid humanoid robot [9℄. This thesis fo
uses on the implementation of thevision system for the NAO robot, with emphasis on its modularity. One se
tion will also bededi
ated to the usage of the proposed video system with the Bioloid robot in the 
hapter ofthe experimental results. 1



1.1 Obje
tivesThe aim of this proje
t is �nding a solution for over
oming all the 
hallenges and restri
-tions that roboti
 vision has to fa
e and presenting an a

urate implementation of severalalgorithms for dete
ting obje
ts of interest for a humanoid so

er-playing robot. The spe
i�
goals of this thesis are:
• Study of already existing algorithms for implementing a roboti
 vision system.
• Development of algorithms that 
an be applied to the humanoid platforms that theUniversity 
an provide.
• Integration of the proposed algorithms with the given platforms.
• Testing of the developed algorithms.1.2 Humanoid RobotsHuman-friendly roboti
s is nowadays more and more 
on
erned about providing a varietyof me
hani
ally 
onstru
ted solutions for some of the most 
ommon daily tasks of a humanbeing. One of the many bran
hes of roboti
s that best a

omplishes the task of imitatinghuman behaviours is humanoid roboti
s.A humanoid robot is a robot whose overall appearan
e is very similar to the human body,thus allowing it to intera
t with obje
ts and environments that were initially designed ex
lu-sively for human usage. The body of the most humanoid robots 
onsists of a head, a torso,two legs and two arms. There are also several models of robots whose bodies in
lude a fa
ewith eyes and even a mouth. The idea behind the 
onstru
tion of a humanoid robot is toimitate di�erent physi
al and mental tasks that humans undergo daily.A humanoid robot that is fully autonomous should be able to:
• Gather information about the environment.
• Work for an extended period without human intervention.
• Move either all or part of itself throughout its operating environment without humanassistan
e.
• Avoid situations that are harmful to people or itself unless those are part of its designspe
i�
ations.Probably the most important feature of a humanoid robot is that it should be 
apable oflearning new strategies for adapting to previously unknown situations in order to a

omplishits tasks, as well as to 
ope with 
hanging surroundings. Being a great sour
e of information,2



vision usually is the main sensorial element of the robot [10℄. Through their vision system,robots are able to sense the environment, to 
lassify obje
ts of interest and to 
ontinuouslylearn new te
hniques for adapting to all the 
hanges that might o

ur in the surroundingworld. Despite their autonomy while a

omplishing given tasks, a humanoid robot, just likeany other ma
hine, requires regular maintenan
e.Humanoid robots are being used nowadays in a large number of s
ienti�
 resear
h bran
hes.Among the most interesting and innovative examples is probably robot NAO [1℄ (Fig. 1.1(b)) a so

er playing robot, fully autonomous developed by Aldebaran Roboti
s. ASIMO(Fig. 1.1(a)), the world's most advan
ed humanoid robot [11℄ is designed to operate in thereal world, where people need to rea
h for things, pi
k things up, navigate along �oors andeven 
limb stairs. Last but not least, Robonaut2 [12℄ (Fig. 1.1(
)) is the �rst robot to enterEarth's orbit on a NASA spa
e shuttle. These three examples only represent an in�nitesimalper
ent of what humanoid roboti
s stands for. It is a very wide resear
h area through whi
hte
hnology 
an bring imagination to life.

(a) ASIMO (b) NAO (
) Robonaut2 (d) BioloidFigure 1.1: Several humanoid robots.1.3 Roboti
 vision in so

er appli
ationsFor any so

er robot the obje
ts of interest are: the ball, the �eld lines, the goals, theteam members and of 
ourse the obsta
les they might en
ounter on the �eld as well as theopponent team's members.In humanoid roboti
s, the implementation of a vision system is yet restri
ted by severalother elements, out of whi
h one of the most important is the la
k of stability of the digital
amera due to the type of its lo
omotion. Another restri
tion 
omes from the limitation ofthe energeti
 autonomy and pro
essing 
apabilities. These issues, along with the rest of the
hallenges that image pro
essing implies, make humanoid vision a 
omplex �eld of study.3



Even though in the 
ase of a roboti
 so

er player, the representation of a vision systemmight seem simpli�ed, on a �rst approa
h, be
ause of the 
olor 
odi�
ation of the obje
ts ofinterest, the things are not that simple. Figure 1.2 represents an example of what a robot�sees� during a game. However, this would be an �ideal� situation, in whi
h its vision is nota�e
ted by its lo
omotion. Su
h frames are usually 
aptured while the robot is not movingany parts of its body.

Figure 1.2: An example of an image a
quired by the NAO 
amera during a game, representingwhat the robot �sees�.Figure 1.3 presents a more 
ommon a
quisition of images during a so

er game. That is,apart from the obje
ts that 
an be found outside the �eld but that are still in
luded in therobot's representation of the surrounding world, the robot has to deal with the instability ofthe 
amera while walking. The surrounding obje
ts 
an be a sour
e of false positives in what
on
erns the dete
tions of the obje
ts of interest while the movements of the 
amera in�uen
ethe image a
quisition pro
ess.The resear
h work done in the �eld of roboti
 vision is an ongoing pro
ess sin
e providingan a

urate digital representation of the surrounding world is a very 
omplex task when thereis not any human sense to rely on. Moreover, with every year that passes, restri
tions in thearea of roboti
 so

er are lifted, this meaning that the environment is be
oming more andmore generi
, without having the reliability of 
olor information and the one of the spa
ial
onstraint.1.4 Portuguese TeamPortuguese Team represents the joint e�ort of two Portuguese universities, University ofPorto and University of Aveiro, to build a new resear
h oriented and 
ompetitive SPL team.The proje
t started in 2010 and it is 
omposed of members of the three Portuguese teams thata
hieved best results in RoboCup [13℄ European and world 
hampionships: FC Portugal [14℄,4



(a) (b)Figure 1.3: Two 
onse
utive frames a
quired while the robot is moving. Due to its lo
omotion,
onse
utives frames a
quired by the 
amera of the robot might represent di�erent views of thesurrounding world.CAMBADA [15℄ and 5DPO [16℄.FC Portugal is a joint proje
t of the Universities of Porto and Aveiro in Portugal. The teamparti
ipates in several RoboCup 
ompetitions sin
e 2000, in
luding: Simulation 2D, Simula-tion 3D (humanoid simulation), Coa
h Competition, Res
ue Simulation, Res
ue Infrastru
tureand Physi
al Visualization/Mixed Reality. The team resear
h is mainly fo
used on 
reatingnew 
oordination methodologies su
h as ta
ti
s, formations, dynami
 role ex
hange, strategi
positioning and 
oa
hing. The resear
h-oriented development of FC Portugal has been push-ing it to be one of the most 
ompetitive over the years (Simulation 2D World 
hampion in2000 and European 
hampion in 2000 and 2001, Coa
h Champion in 2002, 2nd pla
e in 2003and 2004, Res
ue Simulation European 
hampion 2006, Simulation 3D European 
hampionsin 2006 and 2007 and World Champions in RoboCup 2006).CAMBADA is the Middle-Size League RoboCup team and proje
t from IEETA/Universityof Aveiro that started in 2003. The team main resear
h interests 
over most of the Middle-SizeLeague 
hallenges su
h as robot vision, sensor fusion, multi-agent monitoring, and multi-robotteam 
oordination. The team won RoboCup 2008, a
hieved 3rd pla
e in RoboCup 2009 andRoboCup 2010 World MSL 
ompetitions and was 2nd in the RoboCup German Open 2010.Moreover, for the last 5 years it has been the national 
hampion of the MSL.5DPO is a proje
t of INESC-P/FEUP aiming at resear
hing in topi
s su
h as vision basedself lo
alization, data fusion, real-time 
ontrol, de
ision and 
ooperation. The team is a
tivein RoboCup sin
e 1998 in the Small-Size and Middle-Size leagues. The team results havebeen quite good in the Small-Size League. 5DPO won three European/GermanOpen Small-Size League 
hampionships and a
hieved a 3rd pla
e at RoboCup 1998 and a 2nd pla
e atRoboCup 2006 world 
hampionships in this league.Portuguese Team attended the �rst roboti
 
ompetition in Mar
h 2011 in Rome, Italy5



(RoboCup Mediterranean Open [17℄) and will also attend RoboCup 2011 in Istanbul, Turkey.As a �rst approa
h and for testing purposes, the work presented in this thesis has been appliedto the humanoid robots of the Portuguese Team.

Figure 1.4: Logo of the Portuguese Team.1.5 Contribution and stru
ture of the thesisAs stated in Se
tion 1.4 the work des
ribed in this thesis has been applied in the 
ontextof the roboti
 so

er and all the algorithms that will be presented in Chapter 4 have beentested on the NAO humanoid robots of the Portuguese Team. Even though the goal of theproje
t was to develop a generalized vision system for a wide range of humanoid robots, itwas imperative to have an environment on whi
h the work 
ould be tested on. The algorithmsthat was implemented had good results on the NAO robots and it 
an be easily exported toother humanoid platforms, with a minimum number of 
hanges. In the 
ase of the so

erplaying robot NAO, the vision system is able to a
quire good quality images by 
alibratingthe intrinse
 parameters of the 
amera a

ording to the environment. In the 
ontext of so

ergames, the robot 
an dete
t the ball and the goals as well as the lines of the �eld. Moreover,the software was also used with a few adjustements with a Bioloid robot, whi
h is a proof ofthe modularity of the proposed vision system.The thesis is stru
tured in six 
hapters and two appendixes, ea
h of them aiming toexplain di�erent issues that have been approa
hed in the development of the proje
t. The�rst 
hapter was an introdu
tory one, stating the obje
tives of the thesis and presenting thefundamental elements of the proje
t. In this regard, there was presented an overview on thestate of the art humanoid robots and also on the issues that roboti
 vision has to over
omenowadays. Moreover, a presentation of the SPL team Portuguese Team has been in
ludedsin
e it provided the environment for developing and testing of the work des
ribed.The se
ond 
hapter gives a more detailed des
ription of what humanoid roboti
 so

ermeans and also fo
uses on the work of the most important teams parti
ipating in RoboCup.Mainly their vision systems were emphasized. Chapter 3 presents an overview of the vision6



system ar
hite
ture and fo
uses on two support appli
ations that were developed: NaoViewer(Se
tion 3.3) and NaoCalib (Se
tion 3.2). The �rst one, NaoViewer is a tool used for moni-torizing and debugging purposes. It allows the user to follow in real-time the results of thealgorithms that run on the robot. NaoCalib is a very helpful tool in the pro
ess of 
alibratingthe 
olors of interest. The fourth 
hapter is dedi
ated to the des
ription of the implementa-tion of the main vision pro
ess that runs on the robot. The vision pro
ess 
an be dividedinto three modules whi
h are: a

ess of the devi
e, 
alibration of the 
amera parameters andimage a
quisition and last but not least image pro
essing whi
h envolves 
olor segmentationand obje
t dete
tion. The details of the implementation of all three modules are presented.Chapter 5 present the results of the implemented algorithms and des
ribes the usage of thedeveloped vision system in a Bioloid [9℄ platform and �nally, Chapter 6 
on
ludes the thesis,stating also several issues that might be approa
hed in future work developments.Appendix A presents the prototypes of all the methods that have been developed for theseveral modules of the vision system, while Appendix B represents the user's manual of theappli
ations, both the vision pro
ess running on the robot as well as the support appli
ations.

7
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Chapter 2Humanoid So

erRoboCup is an international initiative that fosters resear
h in roboti
s and arti�
ial in-telligen
e, on multi-robot systems in parti
ular, through 
ompetitions like RoboCup RobotSo

er, RoboCup Res
ue, RoboCup�Home and RoboCupJunior. RoboCup is designed tomeet the need of handling real world 
omplexities, though in a limited world, while maintain-ing an a�ordable problem size and resear
h 
ost. RoboCup o�ers an integrated resear
h task
overing the broad areas of arti�
ial intelligen
e and roboti
s. Su
h areas in
lude: real-timesensor fusion, rea
tive behavior, strategy a
quisition, learning, real-time planning, multi-agentsystems, 
ontext re
ognition, vision, strategi
 de
ision-making, motor 
ontrol, intelligent robot
ontrol, and many more.The ultimate goal of the RoboCup initiative is stated as follows:�By mid-21st 
entury, a team of fully autonomous humanoid robot so

er players shall win theso

er game, 
omply with the o�
ial rule of the FIFA, against the winner of the most re
entWorld Cup.�Su
h a goal might sound overly ambitious given the state of the art te
hnology. Buildinghumanoid so

er players requires an equally long period of time as well as extensive e�orts ofa broad range of resear
h areas. Most probably the goal will not be met in any near term,however it is important that su
h a long range goal be 
laimed and pursued.The main fo
us of the RoboCup 
ompetitions is the game of so

er, where the resear
hgoals 
on
ern 
ooperative multi-robot and multi-agent systems in dynami
 adversarial environ-ments. One of the most popular so

er league in RoboCup is the Standard Platform League(SPL). In this league all teams use identi
al, standard robots whi
h are fully autonomous.Therefore, the teams 
on
entrate on software development only, while still using state-of-the-art robots. Omnidire
tional vision is not allowed, for
ing de
ision-making to trade visionresour
es for self-lo
alization and ball lo
alization. The league repla
ed the highly su

essfulFour-Legged League, based on Sony's AIBO dog robots [18℄, and is now based on Aldebaran'sNao humanoids.In SPL, robots play on a �eld with a length of 6m and a width of 4m, 
overed with a9



green 
arpet. All robot-visible lines on the so

er �eld (side lines, end lines, halfway line,
entre 
ir
le, 
orner ar
s, and the lines surrounding the penalty areas) are 50mm in width.The 
entre 
ir
le has an outside diameter of 1250mm. In addition to this, the rest of theobje
ts of interest are also 
olor 
oded. The o�
ial ball is a Myle
 orange street ho
key ball.It is 65mm in diameter and weights 55 grams. The �eld lines are white and the two teamsplaying 
an have either red or blue markers. The red team will defend a yellow goal and theblue team a sky-blue goal. Figure 2.1 shows an image of a typi
al SPL game.

Figure 2.1: Image taken during a SPL game - the RoboCup 2010 �nal between the B-Humanand rUNSWift teams.The game is divided into two halfs, ea
h being 10 minutes long, with an interval of 5minutes between the two halfs. The only a

epted human intervention during the game is theone of the referee. The de
isions taken by the referee are transmitted to the robots by wireless,by means of an appli
ation 
alled Game Controller. This appli
ation implements the six statesin whi
h the robot 
an be: initial, ready, set, play, penalty and stop. For the teams that 
annotproperly 
ommuni
ate with the Game Controller, the positioning and 
ommuni
ation with therobots is done manually by the referee, who 
ommuni
ates his de
isions to the robots withthe help of the 
hest button and the feet bumps.After booting, the robots are in their initial state. In this state, the button interfa
e formanually setting the team 
olor and whether the team has ki
k-o� is a
tive. The robots arenot allowed moving in any fashion besides initially standing up. Pressing the left foot bumpsensor will swit
h the team 
olor. Shortly pressing the 
hest button will swit
h the robot tothe penalized state.In the ready state, the robots walk to their legal ki
k-o� positions. They remain in thisstate, until the head referee de
ides that there is no signi�
ant progress anymore (after a10



maximum of 45 se
onds). This state is not available if only the button interfa
e is implemented.In the set state, the robots stop and wait for ki
k-o�. If they are not at legal positions,they will be pla
ed manually by the assistant referees. They are allowed to move their headsbefore the game (re)starts but are not allowed moving their legs or lo
omote in any fashion.This state is not available if only the button interfa
e is implemented. Robots that do notlisten to the Game Controller will be pla
ed manually. Until the game is (re)started, they arein the penalized state.In the playing state, the robots are playing so

er. Shortly pressing the 
hest button willswit
h the robot to the penalized state. A robot is in the penalized state when it has beenpenalized. It is not allowed moving in any fashion, i. e. also the head has to stop turning.Shortly pressing the 
hest button will swit
h the robot ba
k to the playing state.This �nished state is rea
hed when a half is �nished. This state is not available if only thebutton interfa
e is implemented.Another league based on humanoid robots in the RoboCup 
ompetition is the HumanoidLeague. The main di�eren
e between the SPL and the Humanoid League is that in the latterteams 
an parti
ipate with their own robots, there is not a standard robot that has to be used.Just like in the SPL, in the Humanoid League autonomous robots with a human-like bodyplan and human-like senses play so

er against ea
h other. Dynami
 walking, running, andki
king the ball while maintaining balan
e, visual per
eption of the ball, other players, andthe �eld, self-lo
alization, and team play are among the many resear
h issues investigated inthe league. This league is divided in three subleagues, a

ording to robot sizes:Kid Size (30-60
m tall), Teen Size (100-120
m tall) and Adult Size (over 130
m). Examplesof the robots used in these 
ompetitions 
an be seen in Fig. 2.2.
(a) Adult Size (b) Teen Size (
) Kid SizeFigure 2.2: Several humanoid robots 
ompeting in the RoboCup Humanoid League.2.1 NAO RobotsThe proje
t NAO, laun
hed in early 2005, is a humanoid robot developed by AldebaranRoboti
s. Aldebaran Roboti
s has 
hosen to make NAO's te
hnology available to any higher11



edu
ation program. Throughout the program �NAO for Edu
ation� institutions of higher edu-
ation all over the world 
an pur
hase NAO robots to spe
ial pri
es for edu
ation and resear
hpurposes. As a result, NAO is at the moment the most used humanoid robot for a
ademi
purposes worldwide. From simple visual programming to elaborate embedded modules, theversatility of the NAO enables users to explore a wide variety of subje
ts at whatever level of
omplexity.In July 2007 NAO (version H1/H25 - Fig. 2.3(
)) was nominated as the o�
ial platformfor the standard league by RoboCup Organizing Commitee, and su

essor to Sony's Aiborobot dog [18℄. NAO's �rst parti
ipation at the RoboCup o

ured in July 2008 at Suzhou,China where 15 universities ea
h used 2 robots per team 
ompeting in so

er mat
hes. By2009 almos 100 NAO 
ompeted at the RoboCup held in Graz, Austria. 24 teams (4 NAO perteam) made full use of the physi
al and 
ognitive 
apabilities of the robot.

(a) NAO T2 (b) NAO T14 (
) NAO H1/H25Figure 2.3: Several NAO platforms developed by Aldebaran Roboti
s.More re
ently, the fully autonomous NAO robots (Fig. 2.5(
)) also started being usedin proje
ts that develop behaviors for humanoid robots to be used in the environment of ahome [19℄. In this environment, the robot has to perform spe
i�
 tasks like bringing a 
an ofsoda from the fridge to a human user. Moreover, in Mar
h 2011 Aldebaran roboti
s laun
heda larger version of the NAO, the so 
alled robot Romeo (Fig. 2.4) designed ex
lusively for theuse at home.The NAO robot used in the SPL (Fig. 2.5(a),(b)) has 57 
entimeters of height and 4.5kilograms. It 
omes equipped with a x86 AMD GEODE 500MHz CPU pro
essor and 256 MBSDRAM / 2 GB �ash memory. The robot was initially designed for entertainment and hasme
hani
al, ele
troni
, and 
ognitive features.Reserved for the resear
h and tea
hing �elds, NAO A
ademi
s Edition is delivered with a
omplete SDK that naturally in
ludes a des
ription of the programming methods, examples12



Figure 2.4: A 
omputer-generated rendering shows Romeo doing 
hores at a home [1℄.

(a) (b)Figure 2.5: Aldebaran NAO humanoid robots used in RoboCup SPL.and the appropriate 
ompilation and debugging tools. Apart from this, NAO A
ademi
sEdition has another standard feature 
alled Choreographe, a software that allows NAO usersto intera
t with the robot in a very simple manner.NAOqi is a framework property of Aldebaran Roboti
s that runs on the robots and a
tsas a server. Di�erent modules 
an plug into NAOqi either as a library or as a broker, with thelatter 
ommuni
ating over IP with NAOqi. It supplies binding for C, C++, Python, Rubyand Urbi. NAOqi in NAO is automati
ally laun
hed at startup if NAO is 
onne
ted to thenetwork. NAOqi itself 
omes with several notable modules designed to ease the intera
tionbetween the user and NAO. Su
h modules are: ALMemory, ALMotion, ALLeds, ALSonar,ALRobotPose, ALVideoDevi
e, ALVisionRe
ognition, ALVisionToolbox, et
. The names ofthe modules are generally relevant to their appli
ation, therefore only the ones related to visionwill be presented here as follows. 13



ALVideoDevi
e is a module that allows a dire
t a

ess to raw images from video sour
e oran a

ess to images transformed in the requested format. ALVisionRe
ognition is a modulewhi
h dete
ts and re
ognizes learned pi
tures, like pages of a 
omi
 book, fa
es of obje
tsare even lo
ations. The ALVisionToolbox 
ontains several di�erent vision fun
tionalities, likepi
ture taking, video re
ording, white balan
e setting. However, even though these moduleswere used in the �rst steps of this proje
t, in its �nal form they are no longer used due to realtime 
onstraints, as it is des
ribed in Se
tion 4.1.From the point of view of the hardware most related to the developed vision system, NAOhas 2 identi
al video 
ameras that are lo
ated in the forehead, respe
tively in the 
hin area.They provide a 640×480 resolution at 30 frames per se
ond and the �eld of view is 58 degrees(diagonal). They 
an be used to identify obje
ts in the visual �eld su
h as goals and balls,and bottom 
amera 
an ease NAO's dribbles. The native output of the 
amera is YUV422pa
ked and only one 
amera 
an be used at one time, due to the fa
t that the two 
amerasshare the same bus and both drivers will be loaded into the �videodev0� kernel module.

Figure 2.6: A RGB 
onversion of the raw image sent by the 
amera.2.2 SPL TeamsThis se
tion fo
uses on the most important proje
ts in the RoboCup SPL, with emphasison their vision systems. The information presented in this se
tion is a

ording to the TeamDes
ription papers of the teams that attended RoboCup in 2010.2.2.1 B-HumanB-Human [20℄ is a 
ollegiate proje
t at the Department of Computer S
ien
e of the Univer-sity of Bremen and the DFKI Resear
h Area Safe and Se
ure Cognitive Systems. The goal ofthe proje
t is to develop suitable software in order to parti
ipate in several RoboCup events.They parti
ipated during several years in the humanoid league until they joined the StandardPlatform League in 2008. In 2010 they won both German Open and RoboCup world
up.14



Their software is based on 3 
on
urrent pro
esses that run at frequen
y determined by thelimitations of the robot's ar
hite
ture. Ea
h pro
ess represents a module of their software. Themodules are: Cognition, Motion and Debug. The module related to vision is the Cognitionmodule, whi
h runs at a frequen
y of 30Hz sin
e the 
amera provides 30 frames per se
ond.This module re
eives 
amera images from Video for Linux [21℄ and also sensor data from theMotion module whi
h will be used for the lo
alization of the robot. Their vision system is
onstru
ted based on the OpenCV image pro
essing library.The pro
ess Cognition is stru
tured into three fun
ional units: per
eption, modeling andbehavior 
ontrol [22℄. The per
eption system is based on verti
al s
an lines whi
h means thatthe a
tual amount of s
anned pixels is mu
h smaller than the image size. The modeling unit isresponsible for providing an estimation of the world state, whi
h in
ludes the robot's position,the ball's position and velo
ity and the presen
e of obsta
les. The �rst step of the per
eptionunit is to provide a 
ontour of the body of the robot. The robot being white might be easily
onfused with the white lines of the �eld. By using forward kinemati
s the robot knows whereits body is visible in the 
amera image and ex
lude these areas from image pro
essing.After this, the image is pro
essed in three steps: segmentation and region building, region
lassi�
ation and feature extra
tion. First the �eld borders are dete
ted by running s
an linesthat start from the horizon downwards until a green segment of a minimum length is found.Next to the usual s
an lines there are also used some s
an lines that only re
ognize orangeregions. For the goal dete
tion two spe
ial s
ans are done to dete
t verti
al and horizontalyellow or blue segments above the horizon. Region 
lassi�
ation is used for establishing ifthe segmented regions are part of a line, goal or ball. For a white region to be 
onsidered awhite line it has to 
onsist of 
ertain number of segments, to have a 
ertain size, and to havea 
ertain amount of green above and below if it is horizontally oriented or a 
ertain amountof green on its left and right side if it is horizontally oriented.For dete
ting goals, sin
e the foot of a post must be below the horizon and the head ofthe post must be above, it is su�
ent to s
an the proje
tion of the horizon in the image forblue or yellow segments to dete
t points of interest.An orange region, in order to be 
onsidered a ball 
annot be above the horizon or at adistan
e greater than the length of the �eld diagonal. The ball is validated based on thedistan
e of the Cb and Cr 
omponents of the surrounding pixels. The 
enter and radius ofthe ball are 
al
ulated and the relative position to the robot.2.2.2 TT-UT Aston VillaTT-UT [23℄ Austin Villa is a joint team of Texas Te
h University and the University ofTexas at Austin. TT-UT Austin Villa won the 2009 US Open and the 2010 US Open in theSPL. The team also �nished third in the 2010 RoboCup 
ompetition and fourth in the 2009RoboCup 
ompetition. Their software is divided into four main modules: vision, lo
alization,15



lo
omotion, and 
oordination.The vision module is based on Reinfor
ement Learning Algorithms - the robot should beable to improve its own behaviour without the need for detailed step-by-step programming.Their algorithm, Reinfor
ement Learning with De
ision Trees uses de
ision trees to learn themodel by generalizing the relative e�e
t of a
tions a
ross states. The agent explores theenvironment until it believes it has a reasonable poli
y. The robot is enabled to learn the
olors on the robot so

er �elds by modeling 
olors as 3D Gaussians, using a pre-de�nedmotion sequen
e.2.2.3 MRLMe
hatroni
s Resear
h Laboratory [24℄ was established in 2003 as an independent resear
h
entre under the supervision of Qazvin Islami
 Azad University. One of its a
tivities is par-ti
ipating at the RoboCup international 
ompetition.Their approa
h for the vision system is mostly based on pattern re
ognition. The ballre
ognition algorithm is based on dete
ting a 
ir
le and �ltering undesired noise. First theimage is segmented and s
anned to �nd orange spots. After performing a sear
h of 8 × 8pixels around the dete
ted pixel, the image is s
anned in four di�erent dire
tions startingat the dete
ted pixel. The re
ognized obje
t is most likely to be a square or a 
ir
le whenthe two measured dimensions are equal. The �nal ball settlement position is estimated bya

urate ball kineti
s formulation. Distan
e between the ball and robot is 
al
ulated by a
omparison between per
eived ball radius and original radius. Then the absolute distan
e
ould be a
hievable by �ltering the elevation between 
amera and robot's feet. The easiestway to �nd the dire
tion of ball is 
omparing 
urrent and latest ball positions.Regarding goal per
eption, s
an lines segmentation 
ombined with fuzzy logi
 dete
tionhave been used.The obsta
le dete
tion 
an be done by vision pro
edure or by using the UltraSoni
 retrieved data. Ultra Soni
 retrieved data is exe
uted with a sensor fusion pro
ess todete
t an obsta
le in front of the robots, then vision is admitted to dete
t those obsta
les. Inthe �nal step the robots are modeled in the world state and their lo
ation and orientation inea
h period are updated su

essively.2.2.4 Austrian KangaroosThe team [25℄ started in 2010 and is supported by the Automation and Control Institute(ACIN) and the Institute of Computer Languages Compilers and Languages Group (COM-PLANG) from the Vienna University of Te
hnology, as well as by the Institute of ComputerS
ien
e from the University of Applied S
ien
es Te
hnikum Wien.They developed their vision system based on the CMVision [26℄ 
olor segmentation soft-ware whi
h provides a base to segment images in regions of interest, to whom were assignedprobabilities. Moreover, more useful information is retrieved by 
al
ulating a more pre
ise16




amera pose relative to the ground plane, taking knowledge of the robot's kinemati
 and itsinternal sensor reading into a

ount. Thus, the robots are able to estimate the distan
e toregions of interest and to verify the a

ura
y of observations that are based on obje
t sizes inthe image plane. To in
rease the robots world knowledge, a global model was implementedand integrated into the robot's world model via the multi-hypothesis approa
h. Every robotshares his knowledge with the full team.2.2.5 CMurfsThis team [27℄ was 
reated in 2010 by resear
hers at the Carnegie Mellon University withthe purpose of joining the RoboCup SPL.Their vision system is divided into two stages. The �rst one, low level vision, uses theCMVision library [26℄ to perform 
olor segmentation on the image. CMVision uses a lookuptable to map from YUV pixel intensities to symboli
 
olors, su
h as red, blue or orange. Thelibrary then builds up lists of the 
olored regions in the resulting image. These lists of regions,whi
h spe
ify the bounding box and 
entroid of ea
h region, are then used in the se
ond stageof vision, high level vision, for obje
t dete
tion. The Vision 
omponent pro
esses the 
ameraimages and reports Vision Features, su
h as balls and goal posts, with a heuristi
 
on�den
evalue between 0 and 1, representing how 
on�den
e they are that the obje
t is truly present inthe image. The Vision Features dete
ted by the Vision 
omponent are used by the lo
alization
omponent to generate a pose of the robot.2.2.6 CerberusCerberus [28℄ was the �rst international team in the Standard Legged Robot League. Itstarted as a joint e�ort of Bogazi
i University, Turkey and Te
hni
al University of So�a,Plovdiv Bran
h, Bulgaria. Currently Bogazi
i University is maintaining the team.For their vision system they use a Generalized Regression Neural Network for maping thereal 
olor spa
e to the pseudo-
olor spa
e 
omposed of a smaller set of pseudo
olors, namelywhite, green, yellow, blue, robot-blue, orange, red and �ignore�. A look up table is 
onstru
tedfor all possible inputs. S
an lines are used to pro
ess the image in a sparse manner, thusspeeding up the entire pro
ess.The pro
ess starts with the 
al
ulation of the horizon based on the pose of the robot's
amera with respe
t to the 
onta
t point of the robot with the ground, that is the base footof the robot. After that, s
an lines that are 5 pixels apart from ea
h other and perpendi
ularto the horizon line are 
onstru
ted, su
h that they originate on the horizon line and terminateat the bottom of the image. Then, a s
an through these s
an lines is started to �nd where thegreen �eld starts, whi
h is done by 
he
king for a 
ertain number of 
onse
utive green pixelsalong the line. In order not to lose information about those important obje
ts, a 
onvex-hullis formed from the starting points of the green segments.17



They de�ne the real green �eld borders where all obje
ts of interest fall inside. After the�eld borders are 
onstru
ted, the shorter s
an lines are extended ba
k to these borders, thusbeing possible to use them to dete
t the goal posts and balls that are 
loseto the borders. After this, ea
h s
an line is tra
ed to �nd 
olored segments on them. Iftwo 
onse
utive segments tou
h ea
h other, they are merged into a single region. For whitesegments, there are some other 
onditions su
h as 
hange in dire
tion and 
hange in lengthration, whi
h guarantee that all �eld lines are merged into smaller and more distin
tive regions.2.2.7 BorregosBorregos [29℄ is a Mexi
an team that has been parti
ipating in the RoboCup 
ompetitionssin
e 2004, starting in the 2D Simulation League and moving forward to the 3D SimulationLeague with humanoids in 2007 and �nally joining also the Standard Platform League in 2010.The vision pro
ess of this team starts by obtaining a raw image from the 
amera devi
e,then a RGB matrix is extra
ted from the input image and the 
olor 
lassi�
ation pro
ess ifperformed. The output of the 
olor 
lassi�
ation is an obje
t map, whi
h is a matrix of thesame size as the RGB matrix but instead of the RGB values it 
ontains obje
t labels. Thepattern re
ognition pro
ess takes the obje
t map and tries to �nd �ags and then 
onstru
t ave
tor for every re
ognized �ag. Ea
h ve
tor 
ontains distan
e, verti
al angle and horizontalangle to �ags. Color 
lassi�
ation is the pro
ess that maps pixel values of an image to a 
olorlabel that 
orresponds to a region of 
olor spa
e pre-de�ned in a look up table (LUT). Theraw values of ball distan
e, dire
tion and elevation are 
al
ulated based on the suppositionthat the ball is always on the �oor, whi
h is generally true. This is done by 
al
ulating the
entroid of all pixels 
orresponding to the ball in the image and dividing them over the imagewidth, then multiplying the resulting 
al
ulation by the �ll of the view of the 
amera.2.2.8 Robo EireannThe team [30℄ 
onsists of undergraduates, graduates and a
ademi
s from The HamiltonInstitute, Computer S
ien
e and Ele
troni
 Engineering at NUI Maynooth.Their vision uses OpenCV but with problems in obtaining the speed needed for highlevels of performan
e. Their approa
h has proven helpful for generating 
olour-segmentationalgorithms, based on optimization working in the HSI spa
e for 
aptured images. The systemseeks the optimal HSI spa
e bounds for ea
h 
olor to minimize a 
ompromise of false alarmsand misses in 
olor segmentation. This is then used to generate a LUT in the robot 
olorspa
e for 
olor segmentation.2.2.9 TJArkThe team [31℄ was established in 2004 as a part of the Lab of Robot and Intelligent Controlof Tongji University in China and parti
ipated in RoboCup for the �rst time in 2006.18



Their vision system is based on s
anning the image using a 
olor look up table in orderto form segments of the same 
olor, then using run length en
oding algorithms to merge thesegment into blobs whi
h 
an be then used in the vision re
ognition. For goal dete
tion, theys
an horizontally the image then the horizontal run will be 
onne
ted to blobs based on theirpositions. Some extra s
anning is made to de
ide the goal post blob. When there is onlyone eligible post left, they use the 
rossbar and the 
orner in the forbidden area to de
idewhether the post is on the right or left. In order to re
ognize the lines and ki
k-o� 
ir
le theyadopted the approa
h of grouping points of the same 
olor into blobs and then 
al
ulate the
hara
teristi
s of these blobs. Inspired by the resampling method, they use the run-lengthen
oding algorithm to dete
t the target region, then �t the sample to the Gaussian model orthe Histogram model. If the light 
ondition 
hanges, they 
hose the MAP method to adaptthe model to a

ommodate the 
urrent light 
ondition.2.3 Criti
al 
ommentsThe �rst step in developing the vision system that is presented in this do
ument wasthe studying of the work that has already been developed in the area of roboti
 vision, withemphasis on the work of the teams 
urrently parti
ipating in RoboCup Standard PlatformLeague. The information about the 
urrent level of progress of ea
h of the teams was presentedin the previous subse
tions (Subse
tion 2.2.1 to 2.2.9). An overview of the work developedso far in roboti
 vision was needed in order to better understand the 
ontext, the 
hallengesand the 
onstraints that roboti
 vision implies. Moreover, having a

ess to di�erent solutionproposals that are being implemented by a wide range of resear
hers and 
onsequently to theadvantages and possible �aws that ea
h proposal brings, the 
hoi
e of a personal approa
hbe
omes easier. All of the vision systems presented so far have 
ertain 
ommon features andsome of them 
an also be found in the ar
hite
ture of the vision system des
ribed in this paper.They will be detailed as follows. Nevertheless, none of the teams presented have approa
hedin their Team Des
ription Papers the issues regarding image a
quisition and 
alibration of the
amera intrinsi
 parameters.The use of an image pro
essing library is 
ommon to all proje
ts envolving a vision systemand humanoid vision systems are not an ex
eption. For the teams in the SPL, OpenCVand CMVision libraries are two of the most 
ommon 
hoi
es. They provide a wide range offun
tions for manipulating images. For the proje
t that is being des
ribed in this thesis, thelibrary 
hosen is OpenCV [32℄.The environment in the SPL is still 
olor 
oded whi
h means that a good 
olor 
lassi�
ationis a very important step in attaining good results. For this reason many teams use a LUT forpre-de�ning labels for the regions that have one of the 
olors of interest. Then the values ofthe pixels in the image are mapped to a 
orresponding 
olor label, as it will be des
ribed inSe
tion 4.5. 19



Sin
e a vision system is a real-time appli
ation that has to perform its task in a limitedamount of time due to the restraints of the video devi
e, time management when pro
essingan image has to be performed. For example, using a devi
e that works at a frame rate of 30frames per se
ond implies that the total time that 
an be spent for a
quiring and pro
essingone frame is 33 ms. The main approa
h for obtaining a small pro
essing time is based on thesubsampling of the information a
quired from the 
amera of the robot. In this way, eitherthe information about the 
olor or the information about the luminan
e 
an be subsampledwhile the a
quisition pro
ess 
an still deliver good representations of the surrounding world.In addition to this, in order to redu
e the time spent for s
anning an image in sear
h of one ofthe 
olors of interest, several teams 
hoose the approa
h of using either verti
al or horizontalline s
ans, whi
h means that the number of s
anned pixels is mu
h smaller than the size ofthe image. For the proje
t presented, verti
al or horizontal s
an lines are used for dete
tingtransitions from green to one of the 
olors of interest. Also only half of the 
olumns and halfof the rows of the image are s
anned in order to obtain a better pro
essing time. The detailsof this pro
ess are des
ribed in Se
tion 4.6.After having the 
olor of interest segmented the 
ommon approa
h for the majority ofteams is to merge all neighbour pixels of the same 
olor into blobs [33℄. The idea of �neigh-bourhood� might be di�erent from team to team but the 
on
ept is the same. For this purpose,the run-length en
oding is one of the most 
ommon 
hoi
es. Run-length en
oding is a verysimple form of data 
ompression in whi
h sequen
es of the same value, that o

ur a largenumber of time, are stored as a single data value and 
ount, rather than as the original run.In the 
ase of the proposed system ar
hite
ture, also based on run-length en
oding, pixels ofthe same 
olor are grouped into blobs if they belong to parallel verti
al or horizontal s
anlines that are 
lose to ea
h other. Then the blobs pass a �rst validation test towards beinglabeled as obje
ts of interest if they are pre
eded or/and followed by a 
ertain number of greenpixels. Also 
ommon for this proje
t as well as for the other proje
ts mentioned before, afterhaving a valid blob is 
omputing several measurements su
h as the 
enter of mass and area ofthe bounding box, whi
h prove to be very helpful in the pro
ess of validating the obje
ts ofinterest. A more detailed des
ription of these steps of the implementation of the vision systemis presented in Se
tion 4.8.The 
on
epts dis
ussed might be 
ommon for a large number of roboti
 vision systemsbut every implementation has its parti
ularities whi
h di�erentiate it from the others. Theparti
ularities of the proje
t des
ribed in this do
ument will be des
ribed in the following
hapter.
20



Chapter 3Vision system ar
hite
tureThis thesis presents a modular vision system developed for humanoid robots, but whi
h
an be used, with small 
hanges, in other roboti
 platforms that have a digital 
amera as themain sensor.In this 
hapter the ar
hite
ture of the vision system will be des
ribed, giving more detailsabout some support modules and appli
ations that are not running on the robot. The mainvision pro
ess running on the robot will be presented in Chapter 4. The modular vision systemis presented in Fig. 3.1.Apart from the vision system pro
ess running in real-time on the NAO robot, severalother modules and appli
ations were developed for support and debugging purposes. Thesemodules make possible the 
ommuni
ation of the robot with a lo
al host as well as the sharingof the information provided by the vision pro
ess with the rest of the pro
esses running on therobot. The two appli
ations developed 
an be used either for 
olor 
lassi�
ation, whi
h is the�rst step of the obje
t dete
tion pro
ess, or for image visualization an debugging, 
onsideringthat the NAO physi
al ar
hite
ture does not support any graphi
al interfa
e. Moreover, theLinux operating system that 
omes with the robot does not have graphi
al server, su
h asXServer 1. These two appli
ations (NaoCalib - Se
tion 3.2 and NaoViewer - Se
tion 3.3) runon an 
omputer di�erent from the one of the robot and re
eive data through so
kets.3.1 Communi
ationsLimitations of NAO's hardware ar
hite
ture (see Se
tion 2.1) make impossible the visu-alization of the results of the vision algorithms on the robot. Moreover, when robots areoperating the human user 
annot look dire
tly to the results, in terms of what the robot�sees�. This is valid for most of the mobile robots. Interfa
es for the display and analysis ofthe images 
annot be supported sin
e they would need to a

ess and use a great amount of theresour
es available on the robot. Also the operating system running on the NAO robot does1www.x.org/releases/
urrent/do
/man/man1/Xserver.1.xhtml21



Figure 3.1: Vision system ar
hite
ture in
luding the appli
ations that do not run on the robot.not have graphi
al support. As in image pro
essing the use of tools that allow at least imagedisplaying it is imperative, a solution for implementing them was needed. The 
hosen solutionis based on the development of tools that run on an external 
omputer and 
ommuni
ate withthe robot by means of a network so
ket, using a server-
lient model.A so
ket represents an endpoint of a bidire
tional inter-pro
ess 
ommuni
ation �ow a
rossa 
omputer network. The so
ket is responsible for delivering in
oming data pa
kets to theappropriate appli
ation pro
ess, based on a 
ombination of lo
al IP addresses and port number.Ea
h so
ket is mapped by the operating system to a 
ommuni
ating appli
ation pro
ess. The
ombination of an IP address and the port into a single identity is 
alled the so
ket address.The network so
ket 
an also be seen as an appli
ation programming interfa
e (API) for theTCP/IP or UDP proto
ol sta
ks.The 
lient and server terms refer to two pro
esses whi
h will be 
ommuni
ating with ea
hother. One of the two pro
esses, the 
lient, 
onne
ts to the other pro
ess, the server, typi
allyto make a request for information. The 
lient needs to know of the existen
e and the addressof the server, but the server does not need to know the address of (or even the existen
e of)the 
lient prior to the 
onne
tion being established. When a 
onne
tion is established, bothsides 
an send and re
eive information. The system 
alls for establishing a 
onne
tion aresomewhat di�erent for the 
lient and the server, but both involve the basi
 
onstru
t of aso
ket.Figure 3.2 shows the steps followed when implementing a server-
lient 
ommuni
ation22



ar
hite
ture.

Figure 3.2: Typi
al 
lient server approa
h.The steps involved in establishing a so
ket on the server side are as follows:
• Create a so
ket with the so
ket() system 
all.
• Bind the so
ket to an address using the bind() system 
all. For a server so
ket on theInternet, an address 
onsists of a port number on the host ma
hine.
• Listen for 
onne
tions with the listen() system 
all.
• A

ept a 
onne
tion with the a

ept() system 
all. This 
all typi
ally blo
ks until a
lient 
onne
ts with the server.
• Send and re
eive data.The steps involved in establishing a so
ket on the 
lient side are as follows:
• Create a so
ket with the so
ket() system 
all
• Conne
t the so
ket to the address of the server using the 
onne
t() system 
all
• Send and re
eive data 23



The main vision pro
ess running on the robot has the option of being a server thus sendingthe required information for the 
lient appli
ations that have been developed and that will bepresented in detail in the following se
tions. When the main vision pro
ess is run with theoption �-server� the �rst step is to 
reate a so
ket whose address will be the 
ombination ofthe IP of the host and the prede�ned port 5000. When the 
lient 
onne
ts to the server it willstart sending the information required by the 
lient. The 
lient 
an request and re
eive eitherthe YUV422 bu�er with the raw data a
quired by the 
amera or the bu�er of the pro
essedindex image. The �rst is 
onverted in the 
lient side and displayed as an RGB image with aresolution of 640× 480 pixels, the maximum resolution of the NAO 
amera is 640× 480. Thelatter is displayed with the resolution used int he pro
essing algorithms (for the NAO robota sub-sampled resolution of 320 × 240 pixels is used). The index image represents an 8-bitimage of labels for all the 
olors of interest and it will be further explained in Se
tion 4.5.The 
lient re
eives frames at a slower rate than the frame rate be
ause of network delays andthe limitations of the bandwidth. Typi
ally, it is ne
essary 1s to re
eive a full frame from therobot.3.2 NaoCalib and the 
on�guration �leIn the RoboCup SPL, as well as in other roboti
 appli
ations, image analysis is simpli�eddue to the 
olor 
oding of the obje
ts. In SPL the robots play so

er with an orange ballon a green �eld with white lines and yellow and blue goals. The 
olor information of a pixelis a strong hint for obje
t validation. Be
ause of this, a good 
lassi�
ation of the 
olors isne
essary.Along with the 
alibration of the parameters of the 
amera (presented in Se
tion 4.4), a
alibration of the 
olor range asso
iated to ea
h 
olor 
lass has to be performed whenever theenvironment or the illumination 
onditions 
hange. These two pro
esses are 
o-dependent and
ru
ial for image segmentation and obje
t dete
tion.NaoCalib is an appli
ation 
reated after a model used by CAMBADA [34, 35℄, the RoboCupMiddle-Size League team of the University of Aveiro. It is used for the 
lassi�
ation of the
olors of interest and it allows the 
reation of a 
on�guration �le that 
ontains the Hue (H),Saturation (S) and Value (V) minimum and maximum values of the 
olors of interest. The
on�guration �le (Fig. 3.3) is a binary �le that apart from the H, S and V maximum andminimum value also 
ontains the values of the intrinsi
 parameters of the 
amera.In other appli
ations, the 
on�guration �le 
an 
ontain more information that 
ould berelevant for the vision pro
ess. For example, in the situation when the 
amera of the robot hasa �xed position relative to the ground, the 
on�guration �le 
ould 
ontain information aboutthe mapping between pixels and real distan
es. Moreover, information about the regions ofthe images that do not have to be pro
essed 
an be added.In the 
ase of the NAO robot, NaoCalib is only responsible for the saving on the �le of the24



H, S and V range of the 
olors of interest. The information about the intrinsi
 parameters ofthe 
amera is �lled when the 
alibration module (Se
tion 4.4) is run. The 
on�guration �le is
reated on the 
lient side and then exported to the robot and loaded when the vision pro
essstarts.
Figure 3.3: Stru
ture of the binary 
on�guration �le used in the proposed vision system.The 
alibration of the 
olors is performed in the HSV 
olor spa
e be
ause the results aremore a

urate than in the 
ase of the RGB 
olor spa
e [36℄.Having the vision pro
ess running as a server, a

ording to how it has been des
ribed inthe previous se
tion, NaoCalib 
an a
t as a 
lient that re
eives from the NAO robot the imagebu�er and displays it in the RGB format with a default resolution of 640× 480 pixels. Theseframes are used for 
alibrating the 
olor range asso
iated to ea
h 
olor 
lass.The interfa
e is based on the histograms of the three 
olor 
omponents (Hue, Saturationand Value) and it allows the sele
tion of the 
olor range for ea
h 
olor 
lass with the help ofsliders. For ea
h of the 
olors of interest, a set of pixels 
orresponding to the 
olor 
lass thatis being 
alibrated 
an be sele
ted with the help of the mouse. The 
olor 
lasses 
orrespondto the 
olors of interest, whi
h are: white, green, orange, yellow, blue, blue-sky, magenta andbla
k. Based on this and with the help of the H, S and V histograms the user 
an manipulatethe sliders for sele
ting the maximum and minimum values of the three 
omponents for ea
h
olor 
lass. These values are then updated in the 
on�guration �le, 
opied to the robot andloaded when the vision module is next started.

(a) (b)Figure 3.4: On the left, an original image a
quired by the NAO 
amera. On the right, thesame image with the 
olors of interest 
lassi�ed by means of the NaoCalib appli
ation.The intera
tion between the user and this appli
ation is smoothen by the use of di�erentkeys of the keyboard, ea
h of them being responsible for one of the 
ommands that is shown25



in Fig. 3.5.

Figure 3.5: An illustration of the features of the NaoCalib appli
ation that 
an be a

essedby pressing several keys of the PC keyboard.3.3 NaoViewerAnother 
lient appli
ation that has been developed and that is being used for debuggingpurposes is NaoViewer. NaoViewer is a 
lient tool that has several options useful in themonitoring and testing of the implemented algorithms.As a �rst option, NaoViewer 
an be run with the basi
 purpose of re
eiving and displayingframes a
quired by the 
amera of the robot. The 
lient re
eives the YUV422 raw bu�era
quired by the NAO 
amera whi
h is 
onverted into an YUV422 image as an intermediarystep and then 
onverted to the RGB 
olor spa
e with the help of the OpenCV fun
tions. TheRGB image is displayed with a default resolution of 640 × 480 pixels.The se
ond option of this appli
ation is to display the 8-bit indexed image as well as its�painted� RGB version, the former also having the option of 
ontaining markers for the de-te
ted obje
ts of interest. In this situation, the resolution used in the pro
essing algorithms(in the 
ase of the NAO robot, the resolution was sub-sampled to 320 × 240 pixels, see Se
-tion 4.5). The index image, as previously mentioned, is an 8-bit image in whi
h all the 
olorsof interest are labeled a

ordingly to the look-up table. The painted image is a 3-
hannelsRGB image of the same resolution as the index image. The index image is s
anned and forea
h pixel labeled as having one of the 
olors of interest, the 
olor of the 
orresponding pixelin the RGB image is for
ed as having the respe
tive pure 
olor of interest. If there are pixelsthat do not have any of the 
olors of interest they will be painted as gray. Moreover, all thedete
tion and validation algorithms are performed on the index image but their results 
an26



also be visualized on the RGB painted image. Figures 3.6 and 3.7 presents an example of thefeatures of the appli
ation.
(a) (b)Figure 3.6: On the left, an original image a
quired by the NAO 
amera and displayed by theNaoViewer appli
ation. On the right, the same image with the 
olors of interest 
lassi�ed bymeans of the NaoCalib appli
ation.

(a) (b)Figure 3.7: On the left, the index image with all the 
lassi�ed 
olors labeled. On the right,the RGB image obtained by �painting� the index image a

ording to the labels.Furthermore, the NaoViewer appli
ation allows the re
ording of a video by saving allthe frames re
eived. This is also very helpful in the task of understanding what the robots�see� and for o�ine debugging. Complementary to this, a basi
 appli
ation for reading anddisplaying the video a
quired has been implemented. Moreover, the main vision pro
ess wasadapted to send the raw data previously saved.3.4 Real-time databaseCooperation is one of the key words that should des
ribe a team and this also appliesin the 
ase of a roboti
 so

er playing team. A 
ommon approa
h for a
hieving 
ooperativesensing is by means of a database where ea
h agent publishes the information that is generatedinternally and that might be requested by others. In the proposed vision system a Real-time27



Data Base (RtDB) based on [37℄ is used and it holds the state data of ea
h agent (running,penalised or stopped), together with lo
al images of the relevant state data of the other teammembers. This approa
h allows a robot to use the information provided from the rest of therobots to 
omplement its own. For example, if a robot 
annot get tra
k of the ball it 
aneasily use the position of the ball as dete
ted by another robot.The RtDB is implemented over a blo
k of shared memory and it is divided into twoareas. A private one, for lo
al information only and a shared area. The private area 
ontainsinformation that is not to be broad
asted to the rest of the robots while the shared one
ontains global information provided to all players. The information is shared using a pro
essdes
ribed in 3.5. The last one is then divided into a number of areas equal to the number ofagents in the team (four in the 
ase of an SPL team), ea
h of the area 
orresponding to anagent. Ea
h of the areas is written by the 
orresponding agent while the remaining ones areused to store the information re
eived from the other agents (Fig. 3.8).

Figure 3.8: Internal representation of the RtDB [2℄.The allo
ation of shared memory is done with a spe
i�
 fun
tion 
all, DBinit() whi
h is
alled on
e by every Linux pro
ess that needs to a

ess it. The a
tual allo
ation is exe
utedonly at the �rst 
all, the following 
alls return the shared memory blo
k handler and in
rementa pro
ess 
ount. The memory spa
e 
an be freed by using the fun
tion 
all DBfree() thatde
reases the pro
ess 
ount. When the pro
ess 
ount rea
hes 0 the shared memory blo
k is28



released.The RtDB is a

essed 
on
urrently by Linux pro
esses that pro
ess images and implementbehaviors. The a

ess is made with non-blo
king fun
tion 
alls, DBput() and DBget() thatallow writing and reading re
ords, respe
tively.3.5 Communi
ation among agentsTaking the example of a SPL game, the agents 
ommuni
ate among them using an IEEE802.11 network, sharing a single 
hannel with the opposite team and ea
h team 
an use abandwidth of up to 500Kbps of the wireless lan. Be
ause of the redu
ed bandwidth andthe impossibility of 
ontrolling the a

ess to the 
hannel, a robust solution for agent to agent
ommuni
ation was needed. The approa
h 
hosen is based on the 
ommuni
ation ar
hite
turedeveloped by CAMBADA [3℄ and it uses a dynami
 adaptive TDMA transmission 
ontrol thatwill be des
ribed as follows.TDMA stands for Time Division Multiple a

ess and it is a 
hannel a

ess method forshared medium networks that allows several users to share the same frequen
y 
hannel bydividing the signal into di�erent time slots. The users will transmit in rapid su

ession,one after the other, ea
h using his own time slot. The approa
h that is being used for the
ommuni
ation among team members de�nes a round period 
alled team update period (Ttup)that sets the responsiveness for the global 
ommuni
ation. Ttup is divided equally by thenumber of 
urrently a
tive team members generating the TDMA slot stru
ture [38℄. Thisstru
ture is re
on�gured dynami
ally everytime a node leaves (e.g., 
rashes) or joins the team.Ea
h running agent has one single slot allo
ated so that all slots in the round are separated(Fig. 3.9). The target inter-slot period Txwin is 
al
ulated as Tup/N , where N is the numberof running agents.
Figure 3.9: Illustration of a TDMA round [3℄.A rate-monotoni
 s
heduler is used for s
heduling the transmissions generated by ea
hagent a

ording to the produ
tion periods spe
i�ed in the RtDB re
ords. When the respe
tiveTDMA slot 
omes, all 
urrently s
heduled transmissions are piggyba
ked on one single 802.11frame and sent to the 
hannel. The required syn
hronization is based on the re
eption of theframes sent by the other agents during Ttup. If delays a�e
t all TDMA frames in a round,then the whole round is delayed from then on, thus its adaptive nature. Figure 3.10 shows29



a TDMA round indi
ating the slots allo
ated to ea
h agent and the adaptation of the roundduration.
Figure 3.10: Illustration of a TDMA adaptive round [3℄.
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Chapter 4Vision pro
ess: from image a
quisitionto obje
t dete
tionThe ar
hite
ture of the vision pro
ess is quite 
omplex and represents the best 
ompromisethat has been rea
hed between pro
essing requirements and the hardware provided in orderto a

omplish the goals of this proje
t.In this 
hapter the main vision pro
ess that runs on the robot will be presented. First, abrief des
ription on ea
h of the modules developed will be presented and then, in the followingse
tions more details about ea
h module will be provided. The vision pro
ess 
an be dividedinto three main parts, as follows: a

ess of the devi
e and image a
quisition, 
alibration ofthe 
amera parameters and obje
t dete
tion and understanding. The blo
k diagram of theproposed vision pro
ess is presented in Fig. 4.1.As mentioned before, the NAO robot has two video 
ameras and the presented module
an be used with any of them. The 
urrent version of the software allows to swit
h between
ameras in a small amount of time (on average, 29ms). However, sin
e only one 
amera 
anbe used at a time, only the lower 
amera of the robots is being used sin
e it 
an provide moremeaningful information about the surroundings. The swit
h between 
ameras 
an be veryuseful when more evolved game strategies will be developed and the upper 
amera 
an easeNAO's dribbles. The 
amera is a

essed using V4L2 API [21℄ and its raw output is in theYUV422 pa
ked format.The 
alibration pro
ess and the one of obje
t dete
tions do not run simultaneously onthe robot. The 
alibration module is not 
ontinuously running on the robot due to thepro
essing time limitations. It is run just on
e whenever the environment or the lighting
onditions 
hange, having the purpose of setting the parameters of the 
amera so that theimages a
quired give the best possible representation of the real world.For the dete
tion module, with the use of a look-up table (LUT) the raw bu�er 
an be
onverted into an 8-bits grays
ale image in whi
h only the 
olors of interest are mapped(orange, green, white, yellow, blue, pink, blue sky and gray - stands for no 
olor).31



The next step is the sear
h for the 
olors of interest in the grays
ale image and the forma-tion of blobs of the same 
olor. The blobs are then marked as obje
ts if they pass the validation
riterias whi
h are 
onstru
ted based on di�erent features extra
ted from the blobs.Finally, after merging the information about the obje
ts found in the image with theestimation of the pose of the robot provided by another module running on the robot, thevision module is 
apable of delivering a set of 2D 
oordinates for the other modules thatne
essitate them. The details of the implementation of all these steps will be presented in these
tions that follow.

Figure 4.1: Blo
k diagram of the vision pro
ess that runs on the robot.4.1 A

essing the devi
e and a
quiring imagesNAO has 2 identi
al video 
ameras that are lo
ated in the forehead and 
hin area, re-spe
tively. They provide a 640 × 480 resolution image at 30 frames per se
ond. They 
an beused to identify obje
ts in the visual �eld su
h as goals and balls, and bottom 
amera 
an beuseful when the NAO robot is dribbling the ball. The native output of the 
amera is YUV422pa
ked.A �rst approa
h for a

essing the NAO 
ameras was based on the NAOqi framework thatworks on the robots. NAOqi is a framework property of Aldebaran Roboti
s that runs onthe robots and a
ts as a server. Di�erent modules 
an plug into NAOqi either as a libraryor as a broker, with the latter 
ommuni
ating over IP with NAOqi. It supplies binding forC, C++, Python, Ruby and Urbi. NAOqi itself 
omes with several notable modules, two ofthem being the ALVideoDevi
e and the ALVisionToolbox modules, whi
h provide methodsnot only for a

essing both 
ameras of the robot but also methods for a
quiring images of32



di�erent resolutions and for 
onverting them between di�erent 
olor spa
es. However, after
ondu
ting a series of tests of the available methods, it was proved that this approa
h 
ouldnot be a useful one in the pro
ess of developing real-time appli
ations sin
e only the a
quiringtime of one frame was elevated (approximately 120 ms for the minimum resolution of 160×120pixels).The solution 
hosen for a

essing the 
ameras is based on the Video For Linux (v.2) API, akernel interfa
e for analog radio and video 
apture and output drivers. Programming a V4L2devi
e 
onsists of the following steps:
• Opening the devi
e.
• Changing devi
e properties, sele
ting video and/or audio input, video standard, pi
turebrightness, et
.
• Negotiating a data format.
• Negotiating an input/output method.
• The a
tual input/output loop.
• Closing the devi
e.The V4L2 driver is implemented as a kernel module, loaded automati
ally when the devi
eis �rst opened. The driver module plugs into the �videodev� kernel module.The raw format of the NAO 
ameras is YUV422 pa
ked. In the YUV 
olorspa
e the Y
omponent stands for luminan
e or luma and determines the brightness of the 
olor, while theU (also 
alled Cb) and V (also 
alled Cr) 
omponents determine the 
olor itself (the 
hroma).The luminan
e 
an be seen as a grays
ale range that goes from white to bla
k. The 
hromati

omponents are represented in Fig. 4.2. In digital formats Y, U and V range from 0 to 255.

Figure 4.2: Representation of the U and V 
omponents on a s
ale from -0.5 to 0.5. [4℄.33



Being a pa
ked format it means that Y, U and V samples are pa
ked together intoma
ropixels whi
h are stored in a single array (Fig. 4.3(a)). The numeri
al su�x atta
hed(422) indi
ates the sampling position a
ross the image line. For the Y sample, both horizontaland verti
al periods are 1 while for the U and V samples the horizontal period is 2 and theverti
al one is 1. This means that the two 
hroma 
omponents are sampled at half the samplerate of the luma: the 
hroma resolution is halved (Fig. 4.3(b)). By this, the bandwith of anun
ompressed video signal is redu
ed by one third with little visual di�eren
e. The human eyeis more sensitive to the luminan
e, thus 
hroma redu
tion does not have su
h a great visualimpa
t.

(a) (b)Figure 4.3: In (a) a YUV422 Ma
ropixel [5℄ and in (b) 
hroma subsampling in the YUV 
olorspa
e illustration [4℄.4.2 Conversions between 
olor spa
esFor a better visualization and understanding of the images provided by the NAO 
amerain 
ertain situations it was ne
essary for them to be 
onverted to a 
olorspa
e that is moreapproa
hable or that 
an provide an easier manipulation. Color spa
e 
onversion stands forthe representation of the 
olors in an image from one spa
e to another, with the purpose ofmaking the image translated to the new 
olor spa
e as 
lose as possible to the original one.The RGB 
olor spa
e is the most 
onvenient one to work with in 
omputer graphi
s sin
eit is the 
losest to the way the human eye works. A RGB 
olor spa
e is an additive 
olor spa
e,de�ned by the three 
hromati
ities of the red, green, and blue. The main purpose of the RGB
olor model is for the sensing, representation, and display of images in ele
troni
 systems, su
has televisions and 
omputers, though it has also been used in 
onventional photography [10℄.Before the ele
troni
 age, the RGB 
olor model already had a solid theory behind it, basedin human per
eption of 
olors. To form a 
olor with RGB, three 
olored light beams (onered, one green, and one blue) must be superimposed (for example by emission from a bla
ks
reen, or by re�e
tion from a white s
reen). Ea
h of the three beams is 
alled a 
omponent of34



that 
olor, and ea
h of them 
an have an arbitrary intensity, from fully o� to fully on, in themixture. The RGB 
olor model is additive in the sense that the three light beams are addedtogether, and their light spe
tra add, wavelength for wavelength, to make the �nal 
olor'sspe
trum.

(a) (b)Figure 4.4: On the left, the RGB 
ube and on the right, an example of an additive 
olormixing: adding red to green yields yellow, adding all three primary 
olors together yieldswhite [4℄.The HSV 
olor spa
e is a related representation of points in an RGB 
olor spa
e, whi
hattempts to des
ribe per
eptual 
olor relationships more a

urately than RGB, while remain-ing 
omputationally simple [10, 36℄. HSV stands for hue, saturation, value and it des
ribes
olors as points in a 
one whose 
entral axis ranges from bla
k at the bottom to white at thetop (Fig. 4.5a) with neutral 
olors between them, where angle around the axis 
orrespondsto �hue�, distan
e from the axis 
orresponds to �saturation�, and distan
e along the axis 
or-responds to �value�, �lightness�, or �brightness�. The hue represents the per
entage of 
olorblend, the saturation the strength of the 
olor and the value is the brillian
e or brightness ofthe 
olor.The HSV 
olor spa
e is mathemati
ally 
ylindri
al, but it 
an be thought of 
on
eptuallyas an inverted 
one of 
olors (with a bla
k point at the bottom, and fully�saturated 
olorsaround a 
ir
le at the top). Be
ause HSV is a simple transformation of devi
e�dependentRGB, the 
olor de�ned by (h, s, v) triplet depends on the parti
ular 
olor of red, green,and blue �primaries� used. Ea
h unique RGB devi
e therefore has an unique HSV spa
e toa

ompany it.A �rst step in the 
onversions pro
ess is the 
onversion of the YUV422 pa
ked bu�er toa YUV444 image, to be 
ompliant with the IplImage stru
ture provided by OpenCV. In aYUV444 pixel, all three 
omponents are sampled at the same rate (Fig. 4.3b). Ea
h pixel inthe image 
ontains all the information about 
olor. In this 
ase, the mapping of the three
omponents is: 35



(a) (b)Figure 4.5: The 
oni
al and 
ylindri
al representations of the HSV 
olor spa
e [4℄.Y0U0V0 Y1U1V1 ... YnUnVnThe formulas used for the 
onversions between 
olor spa
es are the following [39℄:YUV to RGB 
onversion:
R = Y + 1.403 × (V − 128)

G = Y − 0.344 × (V − 128) − 0.714 × (U − 127)

B = Y + 1.773 × (U − 128)RGB to HSV 
onversion:
V = max(R,G,B)

S = V−min(R,G,B)
V

if V ! = 0, 0 otherwise

H =











60G−B
S

if V = R

120 + 60B−R
S

if V = G

240 + 60R−G
S

if V = B4.3 Camera parametersOne of the most important premises that have to be 
onsidered when developing a roboti
vision system is that the 
ore of the vision system, whi
h in this 
ase represents the NAO
amera, should work within the best possible parameters. The implemented vision systemhas to guarantee an a

urate image a
quisition that 
an best repli
ate the surrounding world.The results of the image pro
essing algorithms highly depend on the quality of the imagea
quired. A good 
alibration of the parameters of the 
amera is imperative for a satisfyingimage a
quisition. In this se
tion will be presented the most signi�
ant intrinsi
 parametersof the 
amera. These are present in almost every 
amera and have the grater in�uen
e on thepro
ess of image a
quisition. 36



4.3.1 ExposureExposure represents the total amount of light allowed to fall on the photographi
 medium(in this 
ase the image sensor). Corre
t exposure may be de�ned as an exposure that a
hievesthe e�e
t that was intended when taking the pi
ture. In photography, shutter speed is a
ommon term used to dis
uss exposure time, the e�e
tive length of time a 
amera's shutter isopen. The total exposure is proportional to this exposure time, or duration of light rea
hingthe �lm or image sensor. In the 
ase of NAO 
ameras, the exposure has a range from 0 to255. Overexposed images are 
hara
terized by a loss of highlight details, the bright partsof the image are all white. In an underexposed image the dark areas 
annot be distinguishfrom the bla
k ones. Over- or under- exposing are also referred as �shooting to the right� or�shooting to the left�, respe
tively, as these shift the intensity histogram to the right or to theleft. Figure 4.6 shows an example of an image 
orre
tly exposed (a), an overexposed image(b) and an underexposed one (
)
(a) (b) (
)Figure 4.6: On the left, an a

urate image a
quired with the 
amera parameters 
orre
tly
alibrated. In the middle, an overexposed image and on the right, a underexposed image.4.3.2 GainThis parameter is related to image brightness and 
ontrast but also to the noise of theimage. In
reasing this fa
tor makes the image brighter and in
reases the 
ontrast but at thesame time adds noise to the image sin
e the original noise of the image is also ampli�ed. Anin
rease value of the gain 
an spread out the histogram of intensities, as well as a low value ofthe gain 
an 
ompress it. Figure 4.7 (b) shows an example of an image a
quired after settinga high value of the gain parameter.4.3.3 White Balan
eWhite balan
e is a parameter that when set 
orre
tly determines the obje
ts that arewhite in real world to appear as white in the image a
quired by the 
amera. The image 
olorsappear di�erent depending on the illumination under whi
h the image was taken. Proper
amera white balan
e has to take into a

ount the 
olor temperature of a light sour
e, whi
h37



(a) (b)Figure 4.7: On the left, an a

urate image a
quired with the 
amera parameters 
orre
tly
alibrated. On the right, the same image after signi�
antly in
reasing the gain value.refers to the relative warmth or 
oolness of white light. When this parameter is not properlyadjusted the image has a red or blue tonality. The 
orre
tion 
an be done by adjusting thered and blue 
hannels gain. The white balan
e red and blue 
hromas range from 0 to 255.Figure 4.8 shows an example of an image a
quired with 
orre
t values of the white balan
eparameters (a), and images a
quired when the red 
hroma (b) and the blue 
hroma (
) arenot set properly.
(a) (b) (
)Figure 4.8: On the left, an a

urate image a
quired with the 
amera parameters 
orre
tly
alibrated. In the middle, an image in whi
h the red 
hroma has a too elevated value, thusthe redish tonality of the image. On the right, an image in whi
h the blue 
hroma is too high.

4.3.4 BrightnessThe brightness parameter is responsible for adjusting the bla
k level of an image. If not setproperly, the images 
ould appear darker or brighter than they really are. The bla
k level ofan image is adjusted by adding or substra
ting an o�set for ea
h pixel. The value of brightness
an range from 0 to 255. Figure 4.9 presents an example of a too bright (b) or a too dark (
)pi
ture a
quired with di�erent values of the brightness parameter.38



(a) (b) (
)Figure 4.9: On the left, an a

urate image a
quired with the 
amera parameters 
orre
tly
alibrated. In the middle, an image that is too bright due to a high value of the brightnessparameter of the 
amera. On the right, a too dark image 
aptured when the brightnessparameter is too low.4.3.5 ContrastThis parameter is useful for turning the bright 
olors more bright and the dark 
olors moredark in order to a

entuate details in an image. In an image with a low 
ontrast details 
annotbe distinguish sin
e the brightness of di�erent elements is almost the same. The range of the
ontrast is from 0 to 127. Figure 4.10 illustrates an example of a too bright (b) or too dark(
) image.
(a) (b) (
)Figure 4.10: On the left, an a

urate image a
quired with the 
amera parameters 
orre
tly
alibrated. In the middle, an image a
quired with a high value of the 
ontrast parameterandon the right, an image a
quired with a low value of the 
ontrast parameter of the 
amera.4.4 Self-
alibration of the 
amera intrinsi
 parametersThe use of 
amera in auto-mode has raised several issues whi
h made the segmentation andvalidation of obje
ts hard to be performed (Fig. 4.11). By using the 
amera in auto-mode theimages a
quired were far from being a

urate and the 
olors of interest were not representedin a way that the human eye per
eives them. Thus, the 
lassi�
ation of 
olors was di�
ult tobe performed and the robots' per
eption of 
olors was distorted when 
ompared to the humanone. Moreover, the 
amera 
hanges its parameters along the time.39



Camera 
alibration plays probably the most important role in the pro
ess of dete
tingobje
ts in a 
olor 
oded environment. It is strongly related to the degree of a

ura
y ofthe images a
quired, whi
h should give a representation of the surrounding world as 
lose aspossible to the real one. Calibration has to be performed whenever the environment 
hangesor when the lighting 
onditions 
hange over time. This means that, 
onsidering the availableresour
es and the small amount of pro
essing time, the 
alibration module has to be run onlywhen the playing �eld 
hanges or when the illumination of the �eld 
hanges over time.The use of 
amera in auto-mode has raised several issues whi
h made the segmentationand validation of obje
ts hard to be performed.

Figure 4.11: An example of an image a
quired with the 
amera working in auto-mode. The
olor of the 
arpet is di�erent than the green we would expe
t to see and the white areas andthe yellow goals are too bright.The algorithm proposed for the auto
alibration requires a minimal human interventionand it is based on a PI 
ontroller (Fig. 4.12) for adjusting the exposure, the gain and thewhite balan
e of the 
amera based on some statisti
al measures performed on the a
quiredimage [40℄. The self-
alibration algorithm is used only for the mentioned 
amera parameterssin
e a good 
alibration of these parameters is su�
ient for a
quiring reliable images. Theproblems of the 
amera working in autmode are mostly related to the brightness of the imageand to the representation of the white obje
ts, therefore 
hosing an appropriate range for thegain, exposure and white balan
e settings 
an solve these problems.The human intervention isonly needed for positioning a white obje
t in a spe
i�
, known in advan
e area of the image for
alibrating the white balan
e parameter of the 
amera. The algorithm uses the 
on�guration�le for saving and loading the values for the 
amera parameters.The intensity histogram of an image, that is the histogram of the pixel intensity values,is a bar graph showing the number of pixels in an image at ea
h di�erent intensity valuesfound in the image. For an 8-bit grays
ale image there are 256 di�erent possible intensities,from 0 to 255. Image histograms 
an also indi
ate the nature of the lighting 
onditions, the40



Figure 4.12: Blo
k diagram of a PI 
ontroller. r(t), e(t) and u(t) represent the response,the error and the 
ontrol signals, respe
tively. The 
onstants Kp and Ti are experimentallydetermined 
oe�
ients asso
iated to the gain, respe
tively to the integrative a
tion of the
ontroller.exposure of the image and whether it is underexposed or overexposed. The histogram 
an bedivided into 5 regions as shown in Fig. 4.13 (b) . The left regions represent dark 
olors whilethe right regions represent light 
olors. An underexposed image will lean to the left while anoverexposed one will be leaning to the right. Ideally most of the image should appear in themiddle region of the histogram.From the gray level histogram, the MSV 
an be 
omputed based on the following formulaand it represents a useful measure of the balan
e of the tonal distribution in the image:
MSV =

Σ4

j=0
(j+1)xj

Σ4

j=0
xjwhere xj is the sum of the gray values in region j of the histogram. The image is 
onsideredto have the best quality when the MSV ≈ 2.5. MSV is a mean measure whi
h does not takeinto a

ount regional overexposures and underexposures in the image.The blo
k diagram of the self-
alibration algorithm is presented in Fig. 4.14.The proposed algorithm works as follows:

• The 
amera starts with the parameters set a

ordingly to the values loaded from the
on�guration �le and a frame is a
quired.
• The histogram of the image is 
omputed and based on this the Mean Sample Value(MSV) is 
al
ulated.
• If the MSV is not in a small proximity(±0.2) of 2.5 the gain is 
ompensated with thehelp of a PI 
ontroller.
• A new frame is a
quired and the pro
ess is restarted. If the gain rea
hes the minimum ormaxim possible value the exposure is adjusted until the MSV gets in the 
orre
t range.41



(a) (b)Figure 4.13: On the left an image a
quired by the NAO 
amera after the intrinsi
 parametersof the 
amera have 
onverged. On the right, the histogram of the image. As expe
ted, mostof the image appears in the middle region of the histogram.

Figure 4.14: Blo
k diagram of the auto
alibration pro
ess.
• Having the gain and the exposure set the white balan
e is adjusted by analyzing a whiteobje
t in front of the robot whose lo
alization in the image has been previously de�ned.In the YUV 
olor spa
e the average value of U and V for a white area should be 127.
• The red 
hroma and blue 
hroma are 
ompensated by means of the PI 
ontroller untilthe U and V values of the white pixels get into the range of [125, 129].
• The new parameters of the 
amera are written to the 
on�guration �le.Figure 4.15 shows the results of both steps of the algorithm applied. Step one implies the42




alibration of the gain and the exposure parameters and step two is the 
alibration of thewhite balan
e parameter.

(a) (b) (
)Figure 4.15: On the left, an image a
quired with the 
amera used in auto-mode. The whitere
tangle, in the top middle of the image, represents the white area used for 
alibrating thewhite balan
e parameters. In the middle, an image a
quired after 
alibrating the gain andexposure parameters. On the right, the result of the self-
alibration pro
ess, after having alsothe white balan
e parameters 
alibrated.The di�eren
e between working with the NAO 
amera in automode and after 
alibratingits intrinsi
 parameters 
an be seen in Fig. 4.16.

(a) (b)Figure 4.16: On the left a 
olor 
alibration after the intrinsi
 parameters of the 
amera have
onverged. On the right, the result of 
olor 
lassi�
ation 
onsidering the same range for the
olors of interest but with the 
amera working in auto-mode. Most of the 
olors of interest arelost (the blue, the yellow, the white and the bla
k) and the shadow of the ball on the groundis now blue, whi
h might be 
onfusing for the robot when pro
essing the information aboutthe blue 
olor. 43



4.5 LUT and the index imageImage analysis in the 
ontext of the SPL bran
h of RoboCup is simpli�ed by the fa
t thatthe obje
ts are 
olor 
oded. The 
olor of a pixel is a helpful 
lue for segmenting obje
ts. Thus
olor 
lasses are de�ned with the use of a look-up table(LUT) for fast 
olor 
lassi�
ation. ALUT represents a data stru
ture, in this 
ase an array used for repla
ing a runtime 
omputa-tion with the following basi
 array indexing operation:
indexLUT = Y << 16 + U << 8 + VThis approa
h has been 
hosen in order to save signi�
ant pro
essing time. The imagea
quired in the YUV format is 
onverted to an index image (image of labels) using an appro-priate LUT.The table 
onsists of 16,777,216 entries (224, 8 bits for Y, 8 bits for U and 8 bits for V).Ea
h bit expresses if one of the 
olors of interest (white, green, blue, yellow, orange, red, bluesky, gray - no 
olor) is within the 
orresponding 
lass or not (Fig. 4.17). The pro
ess of 
olor
lassi�
ation is done with the help of the NaoCalib appli
ation. The details about this pro
esswere des
ribed in Se
tion 3.2. A given 
olor 
an be assigned to multiple 
lasses at the sametime. For 
lassifying a pixel, �rst the value of the 
olor of the pixel is read and then used asan index into the table. The 8-bit value then read from the table is 
alled the �
olor mask� ofthe pixel. Table 4.1 shows three examples of the 
al
ulation equivalent to the array indexingoperation ne
essary for determining indexLUT and also the equivalent binary value for threeof the 
olors of interest: red, green and blue, respe
tively.RGB triplet YUV triplet indexLUT binary value. . . . . . . . . . . .(255, 0, 0) (76, 84, 255) 76×216 + 84×28 + 255 00000001. . . . . . . . . . . .(0, 255, 0) (149, 43, 21) 149×216 + 43×28 + 21 00010000. . . . . . . . . . . .(0, 0, 255) (29, 255, 107) 29×216 + 255×28 + 107 10000000. . . . . . . . . . . .Table 4.1: Table presenting the 
al
ulation of the array indexing operation ne
essary fordetermining indexLUT and, as example, the equivalent binary value for three RGB / YUVvalues 
orresponding a three 
olors of interest: red, green and blue, respe
tively.The resulting index image is a grays
ale image with the resolution of 320 × 240 pixels.A smaller resolution was obtained with the purpose of further de
reasing the time spent on44



Figure 4.17: The mapping of the 
olors of interest for a NAO robot based on a one 
olor toone bit relationship.
pro
essing the image. The redu
ed resolution was obtained by using a subsampling approa
h.By using the YUV422 pa
ked format of the image, a subsampling of the image a
ross theimage line is obtained. For the Y sample, both horizontal and verti
al periods are one, whilefor the U and V samples the horizontal period is two and the verti
al one is one. This meansthat the two 
hroma 
omponents are sampled at half the sample rate of the luma: the 
hromaresolution is halved.Then, by type 
asting the YUV422 bu�er [41℄, whi
h is an unsigned 
har bu�er to aninteger one, thus making the reading of four bytes at the same time possible, every one
olumn in four of the image is ignored, by reading only half of the luminan
e information(Fig. 4.18). Even though for the human eye the luminan
e is the 
omponent of a 
olor thathas more signi�
an
e, this is not valid in the 
ase of roboti
 vision. Moreover, using thisapproa
h we a

ess four times less the memory. This image of labels will be the basis of allthe pro
essing te
hniques that will be des
ribed in the following se
tions. An example of anindex image was presented in Fig. 3.7 (a).
Figure 4.18: An illustration of the type 
asting of the unsigned 
har bu�er to an integer one,allowing thus the reading of four bytes at the same time. Using this approa
h a redu
edresolution of the images 
an be obtained. Thus the pro
essing time is signi�
antly de
reasedand reliable results 
an still be attained.

The algorithm for the type 
asting and 
onstru
tion of the index image is depi
ted next:45



Algorithm 1 Algorithm of the type 
asting of the unsigned 
har bu�er to an integer one andthe 
onstru
tion of the index image.
unsigned int ∗ b = (unsigned int∗)Y UV buffor i = 0; i < nColsIndex× nRowsIndex; i++ do

lutPos = (b[i] & 0x00FFFFFF ) >> 8

IndexImageData[(r × nColsIndex+ c)] = lut[lutPos]

c++if c ≥ nColsIndex then
i+ = nColsIndex

c = 0

r ++end ifend for4.6 Color analysis using s
an linesHaving the 
olors of interest labeled, s
an lines are used for dete
ting transitions between
olors. The digital representation of an image is nothing more than a matrix, ea
h pixel of theimage is an element of the matrix, whose position is spe
i�ed by a pair (i, j), where i representsthe number of the line and j represents the number of the 
olumn. For the segmentation ofthe 
olors of interest, horizontal and/or verti
al s
an lines are used. Thus, in the 
ase ofhorizontal s
an lines, the lines of the matrix are s
anned while looking for 
ertain values ofthe pixels. When using verti
al s
an lines, the 
olumns of the matrix are s
anned. Both typesof s
an lines start at the upper left 
orner of the image and go along the width and the height,respe
tively, of the image (Fig. 4.19). S
an lines of a 
ertain 
olor of interest are formed byadja
ent pixels that have the given 
olor.S
an lines are used for �nding transitions between 
olors of interest. In the roboti
 so

erenvironment, sin
e all the obje
ts of interest are on the green �eld during a game, transitionsbetween green and another 
olor of interest are sear
hed. The information about the green
olor is used as an assertion that only the region of interest of the image, that is the so

er�eld, is being pro
essed.While s
anning the image in sear
h of a 
olor of interest, with every new row/
olumn a news
an line of length 0 is being initialized. The algorithm pro
esses all the pixels of a row/
olumnand for every green pixel found a 
ounter 
alled GPB is in
remented (GPB stands for �greenpixels before�). If a pixel of the 
olor in sear
h is being found, a 
ounter 
alled CP (�
olorpixel�) is in
remented. Sin
e the algorithm is based on transitions of the type green-
olor ofinterest-green, after �nding a given number of 
olor pixels, a 
ounter for the following greenpixels (GPA) is also in
remented every time a new green pixel is found.The s
an line is then 
onsidered a valid s
an line of the 
olor of interest in sear
h if GPB46



(a) (b)Figure 4.19: On the left, an illustration of the horizontal s
an lines. On the right, the verti
als
an lines.
and GPA are larger than a prede�ned threshold. The length of the s
an line will be thenumber of the 
olor pixels that have been found. This approa
h is an example of run-lengthen
oding, in whi
h repetitive data is 
ompressed. That is, sequen
es of pixels of the same
olors are 
ounted and stored as a single data value.All the information about the valid s
an lines having the same 
olor of interest is savedinto an array. The information relevant for a s
an line is the initial point of the s
an line, itsend point and its length. Figure 4.20 shows an illustration of the transitions between greenand a 
olor of interest.

Figure 4.20: Transitions between green pixels (G) and pixels of one of the 
olors of interest(C).
The algorithm for the horizontal sear
h of s
an lines is depi
ted next. The only di�eren
ein the verti
al sear
h is that the image is s
anned on 
olumns.47



Algorithm 2 Algorithm of the sear
h for horizontal transitions.for i = 0; i < nRows; i+ = 2 dofor j = 0; j < nCols; j ++ dowhile imageData[i × step + j] == GREEN do
GPB ++

j ++

continueend whilewhile j < nCols && imageData[i × step+ j] ! = GREEN doif (imageData[i × step+ j] & COLOR) ! = 0) then
CP ++end ifend whilefor k = j; k < j + 20 && k < nRows; k ++ doif imageData[i × step+ k] == GREEN then
GPA++end ifend forif GPB ≥ threshB && CP ≥ threshC && GPA ≥ threshA then

vector.push(scanline)end ifend forend for
4.6.1 Orange segmentationFor the transitions between green-orange-green, both horizontal or verti
al s
an lines 
anbe used. However, pra
ti
al results prove that in this 
ase the horizontal s
ans o�er morevalid information. A s
an line is 
onsidered to be orange if before �nding the orange pixel,a minimum number of 5 green pixels have been found and the same number of green pixelshas been found after the last orange pixel dete
ted. Moreover, in order to be 
onsidered avalid orange s
an line, its lenght has to be larger that 20 pixels. The low values of the greenthresholds have been 
hosen experimentally, in order to ensure the dete
tion of the ball (or atleast, parts of the ball) even when it is 
lose to the white lines of the �eld, in the proximity ofthe goal posts, or when it is 
aught between robots. Figures 4.21 and 4.22 provide an exampleof horizontal and verti
al orange s
anlines. 48



(a) (b)Figure 4.21: On the left, the RGB painted image in whi
h the 
enter of all valid orangehorizontal s
an lines are marked with a bla
k 
ross. On the right, the index image.

(a) (b)Figure 4.22: On the left, the RGB painted image in whi
h the 
enter of all valid orange verti
als
an lines are marked with a bla
k 
ross. On the right, the index image.
4.6.2 White segmentationTransitions of the type green-white-green are found using both horizontal and verti
al s
anlines. The horizontal s
an lines are used for the dete
tion of the side lines of the �eld, whilethe verti
al ones are used for dete
ting the white line and 
ir
le in the middle of the �eld. Thevalues of the thresholds of green pixels in this 
ase is 10 and the length of the s
an line has tobe larger than 20 pixels. Figure 4.23 illustrates an example of the white lines segmentationbased on verti
al sear
h for transitions of the type green-white-green.49



(a) (b)Figure 4.23: On the left, the RGB painted image in whi
h the 
enters of the s
an lines aremarked with bla
k 
rosses. On the right, the 
orresponding index image.4.6.3 Yellow/blue segmentationFor the dete
tion of the blue/yellow goals horizontal s
an lines are used for dete
ting onlythe lower half of the goals. Even though in this way only half of the 
olor information relatedto the position of the goals is being used, it is enough and su�
iently relevant for an a

uratedete
tion of the goals. Horizontal s
an lines are used in the sear
h of green - yellow/blue -green transitions. The 
ounter of the green pixels before and after de yellow/blue ones haveto be larger than 10 and the number of yellow/blue pixels found has to be at least 25. Anexample of valid yellow horizontal s
an lines is presented in Fig. 4.24.
(a) (b)Figure 4.24: On the left, the RGB painted image in whi
h the 
enter of all valid yellowhorizontal s
an lines are marked with a bla
k 
ross. On the right, the index image.The values of the thresholds have been determined experimentally and they have the roleof minimizing the number of false positives sin
e the beginning of the dete
tion algorithms.Having in mind the fa
t that the roboti
 vision system is a real-time appli
ation whi
himplies as low as possible pro
essing times, the s
anning of the images is done for every se
ondrow or/and 
olumn, respe
tively. This subsampling approa
h guarantees smaller pro
essingtimes while still allowing the a
quisition of reliable results.50



4.7 Cluster formationS
an lines of a 
ertain 
olor of interest are formed by adja
ent pixels that have the given
olor and that pass the threshold 
omparisons that were des
ribed in the previous se
tion.After s
anning the image, all the s
an lines of a 
ertain 
olor are stored in a ve
tor of s
anlines. The next step is the formation of 
lusters from parallel s
an lines that are 
lose one toanother. For this reason, the mass 
enter of every s
an line has to be known. The �rst s
anline from the ve
tor of s
an lines is 
onsidered as part of a �rst 
luster. From here on, all thefollowing s
an lines are analyzed and they are merged into 
lusters as follows:
• The distan
e between the mass 
enter of the �rst 
luster (
ontaining only the �rst s
anline) and the mass 
enter of the se
ond s
an line in the ve
tor is 
omputed.
• If the distan
e between them is less than 15 pixels and the two s
an lines are parallels,the se
ond s
an line is added to the 
luster and the mass 
enter of the 
luster is updateda

ordingly.
• If the se
ond s
an line is not parallel or 
lose enough to the �rst s
an line, it will be theorigin of a new 
luster.
• The algorithm is repeated for all the s
an lines of the same 
olor that are 
ontained bythe ve
tor.
• When there is more than one 
luster, the distan
e between the mass 
enter of a news
an line and the mass 
enter of every 
luster is 
al
ulated.
• The s
an line will be added to the �rst 
luster for whi
h the distan
e between the mass
enters respe
ts the stated 
ondition.
• If the s
an line is not in the proximity of any already formed 
luster, a new 
luster willbe started with that s
an line.The formation of 
lusters only makes sense for the segmentation of the goal posts andthe ball. In the 
ase of the white lines, the information about them that is sent to the othermodules is an array of s
anlines of the white 
olor. An example of 
luster dete
tion is presentedin Fig. 4.25.The algorithm for the 
luster formation 
onsidering a spe
i�
 
olor is depi
ted in Algo-rithm 3. In the algorithm, 
olor is 
onsidered the run length information of the 
olor in aspe
i�
 s
an line. 51



(a) (b)Figure 4.25: An example of 
luster formation. The lower part of the yellow posts, as well asthe orange ball are validated as yellow, respe
tively orange blobs.Algorithm 3 Algorithm of the formation of 
lusters.for i = 0; i < colorList.size; i++ do
blob = NULLfor j = 0; j < blobListSize; j ++ doif distance(color, blobMassCenter) < threshold then

blob = blobList[j]end ifend forif blob! = NULL then
blob.add(color)

blob.update()else
blob.createNewBlob()

blob.add(color)

blob.update()end ifend for4.8 Obje
t Dete
tionHaving the blobs of 
olors formed is not enough for validating the blob as being one of theobje
ts of interest. Not every orange blob in the green �eld is the ball as well as not everyyellow or blue blob is a goal. Several measurements of the 
olor blobs are used for validatingthe obje
ts of interest.For the yellow/blue goals the size of the blob is used for determining whether a yellow52



blob is a goal or not. It has been proven experimentally that when the robot is 
entered onthe furthest point on the �eld from the goals, the goals have the minimum size of 1500 pixels.Thus, in order to validate a yellow/blue blob as a goal, its size has to be larger than 1500pixels. In the situation in whi
h just one of the goals is visible to the robot, the mass 
enterof the respe
tive goal is returned. If more than two yellow 
lusters are validated as beingthe goals, only the two of them that are parallels are 
onsidered as being the goals. In thissituation the middle point of the distan
e between the two points is returned by the dete
tionmethod.The dete
tion of the ball is more 
ompli
ated be
ause at large distan
es from the robot thesize of the ball 
an be very small, whi
h 
ould in
rease the number of false positives. The sizeof the orange 
luster has to be larger than 45 pixels and when more than one 
luster is found,the algorithm validates as being the ball the 
luster whose size veri�es the size 
ondition andthat is the 
losest to the robot. In the absen
e of the information about the pose of the robot,the mass 
enter of the robot is 
onsidered to be the 
enter 
olumn and the lower line of theimage. Figure 4.26 is a graphi
al representation of the relation between the size of the ball inpixels and the distan
e from the robot at whi
h it is found, in meters.

Figure 4.26: A graphi
 of the relation between the size of the ball and the distan
e from therobot at whi
h it is found.Moreover, Fig. 4.27 shows three examples of the ball at di�erent sizes from the robot. Thesize of the ball in for ea
h of the 
ases is presented.Examples of the goals dete
tion 
an be seen in Fig. 4.28. In (a) only one goal posts is seenby the robot, its mass 
enter is marked. After having the information about the lo
alizationof the robot, merging that information with the information provided by the vision would letthe robot know if he has to send the ball to his left or right. When both goal posts are visiblefor the robot (b), the middle of the goal is marked.53



(a) distan
e = 50
m, size = 1360pixels (b) distan
e = 1.55m, size = 204pixels (
) distan
e = 3m, size = 48 pixelsFigure 4.27: Ball size at di�erent distan
es from the robot.

(a) (b)Figure 4.28: On the left, the dete
tion of just one post of the goal. On the right, the dete
tionof the goal when both posts are visible.
54



Chapter 5Experimental resultsThis 
hapter presents some results obtained with the proposed vision system. Even thoughthe NAO robot was the main roboti
 platform on whi
h the algorithms developed have beentested, the modularity of the proposed vision system has been proved by adapting it for theusage with another roboti
 platform, whi
h was the Bioloid robot from Robotis. In Se
tion 5.1presents a series of results obtained with the NAO robot. Se
tion 5.2 provides an introdu
tionabout the Bioloid platform, as well as an overview about the 
ompetition environment in whi
hit has been used and �nally, Se
tion 5.3 presents the results that have been obtained with theBioloid robot. All these results prove not only the e�
ien
y of the proposed algorithms,but also the modularity of the vision system, whi
h allows it to be used with several roboti
platforms.At the time of writing this do
ument, the robots are still being prepared for parti
ipatingin the RoboCup 2011 
ompetition. Besides the vision pro
ess, several other pro
esses runon the robot (agent, 
omm, rtdb) but not all of them are �nalized in su
h way that allowsthe presentation of more detailed results that 
ould transmit the idea of a roboti
 team. Theresults that will be presented are stri
tly related to the vision pro
ess.5.1 Results obtained with the NAO robotThis se
tion presents a variety of results that were obtained by the proposed vision systemas well as information about the pro
essing times of the most important tasks that havebeen implemented. The images have been a
quired on roboti
 �elds that 
omply with theSPL standards. Some of the results were obtained on the SPL �eld during the RoboCupMediterranean Open and some of them on an improvised �eld at the University of Aveiro. The�eld from the University of Aveiro is a
tually built inside the MSL �eld that the Universityalready had and that has bigger measurements than the SPL �eld. For this reason, the lines ofthe SPL �eld were drawn in light blue in order to be di�erent than the white lines of the MSL�eld, so that both roboti
 so

er teams of the university (MSL team CAMBADA and SPL55



team Portuguese Team) 
ould perform tests on the �elds independently one from another.The results that will be presented are related to the dete
tion of the ball, of the goals and ofthe white lines. The information about the white lines is important for the lo
alization pro
ess,while the information about goals 
an help in the 
orre
tion of the 
al
ulated orientation ofthe robot, as well as to help in the ki
king behavior. The ball is probably the most importantobje
t of interest, just like in the 
ase of human so

er.Figure 5.1 shows an original image a
quired by the 
amera of the NAO robot, the indeximage 
orresponding to the original one and the painted image 
ontaining markers for theobje
t of interest that have been dete
ted. The bla
k 
rosses represent orange points that arepart of valid orange s
an lines and the bla
k 
ir
le stands for the dete
tion of the ball. Thebla
k 
ir
le is 
onstru
ted having the 
enter in the 
enter of mass of the orange blob formed bythe validated orange s
an lines. The yellow 
ir
le is a marker for the validation of the yellowgoals. The 
enter of the yellow 
ir
le is the middle of the distan
e between the two yellowblobs validated as being part of the yellow goals.
(a) (b) (
)Figure 5.1: On the left, the original image. In the middle, the equivalent index image and onthe right, the image �painted� a

ording to the labels in the 8-bit image.Not always both posts of the goals are being �seen� by the robot. Figure 5.2 is an exampleof a situation in whi
h only a yellow post is validated as being part of the goal. The greeninformation before the left yellow post is lost, so the yellow blob 
annot be 
onsidered part ofthe goal. In this situation, the yellow 
ir
le marks only one validation of the goal posts andits 
enter 
orresponds to the mass 
enter of the yellow blob. After the robot is lo
alized, it ispossible to know if the one post that the robot sees is on its left or right side.Another example of the dete
tion of a single goal is shown in Fig. 5.3. The robot only�sees�one blue posts whi
h is validated as being part of the blue goals.Figure 5.4 in
ludes also a dete
tion of the white lines. In Fig. 5.4 (
) the green small
rosses represent the two yellow valid blobs. The larger green 
ross marks the middle pointbetween the two blobs. The red 
ir
le marks the 
enter of the ball and the white 
rosses arevalid white points that are part of the white lines of the �eld.56



(a) (b)Figure 5.2: On the left, the index image 
orresponding to the previous original image. On theright, the equivalent image �painted� a

ording to the labels in the grays
ale image. Be
auseof 
hanges in the illumination, some information about the green is lost and only one yellowpost is validated.

(a) (b) (
)Figure 5.3: On the left, the original image. In the middle, the index image and on the right,the painted image 
ontaining the markers for the ball and the blue goal.

(a) (b) (
)Figure 5.4: On the left, the index image. In the middle, the equivalent index image and onthe right, an image 
ontaining only the markers of the obje
ts of interest.57



5.1.1 Ball dete
tionThe ball is the most important obje
t in the SPL games sin
e the goal of every team is tomark as many goals as possible. The ball is also the most di�
ult obje
t to dete
t not justbe
ause it is a moving obje
t but also be
ause at far distan
es from the robot, its size is verysmall.When more than one orange blob is present in the image, the validation of the ball ismade a

ording to the distan
e from the mass 
enter of the robot. The mass 
enter of therobot is 
onsidered to be the 
enter in terms of 
olumns and last row of the image. Figure 5.5is an example in whi
h, having 3 orange blobs in the image, the 
losest one to the robot isvalidated as being the ball. The larger bla
k 
ir
le stands for the validation of the ball, whilethe smaller 
ir
les are markers for the orange blobs that passed the size validation 
riteria.

(a) (b)Figure 5.5: On the left, the index image. On the right, the equivalent image �painted� a

ord-ing to the labels in the grays
ale image and with the markers for all the valid orange blobsand for the blob that has been validated as being the ball.Figures 5.6 show the dete
tions of the ball at di�erent distan
es in front of the robot. Thedistan
e is in
reased gradually and the ball is still being dete
ted.In addition, Fig. 5.7 presents a graphi
 of the area of the ball a

ording to the distan
e fromthe robot at whi
h it is found. The measurements that are presented have been a
quired underthe following s
enario: the robot was not moving, with the lower video 
amera perpendi
ularto the ground and the ball was manually pla
ed at di�erent distan
es in front of the robot.The distan
es vary from 0.4 to 2.7m, with a step of 0.3m. Several frames have been a
quiredfor ea
h of the positions of the ball and the size of the ball has been re
orded for ea
h of them.In the resulting graphi
 it 
an be seen the in�uen
e of the light in the segmentation of theball. Due to the �i
kering of the illumination system of the �eld, the area of the ball slightlyvaries with every frame a
quired.Figure 5.8 shows the 
oordinates of the mass 
enter of the ball for the same frames a
quiredin the previously des
ribed s
enario. The 
oordinates of the mass 
enter of the ball also vary58



(a) distan
e = 50
m (b) distan
e = 1m (
) distan
e = 1.5m
(d) distan
e = 2m (e) distan
e = 2.5m (f) distan
e = 3mFigure 5.6: Images showing the ball being dete
ted at distan
es from 50
m to 3m.
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Figure 5.7: Graphi
 of the ball area a

ording to the distan
e from the robot in the situationwhen the robot is not moving and the ball is pla
ed in front of it at di�erent distan
es.59



for the ball not moving due to the same illumination issue.
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Figure 5.8: Coordinates in pixels of the mass 
enter of the ball a

ording to the distan
e fromthe robot in the situation when the robot is not moving and the ball is pla
ed in front of it atdi�erent distan
es.The situation in whi
h the ball is �xed and the robot is walking towards it is des
ribedin Fig. 5.9. The graphi
 presents the 
oordinates of the mass 
enter of the balls dete
tedwhile the robot was moving towards the ball. Be
ause of the movements of the robot, the
oordinates of the mass 
enter 
hange in every frame. This result best show how di�
ultis to pro
ess images in these types of appli
ations, when the robot is performing a type oflo
omotion.

 0

 50

 100

 150

 200

 250

 300

 0  50  100  150  200  250  300

Y

X

Experimental results

Ball center of mass
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enter of the ball a

ording to the distan
e fromthe robot a
quired while the robot is moving towards a �xed ball.60



As it has been des
ribed in Chapter 4, the size of the ball varies with the distan
e fromthe robot. Figure 5.10 is a graphi
 of the 
oordinates of the mass 
enter of the ball in thefollowing s
enario: the robot is standing still while the ball is being sent towards it from adistan
e of approximately 2m.
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Figure 5.10: Coordinates in pixels of mass 
enter of the ball in the situation when the robotis not moving and the ball is being sent towards it.Another 
ommon s
enario in the SPL games that has been tested is the dete
tion of the ballwhen the robot is dribbling. In this 
ase the only relevant information that 
an be extra
tedis the per
entage of frames in whi
h the ball is dete
ted from all the a
quired frames.The performan
e of the vision system in terms of per
entage of valid balls 
omparing to thenumber of frames a
quired by the robot is re
orded in Table. 5.1. The per
entages representframes in whi
h the ball is seen and appropriately dete
ted. The per
entage of valid ballsin almost all of the s
enarios is high, the more 
riti
al situation being the one in whi
h therobot is moving, as expe
ted. Due to its type of lo
omotion, still images that give a goodrepresentation of the surrounding world are hard to a
quire.S
enario Per
entageRobot dribbling the ball 93%Robot stopped observing the ball 99%Ball sent towards an imobile robot 99%Robot moving towards the ball 30%Table 5.1: Per
entage of ball dete
tions 
ompared to the total number of frames a
quiredunder various s
enarios. 61



5.1.2 Pro
essing timeAnother important measure in real time systems is the pro
essing time. As referred inChapter 4, huge e�orts have been made to optimize the software and the algorithms. Theaverage pro
essing time for the most time 
onsuming tasks are presented in Table 5.2. Startingfrom the a
quisition of the images, based on V4L2 API, passing through an e�
ient algorithmfor subsampling, a LUT, s
an lines and validation algorithms for the obje
ts of interest, theredu
ed pro
essing time obtained, in average 28ms, allows the use of the 
amera at a framerate of 30 fps. Task performed TimeA
quiring an image 1msConversion from YUV to index 15msOrange dete
tion 4msYellow dete
tion 2msBlue dete
tion 2msWhite lines dete
tion 4msTable 5.2: Pro
essing times spent by the vision pro
ess.
Regarding the auto-
alibration pro
edure, Table 5.3 presents the time spent in the per-forman
e of the most important tasks of the algorithm. The main steps of the pro
ess are:reading the value of an intrinsi
 parameter (Read), setting the value of an intrinsi
 parameterof the 
amera (Write), 
al
ulating the MSV (MSV), 
al
ulating the error between the MSVvalue of the a
quired frame and the desired value of 2.5 (MSV), 
ompensating gain (Gain),exposure (Exposure), white balan
e values (Blue and Red) and 
al
ulating the average U andV for the white area (U and V).In terms of number of frames, the algorithm 
an be 
onsidered a fast one, sin
e it onlyrequires an average number of 20 frames for the parameters of the 
amera to 
onverge. Thetimes obtained do not allow the usage of this algorithm in real time, this being one of themost important future developments of the vision system that will be 
onsidered. The averagetotal time spent by the self-
alibration module is 10s when the 
alibration pro
ess starts fromthe intrinsi
 values of the 
amera in automode.62



Mode Read MSV Error Gain Exposure U V Blue Red Write TotalAuto 0ms 33ms 0ms 15ms 15ms 1ms 1ms 6ms 5ms 0ms 10s0 0ms 34ms 0ms 17ms 18ms 1ms 1ms 6ms 6ms 0ms 46sMax 0ms 34ms 0ms 15ms 16ms 1ms 1ms 6ms 6ms 0ms 1minTable 5.3: Pro
essing times spent by the main tasks of the self-
alibration module, when the
amera is started at di�erent values of the intrinsi
 parameters. In the �rst situation, the
amera starts in auto-mode, in the se
ond situation the 
amera starts with all parameters setto 0. Finally, in the third situation the 
amera starts with all the intrinsi
 parameters set totheir maximum values.5.2 BioloidThe Bioloid platform represents a roboti
 kit produ
ed by the Korean robot manufa
turerRobotis, whi
h 
onsists of several 
omponents, namely small servome
hanisms Dynamixel,plasti
 joints, sensors and 
ontrollers whi
h 
an be used to 
onstru
t robots of various 
on�g-urations, su
h as wheeled, legged, or humanoid robots.
(a) (b) (
)Figure 5.11: Several examples of robots 
onstru
ted by means of the Bioloid roboti
 kit.The humanoid Bioloid (Fig. 5.11 (a)) represents the se
ond humanoid platform on whi
hthe proposed vision system has been tested. The following subse
tions will present the 
hangesthat were ne
essary for having a fun
tional Bioloid robot for the Mi
ro Rato roboti
 
ompe-tition [42℄, held every year at the University of Aveiro. The results that have been obtainedwith this platform are presented in Se
tion 5.3.5.2.1 The Mi
ro-Rato 
ompetitionThe Mi
ro-Rato 
ompetition, held at the University of Aveiro is a 
ompetition betweensmall autonomous robots whose dimensions do not ex
eed 300 × 300 × 400mm (Fig. 5.12).The 
ompetition is divided into two rounds: in the �rst one, all robots move from a starting63



area with the purpose of rea
hing a bea
on, in the middle of a maze. In the se
ond round,the robots have to return to the starting area or at least to get as 
lose as possible to it, usingthe information that they a
quired during the �rst round.

Figure 5.12: An image from the Mi
ro Rato 2011 
ompetition.Most of the robots used in this 
ompetition do not rely on vision for a

omplishing theirtasks. It is more 
ommon the use of sensors for dete
ting the walls of the maze and the areaof the bea
on, whi
h is an infrared emittor of 28
m high. However, the use of a vision systemis possible sin
e there are several elements that allow the dete
tion of the obsta
les, of thebea
on and that 
an provide information about the lo
alization of the robot.The robots have to move on a green 
arpet and the walls of the maze are white (Fig. 5.13(a)). Moreover, in ea
h of the four 
orners of the maze there is a two-
olored post and the bea-
on has also two prede�ned 
olors. Thus, the 
orner posts 
an have either one of the following
olor 
ombinations: pink-blue, blue-pink, pink-yellow, yellow-pink, while the bea
on is halforange, half pink (Fig. 5.13(b)). The information about the 
olor 
ombination of the postsis helpful for the lo
alization of the robot, in the 
hallenge of rea
hing the bea
on.Therefore,by relying on visual information, it is possible to have a 
ompetitive humanoid robot in the
ontext of Mi
ro-Rato.5.2.2 Bioloid vision systemThe vision system that has been presented and initially tested on the NAO robots was alsoused with the Bioloid robot, after some small 
hanges have been performed. The main 
hangesthat have been made were in the a
quisition part, due to the fa
t that the Bioloid robot uses astandard USB 
amera, as des
ribed next, and also the 
olors of interest, as well as the obje
tsof interest 
hanged in the 
ase of the Bioloid. The main idea behind the fun
tioning of thevision system of the Bioloid is the same as for the NAO robot. A system of 
olor 
lassi�
ation64



(a) (b)Figure 5.13: On the left, an image of the Mi
ro Rato �eld. On the right, a graphi
al repre-sentation of the four 
orner posts and the bea
on [6℄.is used for the following 
olors of interest: white, green, yellow, blue, pink and orange. Aftera
quirinig an image, with the use of a look-up table, an 8-bit image of labels 
orrespondingto the original one is 
onstru
ted.The next step of the pro
ess is the sear
h for the 
olors of interest in the image of labels,using verti
al s
an lines and run-length 
oding. The information of the 
olors of interest aremerged into blobs and based on several measurements 
al
ulated from the blobs they arevalidated as being obje
ts of interest or not.The video 
amera that was used with the Bioloid robot was a standard Logite
h USBweb
am and the pro
ess of a
quiring images was di�erent than in the 
ase of NAO. Thea

ess of the devi
e for the Bioloid 
amera was done by means of OpenCV, whi
h providesseveral instin
tive methods for a

essing and displaying the images. The methods used byOpenCV also rely on Video For Linux v.2. This method was 
hosen instead of the a
quisitionmodule developed for the NAO robot sin
e the NAO 
amera 
on�guration is a

essed throughthe I2C bus due to its spe
ial 
onne
tion on the pro
essing unit of the robot. No 
alibrationof the 
amera intrinsi
 parameters was performed in this 
ase sin
e the devi
e did not allowthe a

ess of its settings. The 
amera was used in auto mode in this appli
ation.Another 
hange that has to be made was the introdu
tion of a new 
olor of interest forthe 
olor 
lassi�
ation pro
ess. Pink is not an meaningful 
olor for the NAO so

er player,thus in the NaoCalib appli
ation had to be introdu
ed the option of 
lassifying the pink 
olor.The last 
hange 
on
erns the sear
h for transitions between 
olors of interest. For the NAOvision system, transitions between green and another 
olors of interest were used, so the greeninformation was always used in the pro
ess of the 
olor segmentation. In the 
ase of theBioloid robot, the method responsible for the sear
h of transitions between 
olors of interestbe
ame more generi
, allowing the sear
h of transitions between any two 
olors. This 
hangewas needed be
ause the dete
tion of the posts is done by �nding transitions between two65



di�erent 
olors of interest that are part of the posts.The main steps of the vision pro
ess are:
• A
quiring an image with a resolution of 640× 480 pixels.
• Converting the 
olor image into an index one with the use of a look-up table. The indeximage 
ontinues to be an 8-bit image in whi
h all the 
olors of interest are mapped usinga one bit per 
olor relation. The resolution of the index image is 320× 240 pixels and itwas obtained by ignoring one in two 
olumns and one in two rows of the original imagewith the purpose of redu
ing pro
essing time.
• Verti
al sear
h lines are used for �nding transitions between 
olors of interest. Transi-tions between yellow and pink, pink and yellow, pink and blue, blue and pink, orangeand pink are sear
hed for the dete
tion of the posts and of the bea
on. The four postsare pla
ed in the four 
orners of the maze and are helpful in the 
hallenge of rea
hingto the bea
on. Also transitions between white and green are used for the dete
tions ofthe walls of the maze whi
h are to be avoided during the movements of the robot. Theverti
al sear
h lines start with the �rst 
olumn of the image and 
ontinue progressivelywithin the width of the image. For every sear
h line, pixels are ignored as long as theyare not of the �rst 
olor of interest. On
e a pixel of the 
olors of interest is found, a
ounter of the pixels of the same 
olor is in
remented. When no more pixels of the �rst
olor are found, pixels of the se
ond 
olor of interest will be sear
hed. If there are nopixels of the se
ond 
olor of interest, the s
an line is ignored and a new s
an line will bestarted in the next 
olumn. Otherwise, a 
ounter of the pixels having the se
ond 
olorof interest will be in
remented. Before validating the s
an lines the values of the two
ounters are 
ompared to a threshold. Repeated experiments showed that an a

eptablevalue for the threshold is 20 pixels.
• Clusters are formed from valid s
an lines 
ontaining the same two 
olors of interest. Thes
an lines are grouped into 
lusters if they have the two 
olors of interest, in the sameorder and they are found at a distan
e of at most 50 pixels one from another. In this
ase, the 
lusters do not have the 
ommon meaning of a uniform region having a 
ertain
olor, they stand for a region in the image having the sequen
e of two 
olors of interest.
• For ea
h 
luster, the area is 
al
ulated and in order to be validated as one of the posts,its area has to be in the range of [500,2000℄ pixels. For ea
h valid 
luster its mass 
enteris 
omputed. The size of the 
luster is a good hint for the distan
e of the robot fromthe obje
t.
• For the white-green transitions, 
lusters are not ne
essary and the information saved forfurther use is an array of s
an lines 
ontaining transitions from white to green.66



• The array of white-green transitions as well as the 
oordinates of the mass 
enter forea
h post and for the bea
on are loaded on the RtDB so that they 
an be a

essed byother pro
esses running on the robot.5.3 Bioloid resultsThis se
tion presents some results that were obtained by using the proposed vision systemwith the Bioloid humanoid robot during the Mi
ro-Rato 
ompetition. Figure 5.14 shows anoriginal image taken by the video 
amera 
onne
ted to the Bioloid, and the 
orresponding 
olorsegmented image. The original image 
ontains a marker (a 
ross) for every dete
ted obje
tof interest. Thus, all the posts are dete
ted and also a part of the transitions from white togreen. Not all transitions from white to green are dete
ted sin
e be
ause of the illuminationsome of the white information is lost. Figure 5.15 shows another example of dete
tion of thefour types of 
olored posts.

(a) (b)Figure 5.14: On the left, the original image a
quired by the 
amera of the Bioloid robot,also 
ontaining the markers for the obje
ts of interest. On the right, the 
orresponding 
olorsegmented image.Figure 5.16 presents some more detailed results for the dete
tion of the posts. For ea
hposts, the 
enter of mass of ea
h of the two 
olor blobs is marked and also the 
enter of massof the post is marked. The mass 
enter of the post is found at the middle of the distan
ebetween the mass 
enters of the two 
olor blobs that form the post. The four posts are foundat di�erent distan
es from the robot.
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(a) (b)Figure 5.15: On the left, the original image with the markers for all the posts. On the right,the 
olor segmented image.

(a) (b)Figure 5.16: On the left, the original image having a marker for ea
h 
olor blob dete
ted andalso a mark for the mass 
enter of ea
h post. The blue/pink post is situated the furthestpossible from the robot, the length of the maze, and it is still being dete
ted. On the right,the 
olor segmented image.
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Chapter 6Con
lusions and future workThe work presented in this thesis addressed the �eld of roboti
 vision and presented aproposal for a modular vision system that 
an be used for di�erent 
lasses of humanoid robots.The vision system has been tested and used for the NAO and Bioloid humanoid robots andfor ea
h of them results have been shown.The vision system that has been presented has the main advantage of being a modularone, this meaning that with a small number of 
hanges it 
an be applied to di�erent 
lassesof robots. Moreover, it runs in real-time, this being one of the most important features thata solid vision system should have. The system has been implemented from s
rat
h and it 
anbe divided into three main modules su
h as: a
quisition of the images, self-
alibration of the
amera intrinsi
 parameters and 
olor segmentation and obje
t dete
tion.The self-
alibration algorithm for the 
amera parameters is an innovative and fast 
on-verging one. The results of the pro
essing are highly in�uen
ed by the quality of the imagesa
quired and a good 
alibration of the 
amera settings allows a
hieving mu
h better resultsthan when having the 
amera working in auto-mode.The module of 
olor segmentation and obje
t dete
tions presented an approa
h for dete
t-ing obje
ts of interest for a robot based on 
olor information. The pro
ess of 
olor segmentationis based on horizontal and verti
al s
an lines used for the sear
h for transitions between two
olors of interest. From adja
ent s
an lines blobs of the same 
olor are formed and further onthey are validated as obje
ts of interest after the analysis of di�erent features extra
ted fromthe blobs.Apart from the vision pro
ess running in real-time on the robot, two other appli
ations havebeen developed for the purpose of debugging and 
olor 
alibration of the 
olors of interest,based on a 
lient-server ar
hite
ture. NaoViewer is a 
lient that 
an re
eive and displayboth original or segmented images a
quired by the 
amera of the robot and NaoCalib is anappli
ation used for a manual 
alibration of the 
olors of interest.All the software implemented has been tested on the NAO so

er player robots of theSPL team of University of Aveiro and University of Porto, Portuguese Team. Moreover,69



the algorithms have su�ered minor alterations that allowed them to be applied to a Bioloidhumanoid robot of the team MusEre
tus for a demonstration during the Mi
ro Rato roboti

ontest, held at the University of Aveiro.The e�e
tiveness of the proposed vision system has been proved along this do
ument bypi
tures showing the results of the algorithms and by the redu
ed pro
essing times that havebeen a
quired. Moreover, the parti
ipation of the Portuguese Team at RoboCup RomeCup2011 and the demonstration of MusEre
tus team at Mi
ro Rato strengthen the reliability ofthe vision system des
ribed in this thesis.6.1 Future workRoboti
 vision is a resear
h area in whi
h developments and improvements are an ongoingpro
ess. Providing an a

urate representation of the surrounding world for a robot is a verydi�
ult task that 
an only be a
hieved in small steps that 
an make a transition from parti
ulardes
riptions to more generalized one. For this reason, several future developments 
an bebrought to the presented proje
t.
• First, merging the information of the pose of the robot with the information providedby the 
amera of the robot 
an signi�
antly improve both the pro
essing time spent andthe results of the algorithm. By knowing the pose of the robot 
ertain areas in the image
ontaining the body of the robot 
ould be ex
luded from pro
essing, thus de
reasing theglobal amount of pro
essing time. Moreover, the pose of the robot 
ould be a helpfulinformation when 
omputing distan
es from the obje
ts of the interest or vision angles.
• Visual information should also be used for the dete
tion of the team markers in a so

ergame. The algorithms used for the segmentation of the 
olors of interest 
ould be usedfor the segmentation of the team markers.
• Future developments of this work also in
lude more validation 
riteria for the ball de-te
tion based on feature extra
tion and 
lassi�ers training whi
h are more generi
 andare not 
olor dependent. Algorithms like Speeded-Up Robust Features (SURF [43℄) orS
ale-Invariant Feature Transform (SIFT [44℄) 
an be a good 
hoi
e for the task of im-proving the obje
t dete
tions. The rules in roboti
 so

er are evolving from year to year,thus pushing the resear
h in this area to be
ome fo
used on more and more generi
 im-plementations that are 
loser to the rules for the human so

er. Thus, soon the obje
tsof interest will no longer be 
olor 
oded and solutions for their dete
tions have to beprovided.
• The 
hoi
e of the 
olor spa
e used in the algorithms of image pro
essing turns out to be avery important part of the performan
e of the vision system. Di�erent implementationsof roboti
 vision systems are based on di�erent 
olor spa
es, all 
laiming that the spe
i�
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olor spa
e provides best results. A deeper study on the performan
es of the most used
olor spa
e 
ould be a helpful tool in the future development of this work.
• Another important improvement that 
ould be brought to the work presented would bethe adjusting of the self-
alibration algorithm of the intrinsi
 parameters of the 
amera,so that it 
ould be used in real time. Sin
e the algorithm uses a white area whoseposition in the image is already known, this part 
ould be improved on
e the pose of therobot is estimated. The �xed white are that is now use 
ould be repla
ed by a white areaon the body of the robot, to whi
h he 
ould �look� when adjusting the white balan
eparameter. Moreover, solutions for redu
ing the time spent by this pro
ess should bestudied.
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Appendix AModules of the vision systemThe main 
lasses and methods implemented for the modular vision systems des
ribed inthis thesis are presented here. Detailed do
umentation of all software 
an be obtained fromthe sour
e 
ode using the doxygen do
umentation program.
• Class NaoCameraNaoCamera() - Constru
torNaoCamera() - Destru
torvoid initOpenI2CAdapter() - Opens the I2C adaptervoid initSele
tCamera(Camera 
amera) - Sele
ts 
ameravoid initOpenVideoDevi
e() - Opens the video devi
evoid initSetCameraDefaults() - Initializes default parameters of the 
ameravoid initSetImageFormat() - Sets the format of the imagevoid initSetFrameRate() - Sets the frame retvoid initRequestAndMapBuffers() - Maps bu�ersvoid initQueueAllBuffers() - Queues bu�ersvoid initDefaultControlSettings() - Set default values for the 
ontrol settings of the 
am-eravoid startCapturing() - Starts the 
apturevoid setSettings(
onst CameraSettings& settings) - Sets the 
amera 
ontrol settings
onst CameraSettings& getSettings() 
onst - Reads the 
amera 
ontrol settingsbool 
aptureNew() - Captures new frame
onst unsigned 
har* getImage() 
onst - Returns the last 
aptured imageunsigned getTimeStamp() 
onst - Time stamp of the last 
aptured imageCamera swit
hToUpper() - Swit
hes to upper 
ameraCamera swit
hToLower() - Swit
hes to lower 
ameraCamera swit
hCamera(Camera 
amera) - Swit
hes to the 
amera that is not 
urrently in useCamera getCurrentCamera() - Returns the 
amera 
urrently in usedvoid assertCameraSettings() - Asserts that the a
tual 
amera settings are 
orre
t73



void writeCameraSettings() - Writes the 
amera 
ontrol settings
• Class Con�gConfig(
onst 
har* fileName) - Constru
torvoid CreateDefault() - Creates a default 
on�guration �le with all �elds set to 0virtual Config() - Destru
torCameraSettings &getCamSettings() - Reads the 
amera settings from the 
on�guration �leColorRange *
olors() 
onst - Reads the 
olor range of the 
olors of interest from the 
on-�guration �levoid setCamSettings() - Writes the 
amera settings to the 
on�guration �leint LoadAs
ii(
har *fName) - Reads a text 
on�guration �leint SaveAs
ii(
har *fName) - Saves a text 
on�guration �leint LoadBinary() - Reads a binary 
on�guration �leint SaveBinary() - Saves a binary 
on�guration �levoid Print() - Prints all information retrieved from the 
on�guration �le
onst 
har* getFilename() 
onst - Returns the name of the 
on�guration �le
• Class LutLut() - Default 
onstru
torLut(Config& 
onfig) - Constru
torLut() - Destru
torvoid init(ColorRange* 
r) - Initializes LUT
• Class CalibrationCalibration() - Constru
torCalibration() - Destru
torCvHistogram* 
al
Histogram() - Cal
ulates the histogram of an imagevoid update(
onst unsigned 
har *b) - Updates the information about the statisti
al mea-surementsvoid drawHistogram(IplImage* image, CvHistogram* hist) - Draws the histogram of animagefloat 
al
Mean(CvHistogram* hist) - Cal
ulates the mean valuefloat 
al
MSV(CvHistogram* hist) - Cal
ulates MSVfloat 
al
ACM(CvHistogram* hist) - Cal
ulates ACMvoid 
alibrateGain(CameraSettings &s, NaoCamera &N
am, float err) - Compensationof the gain parameterfloat UpdateMSV() - Updates the MSV valuevoid 
alibrateWB(CameraSettings &s, NaoCamera &
am, int errwb) - Compensation ofthe blue 
hroma 74



void 
alibrateWR(CameraSettings &s,NaoCamera &
am, int errwr) - Compensation ofthe red 
hromaunsigned int getU(CvRe
t re
t) - Cal
ulates the average U value for the white area in theimageunsigned int getV(CvRe
t re
t) - Cal
ulates the average V value for the white area in theimage
• Class PIPI(float P, float I, float m, float M) - Constru
torpi(
onst pi& 
pi) - Copy 
onstru
torint 
ompensate(float value, float err) - Implements the PI 
ompensation
• Other methodsIplImage* Yuv422_to_Index(
onst unsigned 
har* buf, unsigned nCols, unsigned nRows,Lut &lut) - Converts a YUV422 image to an index oneIplImage* Yuv422_to_Index_Fast(
onst unsigned 
har* buf, unsigned nC, unsigned nR,Lut &lut) - Converts a YUV422 image to an index one based on the type 
asting of the un-signed 
har bu�IplImage* Yuv422_to_Yuv444(
onst unsigned 
har* buf, unsigned nCols, unsigned nRows)- Converts a YUV422 image to a YUV444 imageIplImage* Yuv422_to_GRAY(
onst unsigned 
har* buf, unsigned nCols, unsigned nRows)- Converts a YUV422 image to a grays
ale onevoid yuv_to_rgb(int y, int u, int v, int* r, int* g, int* b) - Transforms YUV pixelvalues to RGB pixel valuesvoid rgb_to_hsv(int r, int g, int b, int* h, int* s, int* v) - Transforms RGB pixelvalues to HSV pixel valuesvoid yuv_to_hsv(int y, int u, int v, int* h, int* s, int* vv) - Transforms YUVpixel values to HSV pixel valuesIplImage* paintRGB(IplImage* img) - Converts an index image into an RGB painted oneint Distan
e(CvPoint p1, CvPoint p2) - Cal
ulates the distan
e between two pointsvoid DrawX(IplImage *img,CvPoint 
enter,int d, CvS
alar 
olor) - Draws a 
ross onthe imagevoid DrawCir
le(IplImage *img, CvPoint 
enter, int r, CvS
alar 
olor) - Draws a
ir
le on the imagevoid FindTransVert(IplImage *img_idx, unsigned 
olor, int index, ve
tor< ve
tor<S
anLine>> &obj) - Sear
hes for verti
al transitions between 
olorsvoid FindTransHoriz(IplImage *img_ids, unsigned 
olor, int index,ve
tor< ve
tor<S
anLine>> &obj) - Sear
hes for horizontal transitions between 
olors void FormCluster(ve
tor<Blob>&blobs, ve
tor<S
anLine> lines) - Aggregates s
an lines to 
lustersint findBlobs(ve
tor<Blob> &blobs, S
anLine &s
) - Forms blobs of the same 
olor75



void UpdateBlob(Blob &b, S
anLine s
) - Update the information about the blobsint ValidateGoals(ve
tor<Blob> &b, CvPoint &
m) - Validates the yellow/blue blobs asgoalsint ValidateBall(ve
tor<Blob> &b) - Validates the orange blob as ballint 
reateSo
ket( int *so
ketId, unsigned short lo
alPort ) - Creates a new so
keton the lo
al ma
hineint 
onne
tTo( int so
ketID, 
har* destHost, unsigned short destPort ) - Conne
tsthe sele
ted so
ket to a destinationint waitForCall( int so
ketID, int* a

eptedSo
ket, 
har* fromHost,unsigned short*fromPort ) - Waits for a 
onne
tion on the so
ketId so
ketint sendData( int so
ketId, void* data, int dataLength ) - Sends the data 
ontentsto the so
ket's destinationint re
eiveData( int so
ketId, void* buffer, int* bufferSize ) - Returns anythingthat arrives to the so
ket
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Appendix BUser's manualThis appendix explains how to use the appli
ations developed for the robots.
⋆ VisionThe �vision� appli
ation represents the main program of the vision software. It is respon-sible for the entire vision pro
ess that runs on the robot, from video a
quisition, to 
amera
alibration and obje
t dete
tion. Vision 
an be run with the following parameters:
• -h - displays a help menu of the program
• -
f #
on�g.�le - loads a 
on�guration �le with the name spe
i�ed by #
on�g.�le. Ifno 
on�guration �le is spe
i�ed, a default 
on�guration �le with the name �nao.
onf�will be 
reated and used. In the default 
on�guration �le all the �eld of the �le are setto 0.
• -auto - uses the 
amera in automode
• -
alib - starts the self-
alibration of the 
amera intrinsi
 parameters. When the 
ali-bration module is run, the 
on�guration �le should also be spe
i�ed sin
e the 
amerasettings will be written to it. If no 
on�guration �le is spe
i�ed, a default one with thename �nao.
onf� will be used.
• -server - works as a server that expe
ts a 
lient to 
onne
t in order to start sendingframes. When run in server mode, several other 
ommand line arguments are needed.These are presented as follows:
• -server period # - a numeri
al value for the period at whi
h a frame is sent
• -f # - a �ag that 
an be 0 if the YUV422 bu�er will be sent to the 
lient or 1 if thebu�er of the index image will be sent 77



⋆ NaoViewerNaoViewer is a 
lient that 
onne
ts to the vision server and 
an display either the framesa
quired by the robot in RGB format, or the index and the 
orresponding �painted� images.NaoViewer has to be run with the following 
ommand line arguments:
• -ip - IP of the robot on whi
h the vision server is running
• -f # - the same �ag that is needed in the server part. If the �ag is 0 the 
lient willdisplay RGB images, else, the appli
ation will display the index and the �painted� images
ontaining the markers for the obje
ts of interest dete
ted.
• -
f #
on�g.�le - the 
on�guration �le
⋆ NaoCalibNaoCalib is the appli
ation used for the 
alibration of the 
olors of interest. When run,the arguments that is requires are:
• -ip - IP of the robot on whi
h the vision server is running
• -
f #
on�g.�le - the 
on�guration �leWhen NaoCalib is started, the user 
an 
alibrate the 
olors of interest by means of sliderswhi
h are displayed when pressing the �y� key. The sliders are manipulated with the helpof the mouse and are used for setting the H, S and V range of all the 
olors of interest.The H, S and V histograms are also displayed next to the sliders with the purpose of betterunderstanding the 
lassi�
ation pro
ess. The user 
an pla
e the mouse over a pixel that hasone of the 
olors of interest and by pressing the �i� key, the H, S and V values of the sele
tedpixel will be displayed on the s
reen. When the 
lassi�
ation pro
ess is done, pressing �u�will update the information about the 
olor ranges in the 
on�guration �le. Finally, pressing�q� will exit the appli
ation.
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