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Abstract

We survey some results concerning existence and qualitative properties of solu-
tions to differential inclusions of the form $\dot{x}\in-Ax+F(t, x)$ , where $A$ is an maximal
monotone operator and $F$ is a multifunction with closed nonempty and nonconvex
values.

1 Introduction.
The theory of nonlinear evolution equations has been the subject of many studies made
in the last years ( $\mathrm{s}\mathrm{e}\mathrm{e}-[3],$ $[14],$ $[20],$ $[21],$ $[32],$ $[28],$ $[30]$ , and the references therein).

Y. $\mathrm{K}_{o\mathrm{m}}^{\wedge}\mathrm{u}\mathrm{r}\mathrm{a}[22]$ introduced in 1967 the notions of maximal monotone operator and
of nonlinear semigroup of contractions, in Hilbert spaces, and later in 1971, $\mathrm{B}\mathrm{r}e$’zis [13]
found out that the family of subdifferential operators form a special subclass of maximal
monotone operators, generating a nonlinear semigroup with smoothing effect. Thereafter,
the $\mathrm{K}_{\mathit{0}}^{\wedge}\mathrm{m}\mathrm{u}\mathrm{r}\mathrm{a}- \mathrm{B}\mathrm{r}e$’zis theory have been developed by many people in various directions.

A broad range of interesting problems in Partial Differential Equations is covered by
initial value problems of the form

$\dot{x}\in-Ax+f(t),$ $x(0)=x_{0}$ , (1)

where $A$ is a maximal monotone operator and $f$ is a integrable function (see [3], [14]).
Existence of solutions to (1) follows, to some extent, from the basic relation
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$\frac{d}{dt}||x(t)||^{2}=2\langle x(t), x(t)\rangle$

that applied to two solutions of (1), by the monotonicity of $A$ and the minus sign on
the right hand side, yields that their distance is nonincreasing. This reasonings allows
the construction of a Cauchy sequence of approximate solutions, converging to a solution.
The existence of the right approximate solutions is supplied by the maximality of $A$ ,
that permits the use of the Yoshida approximations. Therefore existence is a result of
completeness, of maximality and of having the sign minus at the right hand side.

The same conditions and the Kakutani-Ky Fan fixed point theorem are used in [2] to
prove existence for

$\dot{x}\in-Ax+F(t, x),$ $x(0)=x0$, (2)

where the single-valued perturbation was replaced by an upper semicontinuous convex-
valued multifunction. Such differential inclusions, arise in the study of many problems
with practical interest like the synthesis of optimal control, reaction-diffusion systems,
differential games, etc., and was studied by many authors (see [32], [14], $[23],[6]$ , mainly
for the case when $F$ is convex-valued).

Although the case when the multifunction $F$ is convex-valued was more studied, the
case when $F$ has not convex values seems to be more realistic (see [4], p. 208), and
it was tackled first by Cellina and Marchi [15], for continuous and compact-valued $F$.
They used a fixed point approach based on a continuous selection argument introduced
by Antosiewicz and Cellina in [1], where the case $A=0$ was considered.

Subsequently this argument was generalized by Fryszkowski [18], which proved the
existence of a continuous selection from lower semicontinuous multifunctions with decom-
posable values.

Existence of solutions to (2) for lower semicontinuous $F$ was proved by Colombo,
Fonda and Ornelas [17], and by Mitidieri and Vrabie [25], in finite and respectively,
infinite dimensional spaces. Both in [17] and in [25] solutions are obtained as fixed points
of a suitable compact transformation, relying on the Fryszkowski selection theorem for
lower semicontinuous multifunctions with decomposable values [18].

Another approach consists in finding a selection $f$ of the multifunction $F$, and solving
the problem

$\dot{x}\in-Ax+f(t, x),$ $x(0)=x_{0}$ . (3)

Since the values of $F$ are not assumed convex, no continuous selection exists, in general.
Yet, as we proved in the joint paper with A. Bressan [12] a ”directionally continuous”
selection $f$ from $F$ exists such that for each initial value the problem (3) admits a solution.
This method of ”directionally continuous selections”, introduced by Bressan [8] for the
case $A=0$ , permits to prove qualitative properties of the solution set of (2) (see [12]).
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For the case when the perturbation $F$ is upper semicontinuous cyclically monotone we
refer to [27] and [16]. In [27] the multifunction $F$ takes covex values in a Hilbert space $(F$

is a subdiferential), while in the joint paper with Cellina [16], $F$ takes nonconvex values
in a finite dimensional space. Some extensions to infinite dimensional spaces of [16] were
obtained in [31] (see also [6] and [5]).

After some preliminaries in Section 2, we will explain in Section 3 how the fixed point
approach is used to prove existence to the Cauchy problem (2), where the perturbation
$F$ is lower semicontinuous with no convex values. In Section 4 we present the method
of directionaly cntinuous selections and illustrate how the study of solutions to (2) with
lower semicontinuous and nonconvex values perturbation $F$ reduces such a study for the
case when the perturbation is upper semicontinuous and convex valued.

2 Preliminaries.
Let (X, $d_{X}$ ) and $(Y, d_{Y})$ be two metric spaces, $2^{Y}$ be the family of all nonempty subsets
of $Y$ and for any two closed subsets $A$ and $B\in 2^{Y}$ let

$h(A, B)= \max\{\sup_{a\in A}\inf_{Bb\in}dY(a, b),$ $\sup_{b\in Ba}\inf_{A\in}dY(a, b),$
$\}$

be the Pompeiu-Hausdorff pseudo-distance from $A$ to $B$ .
A multifunction $F:Xarrow 2^{Y}$ is said to be:
$(\dot{i})$ lower semicontinuous (l.s.c.) on $X$ if for every $x_{0}\in X$ and for each open set $V$

such that $V\cap F(x_{0})\neq\emptyset$ there exists a neighborhood $U$ of $x_{0}$ such that $V\cap F(x)\neq\emptyset$ for
each $x\in U$.

(ii) upper semicontinuous (u.s.c) on $X$ if for every $x_{0}\in X$ and for each open set $V$

such thatF $(x_{0})\subset V$ there exists a neighborhood $U$ of $x_{0}$ such that $F(x_{0})\subset V$ for each
$x\in U$.

(iii) Hausdorff continuous on $X$ if for every $x_{0}\in X$ and for every $\epsilon>0$ there exists
$\delta>0$ such that $d_{X}(x, x0)<\delta$ implies $h(F(x), F(X_{0}))<\epsilon$ .

Remark 1 $(\dot{i})F$ is $l.s.c$ . on $X$ ifffor every closed subset $CofY$ the set $\{x\in X : F(x)\subset C\}$

is closed in $X$ .
(ii) $F$ is $u.s.c$ . on $X$ ifffor every closed subset $C$ of $Y$ the set $\{x\in X : F(x)\cap C\neq\emptyset\}$

is closed in $X$ .
(iii) if $F$ is compact valued then $F$ is Hausdorff continuous iff it is both upper and

lower semicontinuous.

If $F$ is a $\sigma$ -algebra of measurable subsets on $X$ , then we say that the multifunction
$F:Xarrow 2^{Y}$ is $\mathcal{F}$-measurable if $\{x\in X : F(x)\cap C\neq\emptyset\}\in F$ for every closed set $C\subset Y$.

By selection from the multifunction $F$ : $Xarrow 2^{Y}$ we mean any function $f$ : $Xarrow Y$

such that $f(x)\in F(x)$ , for every $x\in X$ .
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Let now $(T, \mathcal{F},\mu)$ be a finite, positive, nonatomic measure space, $Y$ be Banach space
with norm $||.||_{Y}$ . We denote by $L^{1}(T, Y)$ the Banach space of Bochner integrable functions
$u:Tarrow \mathrm{Y}$ with norm $||u||_{1}= \int_{T}||u(t)||_{Y}d\mu$ .

Following Hiai and $\mathrm{U}\mathrm{m}\mathrm{e}\mathrm{g}\mathrm{a}\mathrm{k}\mathrm{i}[19]$ we say that a subset $K\subset L^{1}(T, Y)$ is decomposable
if

$u\chi_{A}+v\chi_{\tau\backslash A}\in K$ , whenever $u,$ $v\in K,$ $A\in \mathcal{F}$ .

Olech [26] pointed out that many results concerning decomposable sets can be obtained
from famous statements concerning convex sets, just substituting the word ”convex” with
the word ”decomposable”.

The well known Michael theorem [24] states that a lower semicontinuous multifunction
from a paracompact space $X$ into closed convex subsets of a linear space $Y$ admits a
continuous selection. Convexity assumption is there essential.

An analog of this theorem to lower semicontinuous multifunctions with decomposable
values in $L^{1}(T, Y)$ was obtained by Fryskowski [18]:

Theorem 1 [$\mathit{1}\mathit{8}J$. If $X$ is a compact space and $\Phi$ : $Xarrow 2^{L^{1}(Y)}\tau$, is lower semicontinuous
with closed and decomposable values then $\Phi$ admits a continuous selection.

Remark that Antosiewicz and Cellina [1] proved this theorem when $X$ is a compact set
of continuous functions, $\Phi(x)=\{u:u(t)\in F(t, x(t))\mathrm{a}.\mathrm{e}. \}$ and $F$ is a multifunction
continuous with closed and not necessarily convex values.

Bressan and Colombo [10] extend the Fryskowski’s results to lower semicontinuous
multifunction with closed decomposable values defined on a separable space.

Let $X$ be a Banach space with norm $||\cdot||,$ $X^{*}$ be the dual space of $X$ with norm $||\cdot||_{*}$

and let $H:Xarrow 2^{X^{*}}be$ the duality map given by

$H(x)=\{x^{*}\in X^{*} : x^{*}(x)=||x||^{2}=||x^{*}||^{2}*\}$ .

Then we consider on $X$ the semi-inner product $\langle\cdot, \cdot\rangle_{+}$ defined by

$\langle y, x\rangle_{+}=\sup\{x(*y) : x^{*}\in H(x)\}$ .

For $A\subset X\cross X$ and $x\in X$ we set $Ax=\{y\in X:(x, y)\in A\}$ and denote by $D(A)$

and $R(A)$ the domain and the range of $A$ defined by

$D(A)=\{x\in X : A_{X}\neq\emptyset\},$ $R(A)=\cup x\in D(A)A_{X}$
.

We say that $A$ is $m$ –accretive if the following two conditions are satisfied:
$(\dot{i})\langle y’-y, x-\prime x\rangle_{+}\geq 0$ , whenever $(x, y)$ , $(x’, y^{J})\in A$ ,
(ii) $R(I+tA)=X$, for all $t>0$ , where $I$ is the identity map on $X$ .
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Remark that if $X$ is a Hilbert space with scalar product $\langle., .\rangle$ then $A$ is $\mathrm{m}$-accretive in
$X$ iff it is maximal monotone, that is, it satisfies (i) and (ii) for $\langle., .\rangle$ instead of $\langle., .\rangle_{+}$ .

Let $A\subset X\cross X$ be $\mathrm{m}$-accretive, and let $I$ be one of the intervals $[0, T]$ or [$0,$ $\infty$ [. For
$f\in L^{1}(I, X)$ and $x_{0}\in cl(D(A))$ , consider the initial value problem:

$\dot{x}\in-Ax+f(t),$ $x(\mathrm{O})=x_{0}$ . $(P_{f})$

We call strong solution of $(P_{f})$ on $I$ any continuos function $x$ : $Iarrow cl(D(A))$ with
derivative $\dot{x}\in L_{loc}^{1}(I, X)$ such that $x(\mathrm{O})=x_{0}$ and $\dot{x}(t)\in Ax(t)+f(t)\mathrm{a}.\mathrm{e}$ . $t\in I$ .

Following [7] we call integral solution of $(P_{f})$ on $[0, T]$ . any continuous function $x$ :
$[0, T]arrow cl(D(A))$ with $x(\mathrm{O})=x_{0}$ and such that, for every $(\overline{x},\overline{y})\in A$ and $0\leq s\leq t\leq T$,

$||x(t)- \overline{X}||^{2}\leq||x(s)-\overline{x}||^{2}+2\int_{s}^{t}\langle f(\tau)+\overline{y}, x(\tau)-\overline{X}\rangle+^{d\mathcal{T}}\cdot$

Remark that any strong solution is also integral solution
Let $F$ : $I\cross Xarrow 2^{X}$ be a multifunction and for $x_{0}\in cl(D(A))$ , consider the initial

value problem:

$\dot{x}\in Ax+F(t, x),$ $X(\mathrm{O})=x_{0}$ . $(P_{F})$

A continuous function $x$ : $Iarrow cl(D(A))$ is called strong solution (resp. integral
solution) of the problem $(P_{F})$ if there exists $f\in L^{1}(I, X)$ such that $f(t)\in F(t, x(t))$

$a.e$ . in $I$ and $x$ is a strong solution (resp. integral solution) of the corresponding initial
problem $(P_{f})$

3 The fixed point approach.

We will consider the initial-value problem

$\dot{x}\in-Ax+F(t, x),$ $x(0)=x_{0}$ $(P_{F})$

and distinguish two cases:
(i) $A$ is a maximal monotone operator in $\mathbb{R}^{n}$ and $F$ : $[0, \infty)\cross \mathbb{R}^{n}arrow 2^{\mathbb{R}^{n}}$is lower

semicontinuous, compact-valued multifunction.
(ii) $A$ is a $\mathrm{m}$-accretive operator in a Banach space $X$ and $F:[0, T]\cross Xarrow 2^{X}$ is lower

semicontinuous closed-valued multifunction.
We show how the fixed point approach is used to prove: existence of a strong solution

on $[0, \infty)\mathrm{i}\mathrm{n}$ the first case and a integral solution on $[0, T]$ in second one.
Let assume $A$ is maximal monotone in $\mathbb{R}^{n}$ and $x_{0}\in cl(D(A))$ . Recall that for any

$f\in L_{l_{oC}}^{1}([0, \infty),$ $\mathbb{R}^{n})$ there exists a unique strong solution $x^{f}$ : $[0, \infty)arrow \mathbb{R}^{n}$ to the Cauchy
problem

$\dot{x}\in-Ax+f(t),$ $X(\mathrm{O})=x_{0}$ , $(P_{f})$
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that is $x^{f}$ is continuos on $[0, \infty)$ , absolutely continuous on every compact subset of $(0, \infty)$ ,

and satisfies $x^{f}(0)=x_{0}$ , and for $\mathrm{a}.\mathrm{e}$ . $t\in[0, \infty)$ :

$x^{f}(t)\in D(A)$ and $x^{f}(t)\in-Ax(t)+f(t)$ .

Moreover, for every $t\geq 0$

$||x_{f}(t)-x_{g}(t)|| \leq\int_{0}^{t}||f(_{S)}-g(S)||d_{S}$ ,

hence the map $\dot{i}$ : $L_{l_{oC}}^{1}([0, \infty),$ $\mathbb{R}^{n})arrow L_{l_{oC}}^{1}([0, \infty),$ $\mathbb{R}^{n})$ defined by $\dot{i}(f)=.x^{f}$ is continuous.
Let $F$ : $[0, \infty)\cross \mathbb{R}^{n}arrow 2^{\mathrm{R}^{n}}$ be given. A continuous function $x$ : $[0, \infty)arrow d(D(A))$

is called a strong solution to the problem $(P_{F})$ if it is a strong solution to $(P_{f})$ for some
$f\in L_{loc}^{1}([0, \infty),$ $\mathbb{R}^{n})$ such that $f(t)\in F(t, x(t))a.e$ .

Let $\mathcal{L}\cross B$ be the a-algebra on $[0, \infty)\mathrm{x}d(D(A))$ generated by the products $L\mathrm{x}B$ ,
where $L\subset[0, \infty)$ is Lebesgue measurable and $B\subset cl(D(A))$ is a Borel subset

Assume that $F:[0, \infty)\cross \mathbb{R}^{n}arrow 2^{\mathbb{R}^{n}}$ satisfies the following assumptions:
$(\mathrm{H}_{1})F$ is $\mathcal{L}\cross B$-measurable,
$(\mathrm{H}_{2})$ for each $t\geq 0,$ $F(t, .)$ is lower semicontinuous.
(H3) there exists two non-negative locally integrable functions $\alpha,$

$\beta$ : $[0, \infty)arrow \mathbb{R}$ such
that for every $(t, x)\in[0, \infty)\mathrm{x}cl(D(A))$ :

$\sup\{||y|| : y\in F(t, x)\}\leq\alpha(t)||x||+\beta(t)$ .

The following result was proved in [17]:

Theorem 2 If $A$ is a maximal monotone operator in $\mathbb{R}^{n}$ and $F$ is a compact-valued

multifunction satisfying $(H_{1})-(H_{3})$ then for any $x_{0}\in cl(D(A))$ there exists $x$ : $[0, \infty)arrow$

$\mathbb{R}^{n}$ , a strong solution to the problem $(P_{F})$ .

Let give a sketch of the proof in order to show how the fixed point approach is used.
Define like in [15], an appropriate nonempty compact and convex set $K\subset L_{loc}^{1}([0, \infty),$ $\mathbb{R}^{n})$ ,

(as the closure in $L_{l_{oC}}^{1}([0,$ $\infty),$ $\mathbb{R}^{n}$ ) of the set of all absolutely continuous functions $v$ with
$v(0)=x_{0},$ $v(t)\in cl(D(A))$ and satisfying some appropriate inequalities) and construct
a continuous map $g$ : $Karrow L_{loc}^{1}([0, \infty),$ $\mathbb{R}^{n})$ such that, $g(x)(t)\in F(t, x(t))$ . Then the
map $s$ : $Karrow L_{l_{oC}}^{1}([0, \infty),$ $\mathbb{R}^{n})$ defined by $s(x)=\dot{i}(g(x))$ is continuous and satisfies
$s(K)\subset K$ , hence by the Schauder-Tichonov theorem it admits a fixed point which is a
solution of the problem $(P_{F})$ .

Let show how the selection $g$ is constructed. For $n=1,2,$ $\ldots$ , set $I_{n}=[0, n]$ and
$K_{n}=\mathrm{t}v|_{I_{n}}$ : $v\in K$ } $\subset L^{1}(I_{n}, \mathbb{R}^{n})$ .

Construct then a sequence of continuous maps $g_{n}$ : $K_{n}arrow L^{1}(I_{n}, \mathbb{R}^{n})$ satisfying the
following two conditions, for any $x\in K_{n}$ :

$(a)g_{n}(x)(t)\in F(t, x(t))$ for a. $\mathrm{e}$ . $t\in I_{n}$ ,
$(b)$ if $n>1,$ $g_{n}(x)(t)=g_{n-1}(x)(t)$ , for $\mathrm{a}.\mathrm{e}$ . $t\in I_{n-1}$ .
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Since $K_{1}$ is compact and the multifunction $G_{1}$ : $K_{1}arrow 2^{L^{1}()}I_{1},R^{n}$ defined by

$G_{1}(x)=$ { $u\in L^{1}(I_{1},$ $\mathbb{R}^{n})$ : $u(t)\in F(t,$ $x(t))\mathrm{a}$ . $\mathrm{e}$ . in $I_{1}$ }
is lower semicontinuous with closed nonempty decomposable values, by Ryszkowski’s
theorem, there exists $g_{1}$ : $K_{1}arrow L^{1}(I_{1}, \mathbb{R}^{n}),\mathrm{a}$ continuous selection from $G_{1}$

Let $n>2$ and assume that $g_{n-1}$ was already constructed, satisfying $(a)$ and $(b)$ . The
multifunction $G_{n}$ defined by

$G_{n}(x)=\{u\in L^{1}(I_{n}, \mathbb{R}^{n})$ : $u(t)\in F(t, x(t))\mathrm{a}$ . $\mathrm{e}$ . in $I_{n}$ and

$u(t)=g_{n-1}(x)(t)$ , a.e in $I_{n-1}$ }

is lower semicontinuous with closed nonempty decomposable values. Then by Fryszkowski’s
theorem, there exists a continuos map $g_{n}$ : $K_{n}arrow L^{1}(I_{n}, \mathbb{R}^{n})$ such that $(a)$ and $(b)$ are
satisfyed.

Define then $g:Karrow L_{l_{oC}}^{1}([0, \infty),$ $\mathbb{R}^{n})$ . by setting

$g(x)|_{I_{n}}=g_{n}(X)$ .

Then $g$ is continuous, well defined and $g(x)(t)\in F(t, x(t))$

Let $s:Karrow L_{\iota_{oc}}^{1}([0, \infty),$ $\mathbb{R}^{n})$ be defined by $s(x)=\dot{i}(g(x))=x^{g(x)}$ is continuous and
$s(K)\subset$ K.Then a fixed point of of $s$ exists by the Schauder-Tichonov theorem and it is
a solution of the problem $(P_{F})$ .

An infinite dimensional analog of the result from above obtained by Mitidieri and
Vrabie [25] is the following:

Theorem 3 Assume that $A$ is a $m$-accretive operator in a separable Banach space $X$ such
that-A generates a compact $sem\dot{i}group\{S(t) : t\geq 0\},$ $F$ : $[0, T]\cross Xarrow 2^{X}$ is a lower
semicontinuous nonempty and closed valued multifunction such that for each bounded set
$B\subset cl(D(A))$ there exists $h\in L^{1}([0, T], \mathbb{R})$ with $\sup\{|F(t, x)| : x\in B\}\leq h(t)a.e$ .
$t\in(\mathrm{O}, T)$ , where $|F(t, x)|:= \sup\{||v|| : v\in F(t, x)\}$ .

Then for every $x_{0}\in cl(D(A))$ there exists $T_{0}=T(x_{0})$ such that the problem $(P_{F})$ has
at least one integral solution on $[\mathrm{o}, \tau_{0}]$ .

The proof of this result that we sketch in the following also use the fixed point ap-
proach.

For $x_{0}\in cl(D(A))\mathrm{a}\mathrm{n}\mathrm{d}r>0$ fixed choose $T_{0}\in(0, T]\mathrm{s}\mathrm{u}\mathrm{c}\mathrm{h}$ that:

$\sup$ { $|F(t,$ $x)|$ : $||x-x_{0}||\leq r\leq h(t)\mathrm{a}.\mathrm{e}$ . in $(0,$ $T_{0})$ }

and
$||S(t)x_{0^{-X||}}0+ \int_{0}^{t}h(s)d_{S}\leq r,$ $\mathrm{a}.\mathrm{e}$ . in $(0, T_{0})$ .
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Define
$G=$ { $g\in L^{1}([\mathrm{o},$ $\tau_{0],)}x$ . $||g(t)||\leq h(t)\mathrm{a}.\mathrm{e}$ . in $(0,$ $T_{0})$ }

and for $g\in G$ let $x^{g}$ be the unique integral solution of the problem

$\dot{x}\in-Ax+g(t),$ $X(\mathrm{O})=x_{0}$ . $(P_{g})$

Since the semigroup generated by $-A$ is compact and $G$ is uniformly integrable it
follows that the closure in the space $C([\mathrm{o},$ $\tau_{0],)}x$ of the set $\{x^{\mathit{9}} : g\in G\},\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{e}\mathrm{d}$ by $K$

is compact in that space.
The multifunction $\mathcal{K}$ : $Karrow 2^{L^{1}([0},\tau 0$ ], $\mathrm{x}$ ) defined by

$\mathcal{K}(x)=$ { $f\in L^{1}([\mathrm{o},$ $\tau_{0],)}x$ : $f(t)\in F(t,$ $x(t))\mathrm{a}.\mathrm{e}$ . in $(0,$ $T_{0})$ }
is lower semicontinuous with closed nonempty and decomposable values, hence by Fryszkowski’s
theorem there exists a continuous function $f$ : $Karrow L^{1}([\mathrm{o},$ $\tau_{0],)}x$ such that $f(x)(t)\in$
$F(t, x(t))\mathrm{a}.\mathrm{e}$ . in $(0, T_{0}),\mathrm{f}\mathrm{o}\mathrm{r}$ each $x\in K$ .

Moreover, since $f$ is continuous and $K$ is compact, by Mazur’s theorem it follows that
the closed convex hull of $f(K)$ denoted by $K_{O}$ is compact and convex.

Since the map $\varphi$ : $Karrow L^{1}([\mathrm{o},$ $\tau_{0],)}x$ defined by $\varphi(g)=f(x^{g})$ is continuous from
the compact and convex set $K_{O}$ into itself by Schauder fixed point theorem there exists
$g\in K_{O}$ such that $\varphi(g)=g$ .

Therefore, a integral solution of the problem $(P_{F})$ is precisely the integral solution $x^{\mathit{9}}$

of the problem $(P_{g})$ with $g=f(x^{g})$

Remark 2 The next section will contain a new approach introduced in [$\mathit{1}\mathit{2}J$, which not
only provides a conceptually simpler construction of solutions of $(P_{F})$ but it also yield
new qualitative results on the solution set, which apparently cannot be obtained by the
techniques presented in this section.

4 The method of directionally continuous selections.
In all this section we assume that $X$ is a Banach space, $A$ is a $\mathrm{m}$-accretive operator
in $X$ with domain $D(A),$ $\{S(t) : t\geq 0\}$ is the semigroup of contractions on $d(D(A))$
generated $\mathrm{b}\mathrm{y}-A$ . and denote by $\Omega=\mathbb{R}\cross cl(D(A))$ .

Let $F$ : $[0, T]\cross Xarrow 2^{X}$ be a bounded lower semicontinuous multifunction and for
$x_{0}\in d(D(A))$ , consider the initial value problem :

$\dot{x}\in Ax+F(t, x),$ $X(\mathrm{O})=x_{0}$ . $(P_{F})$

The method of directionally continuous selections consists in finding a selection $f$ of
the multifunction $F$, and solving the problem

$\dot{x}\in-Ax+f(t, x)$ , $x(0)=x_{0}$ . (4)
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Since the values of $F$ are not assumed convex, no continuous selection exists, in general.
Yet, we will construct a new topology $\mathcal{T}^{+}$ on $\Omega$ , stronger than the usual metric one,
such that a selection from $F$ continuous with respect to this topology exists such that for
each initial value the problem (4) admits a solution. Moreover, using this selection we
construct an upper semicontinuous multifunction with convex values $G$ such that every
integral solution of the problem

$\dot{x}\in-Ax+G(t, x),$ $X(\mathrm{O})=x_{0}$ . $(P_{G})$

is also an integral solution of the problem $(P_{F})$ . In this way we reduce the study of the
solutions of $(P_{F})$ to the (somewhat easier) one of the solutions of $(P_{G})$ .

In order to construct the topology $T^{+}$ on $\Omega$ let fix $M>0$ and for every $(t, x)\in\Omega$ and
$\epsilon>0$ define like in [12]:

$V(t, x, \in)=\{(s, y)\in\Omega$
: $t\leq s<t+\mathit{6},$

$|\mathrm{f}_{\mathrm{o}\mathrm{r}\mathrm{s}\mathrm{o}}\mathrm{m}\mathrm{e}\mathcal{T}\in[|y-^{s}\mathrm{o},s-t](\tau)_{X||}\leq M(s-t),$ $\}$

Remark that $V(t, x, \epsilon)$ is generated by all the trajectories of thecontrol system

$\dot{y}(s)\in-Ay(s)u_{1}(s)+Mu_{2}(s),$ $y(t)=x,$ $s\in[t, t+-),$

and

Theorem 4 The family of sets {V $(t,$ $x,$ $\epsilon)$ : $(t,$ $x)\in\Omega,$ $\epsilon>0$ } is a basis of open neighbor-
hoods for a topology $\mathcal{T}^{+}$ on $\Omega$ , stronger than the metric one, and each set $V(t, x, \epsilon)$ is
closed-open in the topology $T^{+}$ .

We say that a multifunction $F$ : $\Omegaarrow 2^{X}$ is Scorza-Dragoni lower semicontinuous (resp.
Scorza-Dragoni upper semicontinuous) if there exists a sequence of disjoint compact sets
$J_{l\text{ノ}}\subset[0, T]$ with meas $([0, T] \backslash \bigcup_{\nu}J_{\nu})=0$ such that $F$ is lower semicontinuous (resp.

upper semicontinuous) restricted to each set $\Omega_{\nu}=\{(t, x)\in\Omega : t\in J_{\nu}\}$ .
The notion of Scorza-Dragoni $\mathcal{T}^{+}$ -continuous selection is defined in a similar way.
The following result was proved in [12]:

Theorem 5 Let $A$ be $m$-accretive such that-A generates the semigroup $\{S(t) : t\geq 0\}$ , $\Omega\subseteq$

$\mathbb{R}\cross cl(D(A))$ be locally compact and for a fixed $M>0$ let $\mathcal{T}^{+}$ be the topology from above.
Then every Scorza-Dragoni lower semicontinuous multifunction $F$ : $\Omegaarrow 2^{X}$ admits a
Scorza-Dragoni $\mathcal{T}^{+}$ -continuous selection.

In order to obtain this result by the selection theorem in [11] it sufices to prove
that every $(t, x)\in\Omega$ has a countable basis of neighborhoods, in the standard topology,
consisting of sets which are closed-open in the topology $\mathcal{T}^{+}$

Such sets are given by

$W_{t,x}^{n}--V(t- \frac{1}{n},$ $X,$ $\frac{2}{n}),$ $n\geq 1$ .
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Since is Scorza-Dragoni lower semicontinuous there exists a sequence of disjoint com-

pact sets $J_{\nu}\subset[0, T]$ with meas $([ \mathrm{o}, \tau]\backslash \bigcup_{\nu}J_{\nu})=0$ such that $F$ is lower semicontinuous

(resp. upper semicontinuous) restricted to each set $\Omega_{\nu}=\{(t, x)\in\Omega : t\in J_{\nu}\}$ .
For each $\nu\geq 1$ we obtain then by Theorem 1 in [11] a $\mathcal{T}^{+}$-continuous selection $f_{\nu}\mathrm{f}\mathrm{r}\mathrm{o}\mathrm{m}$

$F$ restricted to $\Omega_{\nu}$ .
Now, for $\varphi$ an arbitrary selection from $F,\mathrm{t}\mathrm{h}\mathrm{e}$ function defined by

$f(t, x)=\{$
$f_{\nu}(t, x)$ , $t\in J_{\nu}$

$\varphi(t, x)$ , $t\not\in\cup]_{\nu}$

is a Scorza-Dragoni $\mathcal{T}^{+}$-continuous selection from $F$.
This selection result implies the following

Theorem 6 Let $X$ be a reflexive Banach space, $A$ be a $m$-accretive operator in $X,$ $\Omega\subset$

$[0, T]\cross d(D(A))$ be locally compact and $F:\Omegaarrow 2^{X}$ be a bounded Scorza-Dragoni lower
semicontinuous multifunction with closed nonempty values. Then there exists a Scorza-
Dragoni upper semicontinuous multifunction $G:\Omegaarrow 2^{X}$ with closed, convex, nonempty
values such that every integral solution of

$\dot{x}\in-Ax+G(t, x),$ $X(\mathrm{O})=x_{0}$ . $(P_{G})$

is also an integral solution of
$\dot{x}\in-Ax+F(t, x),$ $X(0)=x_{0}$ . $(P_{F})$

Since $F$ is bounded there exists $L>0$ such that $F(t, x)\subset B(0, L),\mathrm{f}\mathrm{o}\mathrm{r}$ all $(t, x)\in\Omega$ .
For $M>L$ let $f$ : $\Omegaarrow X$ be the Scorza-Dragoni $\mathcal{T}^{+}$ -continuous selection given by the
preceding theorem. For $(t, x)\in\Omega_{\nu}$ let

$G_{\nu}(t, x)= \bigcap_{>\in 0}\overline{Co}\{f(s, y) : (s, y)\in\Omega_{\nu}, |s-t|<\epsilon, ||y-X||<\epsilon\}$ .

Then the multifunction defined by

$G(t, x)=\{$
$G_{\nu}(t, X)$ , $t\in J_{\nu}$

$\{f(t, x)\}$ , $t\not\in\cup J_{\nu}$

satisfies the conclusion of the theorem.

Remark 3 The preceding result permits to obtain qualitative properties of solutions of
$(P_{F})$ ,for lower semicontinuous nonconvex valued $F$ as corolaries of similar properties of
solutions of $(P_{G})$ for the upper semicontinuous convex-valued G. Using this patern we
proved in [$\mathit{1}\mathit{2}J$ the connectedness of the solution set of $(P_{F})$ .

Remark 4 The compactness assumption requested by the selection theorem in [11] is
avoided in [29], where a general selection theorem in [9] is used instead of the one in [11].
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