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Abstract

We prove Euler-Lagrange fractional equations and sufficient optimality conditions for prob-
lems of the calculus of variations with functionals containing both fractional derivatives and
fractional integrals in the sense of Riemann-Liouville.
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1. Introduction

In recent years numerous works have been dedicated to the fractional calculus of variations.
Most of them deal with Riemann-Liouville fractional derivatives (see [4, 6, 9, 11, 12] and
references therein), a few with Caputo or Riesz derivatives [1, 2, 3, 5]. Depending on the
type of functional being considered, different fractional Euler-Lagrange type equations are
obtained. We also mention [19], where a fractional Euler-Lagrange equation is obtained
corresponding to a prescribed fractional space. Here we propose a new kind of functional
with a Lagrangian containing not only a Riemann-Liouville fractional derivative (RLFD) but
also a Riemann-Liouville fractional integral (RLFI). We prove necessary conditions of Euler-
Lagrange type for the fundamental fractional problem of the calculus of variations and for
the fractional isoperimetric problem. Sufficient optimality conditions are also obtained under
appropriate convexity assumptions.

2. Fractional Calculus

Fractional calculus is an interdisciplinary area, with many applications in several fields,
such as engineering [10, 16, 17], chemistry [13, 18], electrical and electromechanical systems
[7, 21], viscoplasticity [8], physics [14], etc. [25].

In this section we review the necessary definitions and facts from fractional calculus. For
more on the subject we refer the reader to [15, 20, 22, 24].

Let f be a function defined on the interval [a, b]. Let α be a positive real and n := [α] + 1.
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Definition 2.1. The left RLFI is defined by

aI
α
x f(x) =

1
Γ(α)

∫ x

a
(x− t)α−1f(t)dt,

and the right RLFI by

xI
α
b f(x) =

1
Γ(α)

∫ b

x
(t− x)α−1f(t)dt.

The left RLFD is defined by

aD
α
xf(x) =

dn

dxn
aI
n−α
x f(x) =

1
Γ(n− α)

dn

dxn

∫ x

a
(x− t)n−α−1f(t)dt,

while the right RLFD is given by

xD
α
b f(x) = (−1)n

dn

dxn
xI
n−α
b f(x) =

(−1)n

Γ(n− α)
dn

dxn

∫ b

x
(t− x)n−α−1f(t)dt.

The operators of Definition 2.1 are obviously linear. We now present the rules of fractional
integration by parts for RLFI and RLFD. Let p ≥ 1, q ≥ 1, and 1/p + 1/q ≤ 1 + α. If
g ∈ Lp(a, b) and f ∈ Lq(a, b), then∫ b

a
g(x) aIαx f(x)dx =

∫ b

a
f(x) xIαb g(x)dx ;

if f , g, and the fractional derivatives aD
α
xg and xD

α
b f are continuous on [a, b], then∫ b

a
g(x) aDα

xf(x)dx =
∫ b

a
f(x) xDα

b g(x)dx ,

0 < α < 1.

Remark 1. The left RLFD of f is infinite at x = a if f(a) 6= 0 (cf. [23]). Similarly, the
right RLFD is infinite if f(b) 6= 0. Thus, assuming that f possesses continuous left and right
RLFD on [a, b], then f(a) = f(b) = 0 must be satisfied.

3. The Euler-Lagrange equation

Let us consider the following problem:

J (y) =
∫ b

a
L(x, aI1−α

x y(x), aDβ
xy(x)) dx −→ min . (1)

We assume that L(·, ·, ·) ∈ C1([a, b]×R2; R), x→ ∂2L(x, aI1−α
x y(x), aD

β
xy(x)) has continuous

right RLFI of order 1 − α and x → ∂3L(x, aI1−α
x y(x), aD

β
xy(x)) has continuous right RLFD

of order β, where α and β are real numbers in the interval (0, 1).

Remark 2. We are assuming that the admissible functions y are such that aI
1−α
x y(x) and

aD
β
xy(x) exist on the closed interval [a, b]. We also note that as α and β goes to 1 our

fractional functional J tends to the classical functional
∫ b
a L(x, y(x), y′(x)) dx of the calculus

of variations.
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Remark 3. We consider functionals J containing the left RLFI and the left RLFD only. This
comprise the important cases in applications. The results of the paper are easily generalized
for functionals containing also the right RLFI and/or right RLFD.

Theorem 3.1 (The fractional Euler-Lagrange equation). Let y(·) be a local minimizer of
problem (1). Then, y(·) satisfies the fractional Euler-Lagrange equation

xI
1−α
b ∂2L(x, aI1−α

x y(x), aDβ
xy(x)) + xD

β
b ∂3L(x, aI1−α

x y(x), aDβ
xy(x)) = 0 (2)

for all x ∈ [a, b].

Remark 4. Condition (2) is only necessary for an extremum. The question of sufficient
conditions for an extremum is considered in Section 6.

Proof. Since y is an extremizer of J , by a well known result of the calculus of variations the
first variation of J (·) is zero at y, i.e.,

0 = δJ (η, y) =
∫ b

a
(aI1−α

x η ∂2L+ aD
β
xη ∂3L) dx . (3)

Integrating by parts, ∫ b

a
aI

1−α
x η ∂2Ldx =

∫ b

a
η xI

1−α
b ∂2Ldx (4)

and ∫ b

a
aD

β
xη ∂3Ldx =

∫ b

a
η xD

β
b ∂3Ldx. (5)

Substituting (4) and (5) into equation (3), we find that
∫ b

a
(xI1−α

b ∂2L + xD
β
b ∂3L)η dx = 0

for each η. Since η is an arbitrary function, by the fundamental lemma of the calculus of
variations we deduce that xI

1−α
b ∂2L+ xD

β
b ∂3L = 0.

Remark 5. As α and β goes to 1, the fractional Euler-Lagrange equation (2) becomes the
classical Euler-Lagrange equation ∂2L− d/dx∂3L = 0.

A curve that is a solution of the fractional differential equation (2) will be called an
extremal of J . Extremals play also an important role in the solution of the fractional isoperi-
metric problem (see Section 5). We note that equation (2) contains right RLFI and right
RLFD, which are not present in the formulation of problem (1).

4. Some generalizations

We now give some generalizations of Theorem 3.1.

4.1. Extension to variational problems of non-commensurate order
We now consider problems of the calculus of variations with Riemann-Liouville derivatives

and integrals of non-commensurate order, i.e., we consider functionals containing RLFI and
RLFD of different fractional orders. Let

J (y) =
∫ b

a
L(x, aI1−α1

x y(x), . . . , aI1−αn
x y(x), aDβ1

x y(x), . . . , aDβm
x y(x)) dx, (6)

where n and m are two positive integers and αi, βj ∈ (0, 1), i = 1, . . . , n and j = 1, . . . ,m.
Following the proof of Theorem 3.1, we deduce the following result.
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Theorem 4.1. If y(·) is a local minimizer of (6), then y(·) satisfies the Euler-Lagrange
equation

n∑
i=1

xI
1−αi
b ∂i+1L+

m∑
j=1

xD
βj
b ∂j+n+1L = 0

for all x ∈ [a, b].

4.2. Extension to several dependent variables
We now study the case of multiple unknown functions y1, . . . , yn.

Theorem 4.2. Let J be the functional given by the expression

J (y1, . . . , yn) =
∫ b

a
L(x, aI1−α

x y1(x), . . . , aI1−α
x yn(x), aDβ

xy1(x), . . . , aDβ
xyn(x)) dx.

If y1(·), . . . , yn(·) is a local minimizer of J , then it satisfies for all x ∈ [a, b] the following
system of n fractional differential equations:

xI
1−α
b ∂k+1L+ xD

β
b ∂n+k+1L = 0, k = 1, . . . , n.

Proof. Denote by y and η the vectors (y1, . . . , yn) and (η1, . . . , ηn), respectively. For a param-
eter ε, we consider a new function

J(ε) = J (y + εη) . (7)

Since y1(·), . . . , yn(·) is an extremizer of J , J ′(0) = 0. Differentiating equation (7) with
respect to ε, at ε = 0, we obtain∫ b

a

[
aI

1−α
x η1 ∂2L+ · · ·+ aI

1−α
x ηn ∂n+1L+ aD

β
xη1 ∂n+2L+ · · ·+ aD

β
xηn ∂2n+1L

]
dx = 0.

Integrating by parts leads to∫ b

a

[
xI

1−α
b ∂2L+ xD

β
b ∂n+2L

]
η1 + · · ·+

[
xI

1−α
b ∂n+1L+ xD

β
b ∂2n+1L

]
ηn dx = 0.

Considerer a variation η = (η1, 0, . . . , 0), η1 arbitrary; then by the fundamental lemma of the
calculus of variations we obtain xI

1−α
b ∂2L+ xD

β
b ∂n+2L = 0. Selecting appropriate variations

η, one deduce the remaining formulas.

5. The fractional isoperimetric problem

We consider now the problem of minimizing the functional J given by (1) subject to an
integral constraint I(y) =

∫ b
a g(x, aI1−α

x y(x), aD
β
xy(x)) dx = l, where l is a prescribed value.

This problem was solved in [3] for functionals containing Caputo fractional derivatives and
RLFI. Using similar techniques as the ones discussed in [3], one proves the following:

Theorem 5.1. Consider the problem of minimizing the functional J as in (1) on the set of
functions y satisfying condition I(y) = l. Let y be a local minimum for the problem. Then,
there exist two constants λ0 and λ, not both zero, such that y satisfies the Euler-Lagrange
equation xI

1−α
b ∂2K + xD

β
b ∂3K = 0 for all x ∈ [a, b], where K = λ0L+ λg.

Remark 6. If y is not an extremal for I, then one can choose λ0 = 1 in Theorem 5.1: there
exists a constant λ such that y satisfies xI

1−α
b ∂2F + xD

β
b ∂3F = 0 for all x ∈ [a, b], where

F = L+ λg.
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6. Sufficient conditions

In this section we prove sufficient conditions that ensure the existence of minimums.
Similarly to what happens in the classical calculus of variations, some conditions of convexity
are in order.

Definition 6.1. Given a function L, we say that L(x, u, v) is convex in S ⊆ R3 if ∂2L and
∂3L exist and are continuous and verify the following condition:

L(x, u+ u1, v + v1)− L(x, u, v) ≥ ∂2L(x, u, v)u1 + ∂3L(x, u, v)v1

for all (x, u, v), (x, u+ u1, v + v1) ∈ S.

Similarly, we define convexity for L(x, u, v).

Theorem 6.2. Let L(x, u, v) be a convex function in [a, b]×R2 and let y0 be a curve satisfying
the fractional Euler-Lagrange equation (2). Then, y0 minimizes (1).

Proof. The following holds:

J (y0 + η)− J (y0) =
∫ b

a

[
L(x, aI1−α

x y0(x) + aI
1−α
x η(x), aDβ

xy0(x) + aD
β
xη(x))

−L(x, aI1−α
x y0(x), aD

β
xy0(x))

]
dx

≥
∫ b

a

[
∂2L(x, aI1−α

x y0(x), aDβ
xy0(x)) aI1−α

x η

+∂3L(x, aI1−α
x y0(x), aD

β
xy0(x)) aD

β
xη
]
dx

=
∫ b

a

[
xI

1−α
b ∂2L+ xD

β
b ∂3L

]
(x,aI

1−α
x y0(x), aD

β
xy0(x))

η dx = 0.

Thus, J (y0 + η) ≥ J (y0).

We now present a sufficient condition for convex Lagrangians on the third variable only.
First we recall the notion of exact field.

Definition 6.3. Let D ⊆ R2 and let Φ : D → R be a function of class C1. We say that Φ is
an exact field for L covering D if there exists a function S ∈ C1(D,R) such that

∂1S(x, y) = L(x, y,Φ(x, y))− ∂3L(x, y,Φ(x, y))Φ(x, y) ,
∂2S(x, y) = ∂3L(x, y,Φ(x, y)) .

Remark 7. This definition is motivated by the classical Euler-Lagrange equation. Indeed,
every solution y0 ∈ C2[a, b] of the differential equation y′ = Φ(x, y(x)) satisfies the (classical)
Euler-Lagrange equation ∂2L− d

dx∂3L = 0.

Theorem 6.4. Let L(x, u, v) be a convex function in [a, b]×R2, Φ an exact field for L covering
[a, b]× R ⊆ D, and y0 a solution of the fractional equation

aD
α
xy(x) = Φ(x, aI1−α

x y(x)). (8)

Then, y0 is a minimizer for J (y) =
∫ b
a L(x, aI1−α

x y(x), aDα
xy(x)) dx subject to the constraint{

y : [a, b]→ R | aI1−α
a y(a) = aI

1−α
a y0(a), aI1−α

b y(b) = aI
1−α
b y0(b)

}
. (9)
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Proof. Let E(x, y, z, w) = L(x, y, w)− L(x, y, z)− ∂3L(x, y, z)(w − z). First observe that

d

dx
S(x, aI1−α

x y(x)) = ∂1S(x, aI1−α
x y(x)) + ∂2S(x, aI1−α

x y(x))
d

dx
aI

1−α
x y(x)

= ∂1S(x, aI1−α
x y(x)) + ∂2S(x, aI1−α

x y(x))aDα
xy(x) .

Since E ≥ 0, it follows that

J (y) =
∫ b

a

[
E(x, aI1−α

x y, Φ(x, aI1−α
x y), aDα

xy) + L(x, aI1−α
x y,Φ(x, aI1−α

x y))

+∂3L(x, aI1−α
x y,Φ(x, aI1−α

x y))(aDα
xy − Φ(x, aI1−α

x y))
]
dx

≥
∫ b

a

[
L(x, aI1−α

x y,Φ(x, aI1−α
x y))

+∂3L(x, aI1−α
x y,Φ(x, aI1−α

x y))(aDα
xy − Φ(x, aI1−α

x y))
]
dx

=
∫ b

a

[
∂1S(x, aI1−α

x y) + ∂2S(x, aI1−α
x y)aDα

xy
]
dx

=
∫ b

a

d

dx
S(x, aI1−α

x y) dx

= S(b, aI1−α
b y(b))− S(a, aI1−α

a y(a)).

Because y0 is a solution of (8), E(x, aI1−α
x y0, Φ(x, aI1−α

x y0), aDα
xy0) = 0. With similar calcu-

lations as before, one has J (y0) = S(b, aI1−α
b y0(b)) − S(a, aI1−α

a y0(a)). We just proved that
J (y0) ≤ J (y) when subject to the constraint (9).

7. Conclusions

In this note we consider a new class of fractional functionals of the calculus of variations
that depend not only on fractional derivatives but also on fractional integrals. We exhibit
necessary and sufficient conditions of optimality for the fundamental problem of the calculus
of variations and for problems subject to integral constrains (isoperimetric problems). As
future work it would be interesting to address the question of existence of solutions, and to
study direct methods to minimize the proposed type of functionals.
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[4] T. M. Atanacković, S. Konjik and S. Pilipović, Variational problems with fractional deriva-
tives: Euler Lagrange equations, J. Phys. A: Math. Theor. 41 (9) (2008), 095201.

[5] D. Baleanu and Om. P. Agrawal, Fractional Hamilton formalism within Caputo’s deriva-
tive, Czechoslovak J. Phys. 56 (2006), no. 10-11, 1087–1092.

[6] D. Baleanu, S. I. Muslih and E. M. Rabei, On fractional Euler-Lagrange and Hamilton
equations and the fractional generalization of total time derivative, Nonlinear Dynam. 53
(2008), no. 1-2, 67–74.

[7] L. Debnath, Recent applications of fractional calculus to science and engineering, Int. J.
Math. Math. Sci. 54 (2003), 3413–3442.

[8] K. Diethelm and A.D. Freed, On the solution of nonlinear fractional order differential
equations used in the modeling of viscoplasticity, in ”Scientifice Computing in Chemi-
cal Engineering II-Computational Fluid Dynamics, Reaction Engineering and Molecular
Properties” (F. Keil, W. Mackens, H. Voss, and J. Werther, Eds), 217–224, Springer-
Verlag, Heidelberg, (1999).

[9] R. A. El-Nabulsi and D. F. M. Torres, Necessary optimality conditions for fractional
action-like integrals of variational calculus with Riemann-Liouville derivatives of order
(α, β), Math. Methods Appl. Sci. 30 (15) (2007), 1931–1939.

[10] N. Ferreira, F. Duarte, M. Lima, M. Marcos and J. T. Machado, Application of Fractional
Calculus in the Dynamical Analysis and Control of Mechanical Manipulators, Fract. Calc.
Appl. Anal. 11 (1) (2008), 91–113.

[11] G. S. F. Frederico and D. F. M. Torres, A formulation of Noether’s theorem for fractional
problems of the calculus of variations, J. Math. Anal. Appl. 334 (2) (2007), 834–846.

[12] G. S. F. Frederico and D. F. M. Torres, Fractional conservation laws in optimal control
theory, Nonlinear Dynam. 53 (3) (2008), 215–222.

[13] R. Hilfer, Fractional Diffusion Based on Riemann-Liouville Fractional Derivatives, J.
Phys. Chem. B 104 (16) (2000), 3914–3917.

[14] R. Hilfer, “Applications of Fractional Calculus in Physics”, World Scientific, Singapore,
2000.

[15] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, “Theory and applications of fractional
differential equations”, Elsevier, Amsterdam, 2006.

[16] V. V. Kulish and J. L. Lage, Application of Fractional Calculus to Fluid Mechanics, J.
Fluids Eng. 124 (3) (2002), 803–806.

[17] R. Magin, Fractional Calculus in Bioengineering. Part 1-3, Critical Reviews in Bioengi-
neering, 32 (2004).

[18] F. Metzler, W. Schick, H. G. Kilian and T. F. Nonnenmacher, Relaxation in filled poly-
mers: A fractional calculus approach, J. Chem. Phys. 103 (1995), 7180–7186.

[19] S. I. Muslih and D. Baleanu, Fractional Euler-Lagrange equations of motion in fractional
space, J. Vib. Control 13 (9-10) (2007), 1209–1216.

7



[20] K. B. Oldham and J. Spanier, The fractional calculus, Academic Press [A subsidiary of
Harcourt Brace Jovanovich, Publishers], New York, 1974.

[21] A. Oustaloup, V. Pommier and P. Lanusse, Design of a fractional control using perfor-
mance contours. Application to an electromechanical system, Fract. Calc. Appl. Anal. 6
(2003), no. 1, 1–24.

[22] I. Podlubny, “Fractional differential equations”, Academic Press, Inc., San Diego, CA,
1999.

[23] B. Ross, S. G. Samko and E. R. Love, Functions that have no first order derivative
might have fractional derivatives of all orders less than one, Real Anal. Exchange 20 (1)
(1994/95), 140–157.

[24] S. G. Samko, A. A. Kilbas and O. I. Marichev, “Fractional integrals and derivatives”,
Gordon and Breach Science Publishers, Yverdon, 1993.

[25] J. A. Tenreiro Machado and R. S. Barbosa, Introduction to the special issue on “Frac-
tional Differentiation and its Applications”, J. Vib. Control 14 (2008), no. 9-10, 1253.

8


