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palavras-chave

resumo

Termalizacao, equilibrio, entropia, informacao quantica, modelo de
Heisenberg.

Este projecto tem como objectivo estudar o comportamento de medidas de
entropia quantica em pequenos sistemas quanticos, de forma a se obter uma
intuicdo sobre o0 assunto que veja a ser Util para um futuro projecto dedicado
ao desenvolvimento de uma termodindmica para pequenos sistemas quanticos
baseada em entropias quéanticas.

Mostramos como modelar sistemas quanticos que interagem entre si.
Introduzimos a nogéo de entropia quéantica e discutimos o significado fisico de
algumas medidas de entropia, bem como as relacfes entre si.

Apresentamos uma abordagem do ponto de vista da informacao quéantica ao
problema da termalizacgédo e equilibrio. De seguida introduzimos e discutimos
0s sistemas modelo estudados, cadeias de spin de Heisenberg.

Para contribuir para esta linha de trabalho, desenvolvemos e executamos
simula¢des numéricas nestas cadeias de spin, de forma a estudar o
comportamento de varias medidas de entropia a medida que pequenos
subsistemas termalizavam.

Entre outras coisas, concluimos que as diferentes medidas de entropia
apresentam diferentes tempos de saturacdo. Apenas a medida de entropia
mais lenta constitui um indicador adequado acerca do estado de termalizacdo
do sistema.
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abstract

Thermalisation, equilibrium, entropy, quantum information, Heisenberg spin
chains.

The goal of this project is to study the behaviour of quantum entropy measures
in small quantum systems, in order to get an intuition for the subject that may
help to orientate a future project dedicated to the development of a
thermodynamic theory of small quantum systems based on quantum entropies.
We show how to model composite (in particular interacting) quantum systems.
We introduce the notion of quantum entropy and discuss the physical meaning
of some entropy measures and the relations between them.

We present a quantum-information framework to the phenomena of
thermalisation and equilibration and recall state-of-the-art results in this topic.
Then we introduce the toy systems of study, Heisenberg spin chains, from the
most basic principles of spin and exchange interaction. We discuss their
physical meaning and how they behave under the action of the XXZ
Hamiltonian. To contribute to that body of work we finally develop and perform
numerical simulations in those spin chains in order to study the behaviour of
several entropy measures as small systems thermalised.

Amongst other things, we find that distinct entropy measures saturate at
different times. Only the slowest of these measures is appropriate to indicate
whether a system has equilibrated.



Contents

1 Introduction
2 Composite quantum systems
21 Densitymatrices. . . . ... ...
22 Partialtrace . ... .. .. ..
23 Evolution. . .. ... ...
24 Measurements . . . . . ...
25 Tracedistance . . . ... ... . ...
2.6 Thesystemandthebath ... ... ... .. ... ... ... ... ....
3 Quantum entropy measures
31 Max-entropy . . . . . . ...
32 Min-entropy . . . . . . ...
3.3 VonNeumannentropy . ... ... . ... . ... ... ............
3.4 Smooth min- and max-entropies . ... ... ... ... ... ........
3.5 OtherRényientropies . .. ... ... .. ... ... .. ... ... . ....
3.6 Purity and effective dimension . . . . .. ... ... L oL
3.7 General properties of quantum entropies . . . . ... ... ... ... ...
4 Equilibration and thermalisation
4.1 Definition of thermalisation . . . . . ... ... ... ... ... ....
42 Preliminaryconcepts . . . .. ... ... ... ...
43 Evaluating the thermalisationofasystem . . . .. ... ... ... ... ..
44 Condition for equilibration . . . . ... ... ... .o 00 oL
5 Spin chains
51 Spin . . .. . e
52 Exchangeinteraction . ... ... ... ... .. ... . .. L L.
53 Heisenbergmodel . . . . ... ... ... .. oo oo
53.1 Relation to Hubbard model . . . . . .. ... .... ... ......
53.2 Isotropic HeisenbergModel . . . . . ... ... ... .. ... ....
533 Otherlimits . . . ... ... ... ...

10
10
11
11
12
12

13
13
13
14
14



CONTENTS CONTENTS
6 Numerical simulations 23
6.1 Goals . . . . .. e 23
6.2 Aboutthe simulations . . .. .. ... . ... .. ... . 24
6.2.1 Technical drawbacks . . .. .. .. .. ... ... .. .. .. ..... 25

6.3 3-qubit chain: the simplestcase . . . .. ... ... ... ........... 25
6.4 4-qubit chain: the importanceof noise . . . ... ... ... ......... 26
6.5 6-qubit chain: emergence of equilibration . . . .. ... ... ........ 28
6.6 7-qubitchain: amagnon . . ... .. ... ... ... ... L. 30

7 Conclusions and future work 35

ii



Chapter 1

Introduction

In this project we study the thermodynamics of small systems using tools from quantum
information. The thermodynamic entropy measure S that makes sense for large systems
that can be described by some macroscopic parameters like temperature and pressure.
Quantum information theory has introduced several other entropy measures with other
operational meanings. For large and uncorrelated systems, these new entropies coincide
with S. However, as we move to smaller quantum systems (for instance, a gas with less
than a thousand particles) these entropies show different behaviour and one needs to
think more carefully about which one(s) to use.

Here, we study the behaviour of some of these systems, spin chains, and try to look
for thermodynamic behaviour. In particular, we try to understand which entropy mea-
sure or measures better describe the small systems studied and have properties that are
similar to those of the macroscopic entropy (eg. the second law of thermodynamics).

In chapter two we see how to describe a quantum system using density matrices and
how to model the interaction between a small system and a bath. In the third chapter
we introduce several measures of quantum entropy as well as the concept of purity. The
relations between these measures is addressed. The evolution in time of these quantum
measures is discussed. In the fourth chapter we introduce a quantum-information ap-
proach to the phenomena of equilibrium and thermalisation. The toy model used in
this thesis in order to study the thermodynamics of small quantum systems is the one-
dimensional Heisenberg model. In chapter five the basis of this model is presented.
The chapter six is dedicated to numerical results of the quantum entropy measures in
the anisotropic Heisenberg model, the XXZ Hamiltonian. Finally, in the last chapter the
main conclusions are presented.



Chapter 2

Composite quantum systems

In this chapter we introduce basic concepts and tools that are necessary to deal with
interacting quantum systems. We begin by presenting the formalism of density ma-
trices and a statistical interpretation for these objects. We will show how to use them
to represent quantum states in composed systems and how to extract the state of one
subsystem by means of partial trace, and then we recall how time evolution and mea-
surements are modelled in quantum theory. We then introduce the trace distance, a
measure of similarity between quantum states, and justify its importance. Finally we
present two approaches to the problem of modelling a small quantum system that in-
teracts with a heat bath — a recurrent topic in thermodynamics. Results obtained from
these approaches will be addressed in chapter four. We do not yet refer to any concrete
systems, as that will be done in chapter six.

2.1 Density matrices

When one is not studying a single isolated system but rather the interaction between
several quantum systemes, it is useful to describe them in the language of density matri-
ces. Density matrices express the probability distribution of the possible states in which
a quantum system may be found through measurements. Density matrices allow us
to quantify correlations between systems and the entropy of subsystems of the global
system. They are also essential to study the evolution and measurements performed on
a subsystem.

Mathematically, a density operator is a normalised Hermitian non-negative operator
on a Hilbert space, i.e., with trace one and non-negative eigenvalues. A density matrix
p in a finite Hilbert space can be diagonalised and written as

p=> Nlz)(zl, (2.1)

where {)\,}, are the matrix eigenvalues and {|z) }. the eigenvectors.

2



Composite quantum systems Partial trace

Since the eigenvalues sum up to one, they form a probability distribution, where
A, may be seen as the probability that the pure state |z) occurs. A density matrix is
said to be pure if there is only one such possible state, i.e., if the matrix has the form
p = |¢)(¢| or, equivalently, if Tr(p?) = 1. In this case, one has as much information as
possible about the state of the system represented by the density matrix. Otherwise, if
there is more than one non-zero eigenvalue, we say that the system is in a mixed state.
In particular, if all the states are equally likely — in which case we have no information
about the system — the density matrix is said to be fully mixed, and has the form p = %l]ld,
where 1, is the identity matrix on a d-dimensional Hilbert space.

2.2 Partial trace

We now consider a system formed by two subsystems A and B, with a density matrix
pap that is defined on the composed Hilbert space H4 ® Hp:

pas =Y ol (lz)@[m)) ((y| @ (n]). (22)

T,y m,n
From now on we will denote composed states of the form |z) ® |m) by |x)|m) or simply

|zm). The (usually mixed) state of one of the subsystems can be obtained by tracing out
the other. This is done by means of a partial trace,

pa = Trg(pan). (2.3)

The resulting reduced density matrix of subsystem A is

pa=Y_ o)yl (2.4)

where the coefficients o are given by the sum of the coefficients of the terms |zm)(ym)|
over all possible states |m) of subsystem B,

ol =) ol (2.5)

In general, the partial trace of a composed operator S4 ® Sp is defined as
Trp(Sa ® Sg) = Tr(Sp)Sa, (2.6)
where Tr(5) is the usual trace. Note that

TI'(SA X SB) = TI'(TI'B(SA X SB)) = TI‘(TI'A(SA &® SB)) (27)



Composite quantum systems Measurements

To make this cleaner we give an example. Consider a system with two qubits A and B,
each one of them with two accessible states |0) and |1). If the system is prepared with
the global pure state

1
|P) = 73 (1040B) 4+ 1405) + [1415))

then the density matrix of the system is given by pap = |Pap)(Pag| or, in the basis
{|0AOB>7 |0A]-B>7 |1AOB>7 |1AlB>}/ by

o O
—_
—_

pAB=§

—_
_— O =
(@]

—_

[a»)

) 1

This matrix has eigenvalues {1, 0,0, 0}, with the eigenvector of the only non-zero eigen-
value being of course |¢).

To obtain the reduced density matrix of the subsystem A, one has to evaluate the
sum of Eq. 2.5. For instance, the coefficient o} that corresponds to the mixture |04) (14|
(in blue ahead) is given by the sum of the coefficients of the terms corresponding to
10405)(1405] and [0415)(1415| of the original density matrix. In the basis {|04),[14)},
the reduced state is represented by the matrix

L1l
PA—3 1 :

The colours indicate the elements of the p4p that were summed up to each of the entries
of p4. Since the basis of the global system was nicely ordered, each element of the new
one was calculated by the trace of the 2 x 2 “submatrix” that is in the corner of the
original matrix indicated by the position of the desired element in the new one. The
resulting state is mixed, as the reduced density matrix has two non-zero eigenvalues.

2.3 Evolution
A quantum state p(t) evolves under unitary operators as

p(ty) = Up(to)U". (2.8)

In particular, if the total system is governed by the time-independent Hamiltonian H 45,
as will happen in this work, the density matrix at time ¢ is given by

pap(t) = e T4 p p(0)e AR, (2.9)

setting h = 1.



Composite quantum systems Trace distance

2.4 Measurements

A measurement performed in a quantum state defined on a Hilbert space H 4 is de-
scribed by a Hermitian operator 54 whose eigenvalues {z}, are the possible outcomes
of the measurement. The operator may be written by spectral decompositionas ) «P,,
where the projectors P, respect the property > P, = 1.

In order to perform the measurement represented by S, on a state psp that is de-
fined on a space H4 ® Hp one may either apply it directly as Sy ® 1 on pap and then
trace out the system B or start by tracing out B and then apply S4 on pa = Trp(pas).
Regardless of the method chosen to apply the measurement, the final state of the system
and the probability distribution of the possible outcomes are the same: the probability
of obtaining = in the measurement is given by

P(zlpap) = Tr ([P ® 18] par)

and after the measurement the system collapses to the state

1
te=—— [P,®1 P, ® 15]. 2.11
PaAB P(l'|pAB) [ B] PAB[ B] ( )

2.5 Trace distance

A distance between two quantum states is a way of quantifying how close, or similar,
the states are. There exist several distance measures defined on density matrices, which
are more or less useful according to the criteria used to distinguish the quantum states.
Here we will use the trace distance, defined as

1
d(p1,p2) = §Tr!p1 — pal, (2.12)

where |A| = VAt A is the positive square root of ATA. This distance is zero for equal
density matrices and has the maximum value of one for different pure states.

The trace distance is a very general and powerful measure as it maximises the classi-
cal statistical distance D between measurement results that may be obtained by apply-
ing any measurement to the two states,

0(p1, p2) = max D(Py, P2) (2.13)

where P; and P, are the probability distributions that are obtained by applying the
observable O to states p; and p; respectively (15; 10).

In particular, given two different states with known density matrices p; and p; and
the possibility of performing a single measurement in one of them at random, the prob-
ability of correctly guessing which state was measured is, in the best possible case, given

5



Composite quantum systems The system and the bath

p_<1 0) ) p_(o.:a 0)
1 — ! 2 —
0 0 05 P 0 0 0.7

P1 P2
P
0y 1) 0) 1)

pi? v p? X pi? X p?
0.50 0.00 0.15 0.35

Figure 2.1: Trying to distinguish two quantum states through a single measurement:
a basic example. The states p; and p, are represented in the basis {|0),|1)}. The op-
timal strategy here is to measure one of them at random in that basis (with the ob-
servable 1) and then risk guessing that the state measured is the one that was more
likely to have the outcome observed: in this case p; if the state collapses to |0) and
p2 if it collapses to |1). Here, the probability P, of guessing correctly is given by the
sum P(outcome is |0) and state is p; ) + P(outcome is |1) and state is ps) = 0.50 + 0.35 =
0.85. The trace distance between the states is §(p1,p2) = 0.7. The rule P, (p1, p2) =
L (1+6(p1, p2)) applies here.

by (3; 10)

P ) = 5 (14 8(p1, ). .14)

A simple example of this process is given in Fig. 2.5.

2.6 The system and the bath

The interaction between a subsystem and a heat bath, and the consequent equilibration
and thermalisation of the subsystem, are extensively studied phenomena in thermo-
dynamics. The heat bath is usually described as a system that is so large compared
to the subsystem of interest that the interaction with the subsystem does not affect its
macroscopic parameters such as temperature, pressure and total energy. There have
been some attempts in the quantum information community to model the interaction
between a quantum system and a bath. We introduce here two opposite approaches.

In the first one, followed, for instance, by Valerio Scarani (16), the bath is charac-
terised entirely by the interaction with the subsystem. Instead of stating directly that
the bath is large, the interaction between subsystem and bath is modelled with proper-
ties that are expected to be a natural consequence of the fact that the bath is much bigger
than the subsystem. One example of such properties is the assumption that each par-
ticle of the bath only interacts with the system at most once, which would make sense

6



Composite quantum systems The system and the bath

probabilistically if it were composed of many discrete particles. This property ensures
that the bath has effectively no memory, i.e., is the same for each interaction with the
subsystem. Also, variations in the energy of the particles of the bath caused by such
interactions are very faint and scattered across the bath, and thus do not influence its
macroscopic parameters. It is also commonly specified whether the particles of the bath
may interact with each other or with some external field. Adjusting these properties, the
bath may be bound to an essentially static state. In this type of model it is established
from the beginning which part of the system is the subsystem of interest and which is
the bath, the latter being defined by its impact on the former.

Popescu et al. (11; 8) follow a very different approach. While the properties of both
the system and the bath are left completely unbounded and general (in fact, the bath
may be any subsystem of the total system), a restriction is made on the Hamiltonian
that governs the total system, namely that it is fully interactive — which is expressed
mathematically as not having degenerate energy gaps. Under these conditions they
prove that nearly any subsystem that is much smaller than the total system will equili-
brate, while the remaining subsystem behaves like a bath. We will discuss this approach
and one main result in chapter four.

Let us make a quick analogy to better illustrate the difference between these two ap-
proaches. Suppose that two social scientists want to study the behaviour and evolution
of a person inserted in a stressful society but use different scientific methods. The first
scientist picks a child and constructs an artificial society with actors around him, much
like the world of The Truman Show, defined only in function of the person of interest.
The actors are told to behave near that person as if they had stressful jobs and were al-
ways upset with the traffic. The other expert says simply that nearly any random single
inhabitant of any city that is large enough and where people interact at least a bit with
each other is a good subject of study, since from the point of view of that person the rest
of the inhabitants of the city behave as a stressful society.

The first approach is useful mostly in concrete cases where it is known how the
subsystem behaves in contact with the bath so that the interaction may be modelled
precisely without the need for simulating a large bath. On the other hand, the second
method is more natural and general, yielding more powerful results, as we will see in
the chapter dedicated to thermalisation.



Chapter 3

Quantum entropy measures

Entropy is a measure of the randomness of a system, or equivalently of the uncertainty
of an observer about it. The quantum entropy measures are operators that act on the
density matrix p that describes a system as seen by an observer and express how flat the
probability distribution defined by its eigenvalues {\;}; is.

In this chapter we will introduce and discuss several entropy measures that will be
used in the simulations of chapter six.

From now on all the logarithms are binary, so we will write log x = log, x to simplify
notation. Also, when computing entropy measures we will adopt the convention that
0log0 = 0.

3.1 Max-entropy

One way of quantifying how much information we may extract from a quantum state
defined in, say, N qubits is by answering the following question: how many qubits can be
made fully known by applying only reversible operations to the state? The number of qubits
that cannot be fully determined this way we will call the max-entropy — by definition a
measure of uncertainty about a quantum state. The fact that the allowed operations are
reversible ensures that we may not modify the state by, for instance, measuring some
of the qubits. After determining the maximum number of qubits possible we must be
able to restore the state its initial form. In quantum theory, a reversible operation is
represented by an unitary operator.
As an example, consider the state

p— %yoo><00| +%|11><11\. (3.1)

In this state only one of the qubits is unknown — once we measure one of them we know
immediately the state of the other. However, we do not know a priori the state of either
of the qubits. To this state the unitary operator controlled-not, CNOT , may be applied.

8



Quantum entropy measures Max-entropy

This operator flips the second qubit if the first one is |1) and does nothing otherwise:
CNOT = [00)(00] + [01)(01| + [10)(11] + |11)(10] (3.2)

obtaining the state

CNOT p CNOT ' = %yooxooy + %\1o><10\

5 (0)0] + I1){1)) & [0} 0], 3.3

wherein the second qubit is in the pure state |0) (0| (therefore being always known) and
the first one is fully mixed. In this case, the answer to our question is “one”.

We will now generalise this problem to all density matrices that are diagonal in the
canonical basis, {|0), |1)}®". The solution we present is valid in general but it is easier to
visualise for matrices that are diagonal in this basis. Ordering the states by their binary
representation, e.g. |5) = |101), the density matrix may be written as

2N
p=> aili)(il, Y a=1AVa;>0. (3.4)

Permutations, on the other hand, are operators of the form

I = Z i)kl k) = k) < 10) = 17), (3.5)

i.e., whose representation in the canonical basis has only one entry of 1 in each row an
column, like the CNOT operator. These operators are naturally unitary, since

' = (ZIZ’)(’%I) (ZU%)(J’I)
= Z [2) kil k) (]
= Z [1)0i3 (] = 1.

When applied (as IIpIl") to a diagonal matrix p, permutations simply swap the entries
in the diagonal. For any diagonalised density matrix p with A = rank (p) non-zero
eigenvalues {«;}; there is a permutation II such that

A
pIlt = Z Bili) (il (3.6)



Quantum entropy measures Von Neumann entropy

with 3; = a; for some j < 2%,
This representation allows us to fully know the first N — log rank (p) qubits, that are
set to |0). For instance, for N = 4 and rank (p) = 4 we have

TpITt = 3,/0000)(0000| + B35|0001)(0001| + 35]0010)(0010| + B3,|0011){0011]
= [00){00] & (3:]00){00[ + (32[01)(01] + B5|10){10] + B 11)(11]).

The first two qubits are fully known while the other two are in a mixed state. The max-
entropy of a quantum state is therefore given by

Hyax(p) = logrank (p), (3.7)

and represents the number of uncertain qubits of the state.

3.2 Min-entropy

While the max-entropy gives us the number of not fully known qubits of a quantum
state, which may be biased in any way, the min-entropy gives in particular sense the
number of uniformly random qubits, ny. It depends only on the maximum eigenvalue
of the density matrix,

Huin(p) = — log Amax, Amax = max{\;}; eigenvalues of p. (3.8)

We will show briefly that the min-entropy is always greater or equal than the number
of uniformly random qubits H,,;, > ny. The proof that H,:, =~ ny is given by the
leftover hash-lemma (5).

Given a quantum state p,p defined in a composite system H 4 ® Hp, we say that the
state is uniformly random in the subsystem H 4 if p4 = Trg(pap) = é]l is fully mixed.

Let A\ax be the maximum eigenvalue of the density matrix p, defined in a system H
that is composed of N qubits.

By the definition of the partial trace, the maximum eigenvalue of the reduced den-
sity matrix obtained by partial trace of p is at least as large as A,.x. The largest mixed
reduced state possible is then .1, which implies that the dimension of that state is at
most d = —

>\1nax :
Since a system of dimension d is encoded by log d qubits we obtain the desired result:
the maximum number of totally random qubits is ny = — log Apax = Humin(p)-

3.3 Von Neumann entropy

The Von Neumann entropy is the most commonly used entropy in quantum informa-
tion (18). It is given by

H(p) = —=Tr(plog p)
=— Z i log A;, {\:}i eigenvalues of p. (3.9)

10



Quantum entropy measures Purity and effective dimension

It has an asymptotic interpretation as the mean entropy of an event that is repeated
independently many times — or of a quantum system composed of many independent
subsystems. Even though this entropy has no intuitive physical meaning for processes
that are performed only a few times or for highly correlated systems, it is very popu-
lar in the quantum information community and was used to produce many important
results in quantum cryptography, communication and information theory.

3.4 Smooth min- and max-entropies

Smooth min and max-entropies were introduced recently by Renato Renner and Stefan
Wolf (13) partly as a response to the asymptotic-only interpretation of the Von Neumann
entropy. Smooth entropies allow some error tolerance on the density matrix and are
generally continuous on the probability distribution defined by its eigenvalues (unlike,
for instance, the max-entropy).

Let B%(p) be the open ball of the states that are ¢- close to p with respect to the trace
distance.

The smooth min-entropy is defined as

Hein(p) = sup Huin(p'), (3.10)

p'€B=(p)
and the smooth max-entropy is defined as

H.x(p) = inf HmaX<p/)- (3.11)

p'€B=(p)

In Hilbert spaces of finite dimension, sup and inf may be replaced by max and min
respectively.

3.5 Other Rényi entropies

A quantum Rényi entropy of order « is defined as

1
H,(p) = . log Trp“. (3.12)

—

The quantum e—smooth Rényi entropy of order « is defined as

1
H.(p) = inf log Trp®. (3.13)

— Q p'eB(p)

One may distinguish two main families of Rényi entropies: those of order a > 1, which
behave like the smooth min-entropy, which arises in the limit o — +4-00; and the ones of
order a < 1 which resemble the smooth max-entropy that corresponds to o = 0. The
Von Neumann entropy is obtained in the limit case o = 1.

11



Quantum entropy measures General properties of quantum entropies

3.6 Purity and effective dimension

Another important quantity in quantum information is the so-called purity of a density
matrix, given by

P = Tr(p%). (3.14)

The purity will be used here to define the so-called effective dimension of a system that
gives a measure of the number of states through which the system goes more often. This
quantity is used for instance by Linden et al. (8),

1
= ——-. 3.15
doff Tr(p?) (3.15)
Note that dygf = 22. Other dimensions of slightly different meanings may be obtained
for all the Rényi entropies as d,, = 2"«

3.7 General properties of quantum entropies

All (non-conditional') Rényi entropies are non-negative, with a minimum value of 0 for
pure states and a maximum of logn for fully mixed states of dimension n.

The entropy of a closed system (no matter which particular measure of entropy) is
time invariant. The reason for this is that the entropy measures depend uniquely on
the eigenvalues of the density matrix and these are a constant of motion. This follows
from the fact that evolution under an unitary may be seen as a change of basis and the
eigenvalues of a matrix are invariant under such operations. However, the entropy of a
given subsystem may change under time — and usually does so.

In the asymptotic limit for uncorrelated systems both min- and max-smooth en-
tropies converge to the Von Neumann entropy — see eg.(17),

Ha . XMn Hs ) Xn
Vo lim lim o) gy B H(p). (3.16)

e—0n—oo n e—0n—oo n

'We will not deal with conditional entropies in this work.

12



Chapter 4

Equilibration and thermalisation

In this chapter we follow the approach of Popescu et al. (11; 8) to the thermalisation
of quantum systems. We start by introducing the notion of thermalisation and some
criteria to evaluate how close a system is to being thermalised. We will use these criteria
in our simulations — see chapter six. Finally we present recent results on equilibration
of very general systems (8).

4,1 Definition of thermalisation

Given a Hilbert space H and a decomposition H = Hs ® Hp (with dg = dimHg <
dp = dimHp), one says that the subsystem S has thermalised if it has (1) reached an
equilibrium state pg? that is (2) independent of the initial state of the subsystem p% and
(3) independent of the exact state of the bath, depending only on macroscopic quantities
that are averaged over the bath, such as temperature.

Moreover, the equilibrium state is expected to (4) have the Boltzmannian form pg =
MZHSB), where Z is the partition function calculated for the Hamiltonian Hg that gov-
erns the time evolution of the subsystem' and (3 is a real constant defined by the macro-

scopic parameters of the bath.

4.2 Preliminary concepts

The average (f(z))s,, +, denotes the average over all possible values of the variables

x1,- -, &, For instance (p(t)); is the average of the state p(t) from ¢ = 0 to t = cc.
Let A = {A1, Ay, -+, Ay} be the macroscopic parameters (such as temperature, vol-
ume, pressure, etc.) that we use to characterise the bath, and A = {\;, A\, --- , Ay} a set

of instances of those parameters.
We denote by 2|,_, the set of states pgp of the total state for which the reduced state
of the bath pg = Trs(psp) verifies Ay = A ANy =X A AAy = Ay

!Tt is not clear how this Hamiltonian may be defined for all cases.
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Equilibration and thermalisation Condition for equilibration

Let U(t; — to) be the unitary that governs the time evolution of the global system
from the instant ¢t = ¢, to ¢t = t;, such that the global state of the system at time ¢ is given
by psp(t) = U(t)plgU(t)1, for an initial state p% . The state of the subsystem S at time ¢
is given naturally by ps(t) = Trp(pss(t)).

We further denote by pa?(p2) the equilibrium state of the subsystem S that is de-
fined as the time average of all the states the subsystem goes through during infinite
time, obtained after evolution from the initial global state p2,

PS5 (Ksp) = (ps()e,  ps(t) = Tre(U()pspU 1)), (4.1)

Whenever the knowledge of the initial global system p2 ; is not necessary we will denote
the equilibrium state simply by pg*.

4.3 Evaluating the thermalisation of a system

We now define a way of quantifying the four conditions specified above, based on the
trace distance § between states. The quantities D, — D, that we introduce must be as
small as possible to ensure that the subsystem thermalises.

A good way of verifying if a subsystem equilibrates is to measure how much it de-
viates from the equilibrium state on average:

Dy = (0 (p(t), p§™)) (4.2)

cannot be big. Conditions (2) and (3) are satisfied if all global states that have the same
macroscopic parameters conditions lead to the same equilibrium state of the subsystem,
ie.,

Dy 3 = < <5 (qu(/?l)apgq(ﬂz)»m,pz, P1, P2 € Q!Azx >A (4.3)

must be small. Finally, the last condition simply implies that the distance between the
equilibrium state obtained and the Boltzmannian one,

Dy = 8(p%, pd) (4.4)

is small as well.

4.4 Condition for equilibration

In (8), the authors address the thermalisation of quantum systems in a very general way.
The form of the composed Hilbert space Hg ® H g is left mostly unbounded, with a sin-
gle condition: that the Hamiltonian that governs the total system has non-degenerate
energy gaps. This condition ensures that the Hamiltonian is fully interactive without

14



Equilibration and thermalisation Condition for equilibration

imposing any other restrictions. In fact, adding an arbitrarily small random perturba-
tion to a Hamiltonian breaks the gaps degeneracy.

In these conditions, they prove that “whenever the state of the total system goes
through any distinct states, any small subsystem equilibrates”, i.e.,

ds 1 [ &
—eas < e (4.5)
dosf(PE) ~ 2\ doge(PSH)

that the distance to equilibrium of the subsystem is bounded by a function of the relative
size of subsystem compared to the effective size of the total system.

N | —

(0 (p(t), P§)): <
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Chapter 5
Spin chains

Spin chains are simple toy systems that are easy to study and a good starting point for
testing the thermodynamic behaviour of finite systems. In this chapter we introduce the
interaction between spins and the Heisenberg model that will be used in the numerical
simulations. We will also review some known results regarding thermalisation of spin
chains.

51 Spin

Matter carries certain properties such as charge, mass, wave number or momentum
that allow us to distinguish between particles and types of particles and ultimately to
tell the difference between a peach tree and a compass. One of the least intuitive of these
properties is the spin, often referred to as the intrinsic angular momentum.

For each type of particle, the spin vector S is characterized by a quantum number
s: the magnitude of spin is \/s(s + 1)k and, for each particle of that kind, the value of
spin along any direction is given by mh, with the quantum number |m,| < s such that
s — m, is an integer. From spin arises a magnetic moment: pg = g5.-S, where ¢ is the
charge of the particle, m its mass and g the g-factor, a dimensionless constant predicted
by QED. A particle with magnetic moment p g in the presence of a magnetic field B has
potential energy £ = —p - B.

Electrons are known as spin 3 particles because they have s = 3. The amplitude of

spin is therefore ‘?h and any of its components must either take the value +2 (spin up,
if spin is measured along the z axis) or —g (spin down). Also in the case of electrons, the

g-factor is close to 2 and it is convenient to define a new constant, the Bohr magneton, as

UB = 2‘;?6. The magnitude of the magnetic moment is then approximately \/75 pp and the

projections along an axis are /5 for spin up and down. The energy of an electron in a
magnetic field is £’ ~ 15 B. These properties are summarised in Table 5.1.

In order to formalise the previous concepts, let us introduce the Pauli spin matrices,
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Spin chains Exchange interaction

quantum numbers
in general electrons l -
s -0 1o egvalue egstates
My —s,—s+1,....,5—1,5 +1/ ST +1/2 1/\/5(‘ D+
soin —1/2 vl 1) - | 1)
Y 1 )
magnitude s(s+1)h V/3h/2 S| +1/2 1/ﬂ<| 1+ Z’ L)
components mgh +h/2 —1/2 Y1) =i 1)
— 5% +1/2 1)
magnetic momentum —1/2 1)
magnitude  /s(s + 1)ghlql/2m  ~3up/2 | [ 3/4 AN+ 8D
components msghq/2m A~ Tlp
energy —u-B ~ *upB

Table 5.1: Some properties of spin.

defined as

«_ (01 y [0 —i . (1 0
U—(l()), J_<i O)’ a—<0_1). (5.1)

These matrices allow us to study the behaviour of spin, since the spin operator for elec-
trons is defined as S = ;o = 3(0”,0%,0%) . The components 5%, S¥ and S* of spin
satisfy the commutation relations of angular momentum operators, [Sl, S™ = i€ S™
and [S?, 5! = 0, with [,m,n € {x,y,2} and S? = (5%)? + (SY)? + (S5*)>.

The eigenvectors of the S* operator are represented by | 1) = (;) and | |) = (]) for
eigenvalues m, = % and m, = —% respectively, working in units of & (or equivalently,
setting i = 1). The eigenstates of the spin i operators (S%, S¥, S* and 5% may be
consulted in Table 5.1. One should note that any state |¢) = (‘;) is an eigenstate of 5?

with eigenvalue 1(1 + 1) = 2, since 5? = 31.
Other basic instruments usually required to deal with spins are the ladder, raising
and lowering or flip operators, defined as

S, = S5% +iSY, (5.2)
S =87 s, (5.3)

From their matricial representations,

S+—(8(1)) S__(?g), (5.4)

it is clear that S, flips a spin from | to T and S_ does the opposite. Note that these
operators are not Hermitian (ST = S, and vice versa).

17
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5.2 Exchange interaction

We now consider interactions between spins, starting with the simplest example — the
spins of only two interacting electrons a and 0. The Hamiltonian that governs the ex-
change interaction is proportional to the inner product of the two spins,

H; = —JS, - Sh. (5.5)

where J is the so-called exchange constant. The solution of this two-site Hamiltonian is
relatively easy to achieve, as we will show. We can obtain S, - S, from the identity

(Se+S)2 =82 +82+2S,-S,

The operator S? acts only on the first qubit (more precisely, it represents the operator
SZ ® 1). As we have seen, all states are eigenstates of this operator, with eigenvalue 3.
The same is valid for S?. Since the sum of spin vectors is still a spin operator, the spin
amplitude S? = (S, + S;)? has eigenvalues s(s + 1), with |s, — s;| < s < s, + 5 (again
in integer steps). In the case of electrons, as s, = s, = 1, s may only be 0 or 1. A state
with total spin s = 0 is called a singlet state. There is only one such state (with m, = 0),
\/%(| 11) — | I1). The amplitude of spin of this state is 0. There are three two-spin triplet
states, with s = 1, spin amplitude 2 and my; = —1,0,1. They are respectively | |]),
\/%(| T1)+1]17)and | 11). The eigenvalues of S, - S;, are therefore

1 1
S, Sy, = —5(33 +S2) + §(Sa +S)?

_ 1 §+§ +1 0, singlet
 2\4 4) 2] 2 triplet
_f —3/a, singlet

| Ya, triplet,

and the possible energy values of a two-spin system governed by the exchange interac-
tion Hamiltonian are

| +3/4d,  singlet
H‘]_{ —1/4J,  triplet. (56)

If J is negative, the singlet state is the ground state of the Hamiltonian and vice versa.
As eigenstates these states are left untouched by time evolution. In order to visualise
how the exchange interaction acts on other states it helps to write the Hamiltonian in
terms of the flip operators,

My = J(SESF+ SYSY + S255)

1
—J (5 (S8, + 9,5 + Sgsg) . (.7)
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Spin chains Heisenberg model

We are now ready to see what happens when we apply the Hamiltonian to other
states. For instance,

1
11} = 7 (5 [SEST10T) + S 571 1] + 83511

=7 (30 0+ eI 69

and, in the case of | 1]),

1) = 7 (5 1SS 110 + S5 87111 + 8355110

=7 (31041001 + I 59

For pure states, time evolution processes as |¢(t)) = e "|¢(0)). This means that the
initial state | | 1) will evolve to a superposition of | [T) and | T]). This scattering of a
perturbation, a spin up in this case, through all the (two) sites is a manifestation of a
more general phenomenon that we will find later.

5.3 Heisenberg model

Generalising the exchange interaction Hamiltonian to an arbitrary number of spins we
obtain the Heisenberg model,

)

(Z7J

that sums over the exchange interaction of each pair of spins (7, ;). In the presence of
a magnetic field aligned, without loss of generality, along the z-direction, the potential
energy of every individual spin must be taken into account,

H=-> J,8-S;+> UiS;. (5.11)

(4,9) i

One reasonable and common assumption is that the exchange interaction has a very
short range of action, so that J;; is usually considered to be zero when i and j are not
nearest neighbours and constant when they are, J = (J*, JY, J*)', in particular if there
are periodic boundary conditions and the atoms are identical. U; is also usually consid-
ered to be constant.

In order to get a better intuition for the behaviour of chains governed by this Hamil-
tonian, let us look at some very simple cases. One of the simplifications we will assume
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Spin chains Heisenberg model

is J* = JY = 2J, (the XXZ model), which allows the Hamiltonian to be written in terms
of spin-flip operators. In a straight chain with open boundary conditions,

N-1

N-1 N
H=2J, Z (878 + S¥SH) + . Z SiSiv1 + UZSZ'Z

i=1 i=1 i=1

2

=J, (5+SZ+1 + 5755, + T Z SZS7 ., + UZ Sz, (5.12)

i=1

5.3.1 Relation to Hubbard model

One may legitimately ask now what kind of systems are modelled by the Heisenberg
Hamiltonian and what is its physical meaning. To answer this question, even in a qual-
itative way, we have to look at a very simple model of systems that exists in Nature,
the Hubbard model, which has been said to be “both the best studied and the least un-
derstood in magnetism” (7). The model assumes that (1) electrons may hop from one
site to its nearest neighbour with energy gain ¢ because molecular orbitals, where elec-
tronic wave functions are spread across several atoms, are in general less energetic than
atomic orbitals, (2) it is hard for two electrons to be at the same site due to Coulomb
repulsion energy U and (3) Pauli’s exclusion principle holds. Accordingly, the Hubbard
Hamiltonian is given by

Heuwns = —t Z (cwcja + ¢ ng0> + Uz:nZ 1M, - (5.13)
(i.3),0

Here (i, j) denotes nearest neighbours ¢ and j, and Cj,a/ ¢i» and n; , are the fermionic cre-
ation, annihilation and number of occupation operators for site i and spin z-component
g.

Long distance interactions as well as higher energy levels are not considered in this
model, which is a fair approximation for electrons in a periodic potential such as a lattice
or chain at low temperature. In the low energy, half-filling situation, when (n) = 1,
perturbation theory may be applied to this Hamiltonian, allowing it to be re-written as
a Heisenberg Hamiltonian (7).

This equivalence between the two models in restricted conditions indicates the ori-
gin of the exchange interaction between spins: it is not related to the direct interaction
between the spin angular momenta of electrons, too faint to be considered in the Hub-
bard model, but rather to the familiar Coulomb repulsion between them which, due
to the Pauli exclusion principle, causes certain spin configurations to be preferred over
others.

5.3.2 Isotropic Heisenberg Model

We will now look at some more limiting cases of the Heisenberg model so that we may
get an intuition for its general behaviour. Let us start by considering the simple case of
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a chain with N spins with no magnetic field, U = 0, and isotropic J > 0. The so-called
isotropic ferromagnetic Heisenberg Hamiltonian is then

zso =—J Z S Sz—i—l (514)

A ground state of this Hamiltonian is the one where all spins are aligned in the posi-
tive direction of the z-axis, [¢) = | 11 ... 1), since each of the N — 1 pairs of nearest
neighbours forms a triplet:

Hiald) = =7 (N = 1)J]6).

Now we analyse what happens to a small perturbation of the ground state, a single
flipped spin that is called a magnon. The simplest case is that in which the perturbation
is localised in a single site, at position j (we will assume that the perturbation is some-
where in the middle of the chain, this is, j # 1, N). The perturbed state may be written
as |j) = S; |¢) and is not an eigenstate of the Hamiltonian,

Hisold) =—J ( z_: Si - Si+1-> 17y = J (Sj-1-8;.)17) = J (S; - Sjv1) 1)

i#j—1,]

1 1 1 1 1
L IR SR I TS SUUOE o
4( 3)J15) 2J|J >+4J|J> 2J|J+ >+4J!J>

1 1 1
——ZJlj—1)—=(N — N — ZJ5 +1).
2J|] ) 4( 5)J|7) 2J|J+ )

Once again we may see a trend to scatter the perturbation through the chain. In fact,
this Hamiltonian is equivalent to a tight-binding model (the limit case of the Hubbard
model in which U = 0, i.e., the only term is due to the hopping of particles) with an
extra diagonal term and has eigenstates in which perturbations, even if only a single
one, are delocalised across all the sites,

=5 S () ) 619

There are two lessons to retain from this simple example: the first one is that the S*
term of the Hamiltonian is static, in the sense that it does not change the position of the
flipped spin but rather assigns it a value of energy +.J, (S757,,|j) = %!/4|j)), while the
S*and SY (or S* and S™) term has a kinetic role, propagating perturbations through the
chain.

The second lesson is that in the absence of a magnetic field the isotropic ferromag-
netic Heisenberg model favours ordered spins and very delocalised perturbations: an
initial product state with a single localised perturbation |j), in which any subsystem
formed by a single qubit is pure, will quickly evolve towards a superposition of states
in which all subsystems are mixed. This way, the entropy of single qubits in the chain is
expected to increase rapidly under time evolution.
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5.3.3 Other limits

In the Ising limit, J, = J, = U = 0, there is no magnetic field and no “kinetic” term,

N-1
Hlsing =—J, Z SZZSerl (516)

This model is purely static and any configuration of spins up and down along the z-
direction is an eigenstate. If J, > 0 ferromagnetic configurations are favoured and vice
versa. The opposite limit, where J, = U = 0, is called the XY model and is described by
the Hamiltonian

N-1

Hxy = Y Ji (SFSh. + 5750 - (5.17)

In this case the chain exhibits an extremely dynamic behaviour. Any perturbation is
propagated as fast as the coefficients are large and for the certain values of J;’s it is even
possible to achieve perfect state transfer — the reproduction, after some time, of a state
that was originally at the beginning of the chain at its end (2). This phenomenon has
important applications in quantum communications.

In this work we will study the XXZ limit,

N-1 N-1
Hxxz=J0 Y (SFSia +87SH) + .Y Sisi, (5.18)

i=1 =1

wherein J, > J; # 0. This is a mainly static model that allows slow propagation of
antiferromagnetic perturbations.
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Chapter 6

Numerical simulations

We performed a series of numerical simulations in spin chains in order to test the evo-
lution of quantum entropy measures as subsystems of the chains thermalised. In this
chapter we present the goals, technical specifications and main results of these simula-

tions.

6.1

Goals

We used the spin chains as toy systems to study the behaviour of entropy measures in
small quantum systems and the thermalisation process of such systems. With the sim-
ulations we expected to obtain an intuition to the answers of some concrete questions:

1.

How does the thermalisation process depend on the initial state of the total sys-
tem?

. How small compared to the rest of the system must a subsystem be in order to

equilibrate?

Small quantum systems have a marked periodic behaviour. Even so, do subsys-
tems inside such systems spend most of the time close to an equilibrium state?

. The max-entropy only takes a few possible values for small quantum states. Do

the Rényi entropies of order a < 1 follow this discrete behaviour?

. Similarly, is the time evolution of Rényi entropies of order o > 1 similar to that of

the min-entropy for really small systems?
Does entropy saturate as the subsystem reaches equilibrium? Does the equilibra-

tion time determine the saturation time of all entropy measures or do some of
them saturate before that?

23



Numerical simulations About the simulations

7. Do the answers to these questions provide criteria that can help to decide which
entropy measures, if any, better characterise the state and evolution of very small
quantum systems?

6.2 About the simulations

We studied spin chains of 3 to 10 qubits evolving under a XXZ Hamiltonian to which a
small noise term was added:

N-1 N-1

Hxxz=J0 Y (SFShy + 57 SH,) + . > SiSi, +6R, (6.1)

i=1 i=1

where J, > J, > 0 and R is a Hermitian random matrix of norm ||R||. ~ 1. Unless
stated otherwise, the values used in the simulations were J, = 100.0, J, = 2.0 and
0 = 0.01, in units of A.

The random term ensures that the Hamiltonian does not have degenerate energy
gaps and increases the effective size of the basis of the system by inducing transitions
between subspaces of different total magnetisation, which are not allowed by the non-
noisy XXZ model. The noise has a very natural physical interpretation — it may be seen
as a weak coupling interaction that exists in nature and is ignored by the Heisenberg
model, as well as a perturbation caused by small imperfections in the lattice (4).

The initial state of the spin chain is taken to be pure and product in the canonical
basis. This way the initial state is also pure for a small subsystem of interest, composed
of one or two qubits near the centre or one of the extremities of the chain.

As the spin chain evolved under the action of the Hamiltonian of Eq. 6.1, some
properties of the subsystem were evaluated. First, to get an idea of the periodicity of
the time evolution of the chain, we studied the distance of the subsystem to its initial
state. If the subsystem gets very close to its original state that indicates that the same
has probably happened with the global system.

Then we studied the equilibration of the subsystem. We obtained the time-average
state of the subsystem by summing the reduced density matrices of 200 000 instants
chosen at random over a long period of time, and then computed the distance between
the state of the subsystem at a given time and this average state. In the cases where
this distance was small most of the time we could conclude that the subsystem had
equilibrated and that the average reduced density matrix represented the equilibrium
state.

Finally we evaluated several entropy measures over time: the min-, smooth min-
(with € = 0.05 unless stated otherwise) and a = 2 Rényi entropies, the von Neumann
entropy and the max-, smooth max- and a = 1 Rényi entropies, all of them applied to
the subsystem.

Here we present the main results for chains of 3 to 7 qubits. The simulations were
programed in Mathematica 7.0 ©. The code may be found in the appendix.
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Numerical simulations 3-qubit chain: the simplest case

Figure 6.1: Three-qubit spin chain. Subsystem with one qubit. Time evolution of the
main quantum entropy measures and of the distance to initial and average states. Sim-
ulation parameters: ¢ = 0.005, At = 0.01, 7" = 2000, 200000 steps.

6.2.1 Technical drawbacks

The exponential increase of the size of the basis with the number of qubits made it
impossible to simulate accurately larger spin chains in a reasonable time.

Numerical errors led in two cases to an imaginary term of order ~ 10~® in von Neu-
mann and « = ; Rényi entropies. This term was ignored in the final results.

6.3 3-qubit chain: the simplest case

We started by considering a spin chain with only 3 qubits prepared in the initial state
| LT1]). The subsystem of interest was the central qubit. We expected a small system like
this to have a small period and indeed that may be observed in Fig. 6.1 as the distance
to the original state of the subsystem (green in the figure) reaches zero quickly after a
maximum value of nearly 0.9. The other quantities follow the periodicity of the distance
to the initial state.

We also see in that figure and in Fig. 6.2 that the state becomes fully mixed twice
every cycle, with all entropy measures reaching the maximum value of one. Note that
the fully mixed state, (| [){(| |+ |1)(T |), is also the average state.

The max- and smooth max-entropies are of little interest in this case, since they may
only take two possible values, 0 and 1, the logarithm of the number of non-zero eigen-
values of the reduced density matrix (with some tolerance in the case of the smooth
max-entropy). They saturate extremely fast and almost always coincide. The o = 1
Rényi entropy follows this behaviour in a continuous, smoother way.
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Figure 6.2: Three-qubit spin chain. Subsystem with one qubit. Time evolution of the two
families of quantum entropy measures. Simulation parameters: ¢ = 0.005, At = 0.01,
T = 2000, 200000 steps.

The min-entropy is followed closely by its smooth version and by the av = 2 Rényi
entropy. These entropies nearly mirror the behaviour of the distance to the average
state. The von Neumann entropy is, as predicted, in between the two main families of
Rényi entropies.

6.4 4-qubit chain: the importance of noise

After studying the case N = 3 we considered a 4-qubit spin chain when the subsystem
of interest is half of the chain and there is no bath in the thermodynamic sense of it, only
another subsystem of the same size. In these conditions we tested the importance of the
noise term in the Hamiltonian, by comparing simulations with and without noise.

The initial state of the chain was |11 |) and we began by considering the subsystem
formed by the first two qubits (Fig. 6.3). There is no obvious periodicity in the time
interval of the simulation — at most we may say that the subsystem returns to a state
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chain: 4 qubits;  subsystern: 2 qubit(s); noise: 0.5%;  initial state: 1100
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Figure 6.3: Time evolution of the main quantum entropy measures and of the distance
to initial and average states of a two-qubit subsystem in a four-qubit spin chain, under
the action of a noisy XXZ Hamiltonian. Notice that there no periodicity is apparent here.
Simulation parameters: Subsystem formed by the first two qubits. Initial state with the
qubits of the subsystem excited: |17]]). € = 0.005, At = 0.01, 7" = 1000, 100000 steps.

close to the initial one near the end of the time of study.

However, as we repeated the simulation (for the same time interval) without the
small random perturbation of the Hamiltonian, the subsystem presented a marked peri-
odic behaviour (Fig. 6.4), reflecting the smaller number of states that it may go through.

The entropy measures of the two-qubit subsystem showed the same periodicity. The
behaviour of some of the entropy measures during the first two periods is depicted in
Fig. 6.5. The three Rényi entropies of order greater than one (min-entropy, smooth min-
entropy and a = 2 Rényi entropy) display the same periodic behaviour, although they
are considerably different in value. All the plots give the illusion of a superposition of
continuous curves but they are extremely discontinuous with the value of the entropy
shifting from one of the apparent curves to another in every time step. This indicates an
extremely fast, periodic variation of the quantities observed, a variation whose ampli-
tude is modulated by an envelope function that has a much larger period.

The max- and smooth max-entropy saturated rapidly and remained constant almost
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Figure 6.4: Time evolution of the of the distance to initial and average states of a two-
qubit subsystem in a four-qubit spin chain, under the action of a pure XXZ Hamiltonian.
The system shows a marked periodicity, returning to the initial state very quickly when
compared to the noisy case. Simulation parameters: Subsystem formed by the first two
qubits. Initial state with the first two qubits excited: | 1T[]). ¢ = 0.005, At = 0.01,
T = 1000, 100000 steps.

all of the time, like in the case of a chain with 3 qubits. The Rényi entropy of order 0.5
has values close to those of the smooth max-entropy, as expected, but its behaviour is
very different from the flat one exhibited of the max-entropies. In fact, it does not even
follow the simple periodicity of the min-entropies, as shown in Fig. 6.5 (pink curve).

We obtained the same periodic behaviour when studying the subsystem formed by
the two qubits of the middle of the chain, under the same conditions (Fig. 6.6).

6.5 6-qubit chain: emergence of equilibration

In order to increase the period of the oscillations observed in the evolution of entropies
and achieve thermalisation, larger global systems must be considered. The first signs of
equilibration were observed as we analysed a two-qubit subsystem inside an six-qubit
spin chain. The chain was initialised in state | | [ TT|]).

Fig. 6.7 depicts the increase and saturation of the main entropy measures as the
subsystem diverts from its initial state and approaches the average state. The rest of
the entropies are represented in Fig. 6.8 . No periodicity was apparent in the time in-
terval studied, a result of the already reasonable size of the system, induced by both
a higher number of qubits and the presence of noise in the XXZ Hamiltonian. Like in
the previous cases the max-entropies saturated much faster than all the other quanti-
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Figure 6.5: Zooming in on some entropy measures of a four-qubit spin chain with a
subsystem formed by the first two qubits that evolve under the action of a pure XXZ
Hamiltonian. The quantities change quickly as a fast periodic function modulated by a
much slower envelope function and thus giving the illusion of many continuous curves.
Simulation parameters: Initial state with the first two qubits excited: | 17]]). ¢ = 0.005,
At = 0.01, T" = 1000, 100000 steps.

ties observed. The min- and smooth min-entropies evolved more slowly than the other
entropy measures but, just like the others, increased approximately linearly in the be-
ginning of the simulation and then remained close to an average value of, in this case,
1. This behaviour — a quick, pseudo-linear saturation followed by a long period of small
oscillations around a mean value — is typical of a thermalising system.

We do not consider the average state an equilibrium state based on this data since in
the time window studied the subsystem never reached the close proximity of that state:
d(ps(t), {ps)) > 0.1 for all ¢t observed. A larger system would be necessary to increase
the proximity to equilibrium.

Tests with different initial states showed similar quasi-equilibration behaviour re-
sults. However, the average state of both the global system and the subsystem de-
pended on the initial state of the system, even for states with the same total magnetisa-
tion, for instance two magnons in different initial positions.
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Figure 6.6: Zooming in on some entropy measures of a four-qubit spin chain with a
subsystem formed by the central two qubits that evolve under the action of a pure XXZ
Hamiltonian. Again the quantities change quickly and are modulated by a much slower
envelope function, that is slightly different that in the previous case, since the subsystem
of study has different properties (namely is not in the extremity of the chain). Simulation
parameters: Initial state with the first two qubits excited: | 1T]]). ¢ = 0.005, At = 0.01,
T = 1000, 100000 steps.

6.6 7-qubit chain: a magnon

The results presented in chapter four indicate that the relation between the (effective)
dimensions of subsystem and bath is the main criterion to achieve thermalisation. Con-
sidering this, we studied a subsystem of a single qubit in a seven-qubit spin chain pre-
pared in the state | | | [ T||]|). Our subsystem is a magnon in an originally ferromagnetic
chain. We compare the results of simulating this system with and without the noise
term in the Hamiltonian.

When there is no noise (Fig. 6.9) the distance to initial and average states show, like
in the four-qubit chain, a periodic fast behaviour modulated by a periodic envelope
function. The subsystem returns to the initial state after a while — even the smooth max-
entropy reaches zero at that point, as may be seen in Fig. 6.10. The exact behaviour
of the von Neumann remains unclear as the time step is too big to give a good idea of
the time variation of the enveloped function, but it is obvious that the envelope is also
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chain: B qubits; subsysterm: 2 qubit(s); noise: 0.5%,; initial state: 001100
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Figure 6.7: Approximate equilibration of a two-qubit subsystem in a six-qubit chain:
time evolution of the main quantum entropy measures and of the distance to initial
and average states. The entropy measures increase linearly, saturate and then oscillate
non-periodically around a certain value. Observe that max- and von Neumann entropy
saturate faster than the distance to average state. The min-entropy, on the other hand,
saturates approximately at the same time than this distance and thus is a good indicator
of whether the subsystem has termalised. Simulation properties: Subsystem formed by
the two central qubits. Initial state with the qubits of the subsystem excited: | | [TT]]).
e = 0.005, At = 0.01, T" = 200, 20000 steps.

periodic.

It is interesting to observe the way that the introduction of noise breaks the peri-
odicity of the behaviour of the quantities tested - see Fig. ??. Since the dimension of
the total system is much larger than in the case of a chain of only four qubits, the rel-
ative importance of the noise is smaller and the low level of noised that was added
to the Hamiltonian is not enough to shut the fast variation of the enveloped functions
but clearly destroyed the periodicity of the envelope ones. These are collapsing in a
non-periodical way (in particular, the subsystem does not return to its initial state in
the time window considered) and the plots would eventually become single lines like
those of the six-qubit spin chains if the noise kept increasing. We could then observe
equilibration of the magnon.
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Figure 6.8: Approximate equilibration of a two-qubit subsystem in a six-qubit chain:
time evolution of the two families of quantum entropy measures. Simulation parame-
ters: Subsystem formed by the two middle qubits. Initial state with only the qubits of
the subsystem excited: | [ [TT]]). ¢ = 0.005, At = 0.01, T" = 200, 20000 steps.

32



smmooth max
*  von neumann

smoath min

.
.

7-qubit chain: a magnon

initial state: 0001000

noise: 0%;

chain: 7 qubits; subsystem: 1 gubit(s);

.‘
«......ﬁ. 4 ey
St
gl
.n, O e g S

.o.

3000

2000

1500

1000

500

'\#&l’ .
-,
.?.\ & .a...&..w
ns«:w..o t oy £
s }
i e R % g
R A
PR T

Do NPt

Mﬁ t.......“ ) 4

a seven-qubit spin chain evolving under a pure XXZ Hamiltonian. Double periodicity
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0.005, At = 10, T = 1000000, 100000 steps.

Figure 6.9: Time evolution of the distance to initial and average states of a magnon in

Numerical simulations
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seven-qubit spin chain evolving under a pure XXZ Hamiltonian. A low periodicity may

be observed. Simulation parameters: Subsystem formed by the central qubit, initially

Figure 6.10: Time evolution of the main quantum entropy measures of a magnon in a
excited. Initial state: | [ |[|[T]]]). €



Numerical simulations 7-qubit chain: a magnon

Figure 6.11: Breakdown of periodicity with the introduction of a low level of noise in
the Hamiltonian. Simulation parameters: Seven-qubit spin chain. Subsystem formed by
the central qubit, initially excited (a magnon). Initial state: | ||| T]]]). Time evolution of
the distance to initial and average states. £ = 0.005, At = 10, 7" = 1000000, 100000 steps.
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Chapter 7

Conclusions and future work

The goal of this project was to study the behaviour of quantum entropy measures in
small quantum systems, in order to get an intuition for the subject that could help to
orientate a future project dedicated to the development of a thermodynamic theory of
small quantum systems based on quantum entropies.

We have seen how to model composite (in particular interacting) quantum systems.
We introduced the notion of quantum entropy and discussed the physical meaning of
some entropy measures and the relations between them. We presented a quantum-
information framework to the phenomena of thermalisation and equilibration and re-
called state-of-the-art results in this topic. Then we introduced the toy systems of study,
Heisenberg spin chains, from the most basic principles of spin and exchange interac-
tion. We discussed their physical meaning and how they behaved under the action of
the XXZ Hamiltonian. To contribute to that body of work we finally developed and
performed numerical simulations in those spin chains in order to study the behaviour
of several entropy measures as small systems thermalised.

The analysis of the results of simulations have helped us to better understand the
behaviour of small quantum systems and of the entropy measures. Below is a summary
of some of the more relevant observations:

1. We have seen (for instance for six-qubit chains) that different initial states of the
global system cause differences in the average states of system and subsystem.
This was the case even if the initial states had the same macroscopic parameters
(in this case the total magnetisation).

2. We started by testing a three-qubit chain and increased the size of the chain grad-
ually. The first signs of equilibration were observed in a two-qubit subsystem in
a six-qubit chain. In the case of a one-qubit subsystem in a seven-qubit chain we
have seen that as a noise term was added to the XXZ Hamiltonian the periodic-
ity of the behaviour of the subsystem was partially broken. One of the reasons
for this phenomenon is the fact that the noise term greatly increases the effective
dimension of the system. Another is that the noise term introduces interactions
between all qubits — in a sense the subsystem is in contact with all the system and
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Conclusions and future work

not only with the two next neighbours. This makes propagation of perturbations
and consequent equilibration become much more intensive.

3. The trace distance between the state of the subsystems at a given time and the
“equilibrium” state was in (time) average equal or greater than 0.2 for all the sys-
tems studied. In these conditions we cannot say that any of the states has fully
equilibrated. We could probably observe equilibration for slightly larger systems
— but those are too heavy for the computational and time resources available for
this project.

4. We have seen that the Rényi entropy H; followed the behaviour of the max-
entropies but in a continuous way — which often led to plots noticeably different
from the stepped ones that represented the max-entropy. We expect that for larger
systems, as the max-entropies may take more (and closer) possible discrete val-
ues and the smooth max-entropy diverges from the non-smooth version, the H ;
entropy will start to resemble the smooth max-entropy more.

5. In the same way the Rényi entropy of order two had a behaviour very similar
to that of the smooth min-entropy, although in some concrete cases it had much
higher values.

6. In the cases where some equilibration process was observed, all the entropy mea-
sures exhibited an initial pseudo-linear rapid increase followed by a kind of satu-
ration behaviour of non-harmonic oscillations around a saturation value (although
only the max-entropies reached their maximum possible value). This behaviour
resembles the second law of thermodynamics.

7. The max-entropies saturated much faster than the min-entropies. Indeed, the max-
entropies saturated at their maximum value for almost all times in all the cases
studied, even those with a marked periodical behaviour. At least for the very
small subsystems that we have seen here, max-entropies are not good indicators
of whether a subsystem has thermalised or not, since they saturate much faster
than the distance to the average state.

8. The min-entropies, on the other hand, saturated much slower — in fact they only
stabilised as the distance to the average state did the same. In general, these en-
tropies had a stable behaviour when the subsystem was close to the average state.
They seem to have potential to be used as evidence about the equilibration state
of a subsystem.

9. There was nothing especially remarkable about the von Neumann entropy, which
was always a middle term between H, and Hj; (and therefore with values be-
tween min- and max-entropy). This is consistent with our interpretation of the
von Neumann entropy as a mean entropy.
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Conclusions and future work

We did not have the opportunity to study deeply, from an analytical point of view,
the results presented in chapter four, leaving some open questions for a future, longer
project about the relation between entropy measures and thermalisation of general quan-
tum systems.

On the other hand, after analysing the numerical results obtained in this project,
some new questions were raised, questions that may be answered either with more
numerical work or with a theoretical approach. Some of the question that motivate
future work on the topic are:

1.

Are the bounds presented in chapter four tight for slightly larger systems? Can
we improve those bounds using for instance the smooth min-entropy instead of
the Rényi entropy of order two?

Does the smooth max-entropy become a more interesting and relevant quantity
for subsystems that are much larger than the ones tested but still too small for the
classical thermodynamic limit (for instance, subsystems with a hundred qubits)?

In general, do our conclusions hold as the toy systems (spin chains) scale up?

Do our conclusions hold for other kind of toy systems? Is the thermalisation pro-
cess very different in, for instance, 2D and 3D lattices? And in gases, liquids and
glasses?

. The (smooth) min-entropy seems a good candidate for becoming the standard en-

tropy of a thermodynamics of small systems. Is it possible to derive other useful
and thermodynamics-related quantities, such as temperature, from this entropy?

Do small quantum systems thermalise in the Boltzmannian form p$? = @®CHsf)

? Is it possible to obtain a temperature measure adequate for small systems from
the analysis of equilibrated quantum states of this form?
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Appendix

Here we present the code for the numerical simulations, which were programmed in
Mathematica 7.0 ©. We may provide the original file by request. Our contact email is
lidia.del.rio@ua.pt . We are Lidia del Rio.
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