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O IEEE 802.16 apresenta-se actualmente como a tecnologia mais avancada e
aliciante para o acesso de banda larga metropolitano. A sua topologia ponto-
multiponto (PMP) foi desenvolvida desde o inicio com suporte para qualidade
de servico (QoS) gerida pelo controlador ou operador da rede, podendo assim
complementar, as actuais solugcdes moéveis de terceira geracéo. Por outro lado,
a topologia opcional “em malha” (Mesh) permite a criacdo de redes auto-
configuraveis e com encaminhamento de trafego através de varios pontos da
rede. No entanto, as especificacdes e mecanismos de QoS apresentados na
norma nao sdo consistentes para estes dois modos de operacdo. Com a
presente dissertacdo pretende-se estudar e avaliar uma arquitectura de QoS
para 0 modo Mesh, baseada nos mecanismos delineados para a topologia
PMP, permitindo a coexisténcia dos dois modos de operagéo. A arquitectura
apresentada foca-se numa gestdo eficiente da largura de banda utilizando
mensagens de controlo ao nivel MAC introduzidas pelo standard IEEE 802.16.
Os resultados obtidos mostram a eficiéncia das classes de servico
implementadas, convergindo com os requisitos de QoS do modo PMP.
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The IEEE 802.16 standard is by now the most advanced and attractive
technology for the metropolitan broadband access. The point-to-multipoint
(PMP) topology was developed from the beginning with quality of service (QoS)
support, managed by the network operator, thus complementing the existing
third-generation mobile solutions. On the other hand, the alternative Mesh
topology allows the creation of self-configuring networks with traffic routing
through various nodes. However, the QoS specifications and mechanisms
presented in the standard are not consistent for these two operation modes.
The present work aims to study and evaluate a QoS architecture for the Mesh
mode, based on mechanisms designed to PMP and thus allowing the
coexistence of the two operation modes. The proposed architecture focuses on
an efficient network bandwidth management, using control messages at the
MAC level as suggested in the IEEE 802.16 standard. The results show the
efficiency of the implemented service classes, coming to a convergence with
the quality requirements announced by PMP mode.
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Chapter 1 — Introduction

Chapter 1

1 Introduction

In the past few years, the IEEE 802.11 Standardbas widely adopted in SOHO (small
and home offices), coffees, airports, etc. Howethas, standard has been handicapped in
transmission distance, bandwidth, Quality of Sex\(iQoS) and transmission security. The
advent of IEEE 802.16 standard is emerging as migimg broadband wireless technology
to finally resolve the “last mile” problem of Integt access in interoperation with IEEE
802.11. IEEE 802.16 is able to provide high-speeshdtband up to 75 Mbps with the
coverage of metropolitan area with Medium Accesat@b (MAC) layer QoS supporting,

and will be widely deployed in the upcoming years.

IEEE 802.16 MAC protocol is mainly designed formeio-multipoint (PMP) access

in wireless broadband application. To accommodé&ke more demanding physical
environment and different service requirementshefftequencies between 2 and 11 GHz,
the 802.16k project enhanced the function on MAGravide automatic repeat request
(ARQ) and Mesh support. The Mesh mode is the eidarnt® the PMP mode that allows
for organic growth in coverage of the network, witbw initial investment in
infrastructure. In addition, a mesh inherently pde¢ a robust network due to the
possibility of multiple paths for communication Wwetn nodes. Thereby, a mesh can help
to route data around obstacles or provide covetagereas which may not be covered
using the PMP setup with a similar position for Bfe. A mesh also enables the support of

local community networks as well as enterprise widteless backbone networks.

The above scenarios make the Mesh mode very atgat network providers,

companies, and user communities.
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1.1 Motivation

The MAC protocol of 802.16 PMP is connection-oreghtlt provides different levels of

QoS to meet all kind of transmission services,udtlg data, video and voice over IP
(VoIP). Over the last years many researchers hagboged and implemented QoS
architectures for the 802.16 PMP mode, but algarstiior achieving QoS for 802.16 Mesh
network are still missing. The method for the Qa8bfem remains an open issue for
further exploration.

1.2 Objectives

The aim of this thesis is to study the quality efrvice in IEEE 802.16 networks,
particularly on Mesh topology, where the standaad lack of algorithms to achieve QoS
levels similar to those defined for PMP mode. Alaiings thesis we outline the data
transmission process in the Mesh IEEE 802.16 néwyoaddressing the standard

guidelines as well as challenges and gaps in atedsas service class support.

The main focus of this work consists on the impletagon and performance evaluation of
one QoS architecture designed to reach service filamameters for UGS, rtPS, nrtPS and
BE service classes as they were introduced by 80&dandard for PMP mode. This

implementation was carried out on the popular ggmmce Network Simulator v2 (NS-2).

1.3 Contributes of the Thesis

The main contribution of this thesis is the extensif the existent QoS models to address
the lack of control and support for differentiateervices offered by the provider of the
next generation Mesh Networks.
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1.4 Document Outline

This document includes more five chapters. In tkeosd chapter we briefly
introduce the IEEE 802.16 standard and WiMAX brand the main characteristics that
differentiate them from another wireless standahdsChapter 3 we introduce the basic
methods of Mesh networks operation. Chapter 4 ptessn overview of QoS support and
point out the missed packages for the IEEE 802.88Hvimode. Chapter 5 describes our
QoS implementation and the performed evaluation rasdlts. Chapter 6 concludes this

thesis and provides some guidelines for furtherkwor
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Chapter 2

2 The IEEE 802.16 Standard

2.1 Introduction

The IEEE 802.16 standard defines the air interfacavireless metropolitan networks. It
was originally designed to providast-mile broadband access in metropolitan areas, with

data rates comparable to DSL, Cable or T1.

This standard uses technologies such as WWbireless Local Looppnd LMDS
(Local Multipoint Distribution Systenip] to establish distribution systems of voicetada
internet and video on broadband networks usingt&ork architecture similar to cellular
networks. It also works as an extension of accesknblogies to broadband internet as
ADSL (Asynchronous Digital Subscriber Linand Cable.

Comparing the 802.16 standard to the 802Wi-Fi) standard, the 802.16 standard
offers more advantages especially in the coverage, avhich can reach 50 Km in open
field instead of the typical 100 to 400 meters hescwith the IEEE 802.11 standard. In
QoS it offers support for VolP usevdice over IP and streamingadio and video

transmissioi And finally provide support for a larger numlaérusers.

The physical layer of 802.16 standard supports TDitne Division Multiplexiny
and FDD Frequency Division Duplexingand bandwidth per channel between 1.25 to 20
MHz. The carrier operates at virtually on any freaey, allowing support for frequency
ranges from 2 up to 66 GHz in either licensed anticensed bands. The currently

available equipments operates in the bands 2.43555 and 5.8 GHz
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In an environment with no line of sighNiLOS one part of the radio signal is
reflected by buildings and walls which causes dagfians in some frequency ranges. So,
its necessary integrate a protocol that can be @btmpe with the loss caused by these
mitigations. That protocol is the OFDMD(thogonal Frequency Division Multiplexihg
Unlike the FHSS or DSSSit allows hundreds of carriers at the same timvhjch

minimize the path loss with obstacles.

The evolution of this technology is based on IEBEst{tute of Electrical and
Electronics Engineers, IncwWorkgroups, which is a nonprofit organization, lddeader in

technological advances.

2.2 The |IEEE 802.16 Standards

In January 2003 it was published the first 802.1&hdard that covers the 10-66GHz
frequency range. The difficulty of propagating wenat frequencies above 6 GHz, mainly
in hard metrological conditions (rain, snow), ahd nheed for line of sight O between
the transmitter and receiver meant that in Jan@&@3 the Committee approved the
802.16a as an extension of the frequency rangéiseoprevious version to ranges below
11GHz.

The 802.16a standard, with a range of frequenciethe 2-11GHz licensed and
unlicensed band, makes possible the reaching e$rmission peak speeds in the order of
70Mbps (with only one subscriber station and shistances) and ranges up to 40 km
(with line of sight and highly directional antenhal$ also includes the new specification

for the Mesh topology use.

The IEEE 802.16d standard, commonly called 802a®42was published on March
24, 2004 and was set to the amendment to the IEREL8 versions published so far. It
uses OFDM as a technique to access the channebrdgydsupports fixed or nomadic

access, which means that it does not allow acoas®bile Subscriber Stations. It supports

I Frequency-hopping Spread Spectrum (FHSS) and Beguence Spread Spectrum (DSSS) are methods
of transmitting radio signals by rapidly switchireg carrier among many frequency channels, using a
pseudorandom sequence known to both transmittereamsdver.
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environments LOSL{ne of Sightin 11-66GHz band and NLOSI¢n Line Of Sightin the

band <11GHz. QoS and safety were also improved.

The IEEE802.16e standard, published on February2P86, has allowed total
mobility (speed of displacement up to 150 km/hhdatf and roaming at high speed to the
Subscriber Station. The mobile services operatbenower band (2 to 6GHz) and use a
shared channel of 15Mbps that supports data-ratesna 512kbps. It uses scalable
OFDMA and the cell size is typically 5 Km. New madservices, as well as new
specifications for QoS and Security, were also enmnted for outdoor environments.

Equipments based on this protocol are not compgatith 802.16-2004.

But these standards are yet in constant developnaeat upgrading news

amendments. Currently there are five active vess|@h

1. IEEE Standard 802.16-2004{Revision of IEEE Std 802.16 (includintEEE Std
802.16-2001 IEEE Std 802.16c-20Q2and IEEE Std 802.16a-20Q3developed under the
temporary draft designation "P802.16-REVd"} IEEEa&tard for Local and
Metropolitan Area Networks Part 16: Air Interface for Fixed Broadband Wireless

Access Systems;
This standard was amended by:

* |EEE 802.16g-2007Part 16: Air Interface for Fixed Broadband Wirele&scess

Systems - Management Plane Procedures and Services;

* |EEE 802.16f-2005Part 16: Air Interface for Fixed Broadband Wirele&scess

Systems - Management Information Base;

« |EEE 802.16e-200%art 16: Air Interface for Fixed Broadband Wirele&scess
Systems- Physical and Medium Access Control Lager€ombined Fixed and

Mobile Operation in Licensed Bands;

2. IEEE Standard 802.16.2-2004 {Revision of IEEE Std 802.16.2-2001 IEEE
Recommended Practice for Local and MetropolitanaAketworks - Coexistence of

Fixed Broadband Wireless Access Systems;

3. IEEE Standard 802.16/Conformance03-20045tandard for Conformance to IEEE
802.16 -Part 3: Radio Conformance Tests (RCT) for 10-66 G¥relessMAN-ST

Air Interface;
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4. |EEE Standard 802.16/ConformanceO4tandard for Conformance to IEEE Standard
802.16 -Part 4: Protocol Implementation Conformance Stateim@®ICS) Proforma

for Frequencies below 11 GHz

5. IEEE Standard 802.16k (amendment ofEEE Std 802.10as previously amended by
|IEEE Std 802.17aStandard for Local and Metropolitan Area Networkéedia Access
Control (MAC) Bridges - Bridging of 802.16

The draft standards under development are:

1. IEEE Draft P802.16h - Improved Coexistence Mechanisms for License-Eptem
Operation;

2. |EEE Draft P802 .16i- Mobile Management Information Base
3. IEEE Draft P802.16j — Multi-hop Relay Specification

4. |EEE Draft P802.16Rev2- Consolidate 802.16-2004, 802.16e, 802.16f, &R and
possibly 802.16i into a new document.

2.3 WIMAX Forum

WIMAX (World Wide Interoperability for Microwave Accg$sunded in June 2001 [4], is
a nonprofit organization, formed by telecommunimasi operators (British Telecom,
France Telecom) and several manufacturers (INTEOKM, Siemens. Its aim is to

accelerate the introduction of BWBroadband Wireless Accgdechnologies through the
certification of equipment based on 802.16 stargjardaking it possible levels of
price/performance that are impossible to achievéh wproprietary technologies (2G,
3G,...). It provides specifications for fixed commnzation LOS in the range of 10-66GHz
(Std 802.16/Conformance03-2004), for fixed or nomambmmunications NLOS in the

range of 2-11GHz (Std 802.16-2004, 802.16.2-2002,13%/Conformance04 and 802.16k)
and also sets specifications for mobile station30 km/h in the range of 2-6GHz (Std
802.16e2005).
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An operator that chooses interoperability and emeipt based on standards, benefits
from a growing mass market and reduces the riskapfementation, not getting limited to
a single manufacturer. Its Base Station is com[gatilith any Subscriber Station provided
it is certified by the WiMAX Forum.

A product manufacturer only receives the WiMAX forertification if it meets the
standards and ensures interoperability with otleetifed equipment. WIMAX Forum is
similar to Wi-Fi Alliance in promoting the standdiEE 802.11.

The first certification lab was opened in July 20f@6 the IEEE 802.16-2004

standard, in the 3.5GHz band, and began immedisgeBiving equipment for testing.

On January 16, 2006, the first 6 products cedifoy the WiIMAX Forum were
announced: 3 Base StatiorGrip Size NetworksRedline Communicationand Sequans
Communications and 3 Subscriber StationRédline Communications Sequans
Communicationsand Wavesat Wireless Irjc This number has been exponentially
increasing in the last two years. Actually there aver than 980 licensed products.

2.4 Frequency bands of WIMAX products

The WIMAX standard, due to its wide range of freqggies of operation, make it virtually
compatible in any spectrum world, unlike Wi-Fi tloatly defines the 2.4GHz and 5 GHz
free frequencies as valid ones. WiMAX forum deteradi that initially it will focus on the
procedures for submission and interoperabilityiigsin equipments that support the
physical layer OFDM 256 and operate in licenseddbasf 2.5 GHz and 3.5 GHz and the
unlicensed band of 5.8 GHz.

Fig. 1 shows the world distribution of WiIMAX liceed and unlicensed bands.
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Licensed Bands Unlicensed Bands
2.5GHz (2.3-2.4; 2.5-2.7) 5.8GHz (5.25-5.85)
3.5GHz (3.3-3.8)

Fig. 1— Representation of licensed and unlicensed bands

2.5 WIMAX in Portugal

Fig. 2 shows the current frequencies that do netrieense from the spectrum regulator
in Portugal (ANACOM).

The 3.5GHz and 3.6GHz band is a special band faviA™ due to its spectral
characteristics. Instituto de Telecomunicacdes Bodugal Telecom have license for
3.5GHz band (under the European Prof@atDALOS - PT InovagdoNovisandOni have
licenses for 3.6GHz band.

Some WIMAX deployments are in course in Portugaine of which stand out:
private networks for interconnection of buildingsUniversity of Covilha-Hospital of
Covilh&@ and plans to interconnect Covilha-Fundast€la Branco.

There are not any WIMAX licenses allocated in Pgalu The National
Telecommunications Authority is attending the debah this technology at European

level, in particular at CEPT (European ConferenéePostal and Telecommunications

10
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Administrations). At this stage of discussion, t@chl and regulatory aspects related to the
possible introduction of WiMAX in the frequency ges of 3.5 GHz (3400-3800 MHz)
and 5.8 GHz (5725-5875 MHz) are under analysis.

| 5,8 GHz — SRDs
HIPERLAN 2
[ 515535658GHz |— IEEE802.11a
IEEE802.11b
24 GHz — IEEE802.11g
Bluetooth

Fig. 2 —Free license frequencies in Portugal

Given the current and planned uses of these freyugands, studies are on going to
assess whether these bands can actually be shahediMAX. It should be noted that it
is highly important and convenient the harmonizat European level of the solutions to
be implemented under this new technology.

Given the interest that the matter is awakeningh® national level, the PCI-
ANACOM will, as soon as possible, provide infornaation the regulatory and technical

framework of WiIMAX in Portugal.

2.6 WIMAX Technology

The term WIMAX has been used generically to descmbreless licenses and systems
based on the 802.16-2004 standard in the rangeldfaHz. The standard specifies only
the layer 1 and 2 (see
Fig. 3) but it is compatible with different techogles of layer 3 and above.

The main technical properties of the first two layef the 802.16-2004 are briefly

introduced in the next points.

11
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2.6.1 Main Features

Below are summarized the main features of the twgi layers

standard:

Bandwidth of up to 70Mbps in a 20MHz channel.

Channel varies from 1.25MHz up to 20MHz.

Support for LOS and NLOS environments.

Radius of 8 km NLOS, radius of 16 Km LOS, range506fkm in Point-to-point

LOS for fixed access.

Full-Duplex or Half-Duplex with TDD and FDD.

Operation in licensed or free spectrum.

Carrier based on multiple frequencies with OFDM @¥DMA (2-11GHz).

12
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= Technology for 1 and 2 network layers. Only the Pldiyd MAC layers are
specified by the standard. Compatible with layeoBimunication protocols (IPv4,
IPv6, ATM ...).

= Soft Handoff not specified in the standard, optldoaeach manufacturer.

= Roaming can be implemented but it is considerewjlaehn level capacity that goes
beyond the scope of the WIMAX Forum certificatiorogram, which cares about
the PHY and MAC layers.

= Differentiated QoS levels.
= Adaptive modulation (BPSK, QPSK, 16QAM e 64QAM).

» Point-to-point and Point-to-Multipoint topologiesadh optionally logical Mesh

Networks
* New and advanced security algorithms.

= Support for the use of Adaptive Antenna Systemsaf$rantennas) and MIMO
(Multiple Input Multiple Output).

The wireless metropolitan access networks (WMANings two types of stations:

= BASE STATION (BS) - controls and manages the connections. Send ddwnlin
data in different channels for each subscriber. Bdse station can cover multiple
sectors with the help of sectorized antennas. EBfghs identified with a single
MAC address of 48bits.

= SUBSCRIBER STATION (SS) - The subscriber station is a terminal that
communicates with the base station. Tu@ink is point-to-point in a point-to-
multipoint network configuration but in a mesh agaofation can either be point-
to-point and point-to-multipoint. Each SS in theneasector and at the same
frequency channel receives the same informationh IS5 is identified by a single
MAC address of 48bits.

13
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2.7 Physical Layer

The standard 802.16d defines four technologiesterfacing with the environment:

WirelessMAN-SC™ 10-66GHz - modulation based on a single carrier. Each
channel has a width of 25-28 MHz, raw data up t@M&it/s, used in LOS needs.

WirelessMAN-SCa™ 2-11GHz - modulation based on a single carrier. It is
similar to the previous one but with lower outpuedo the decline in the spectrum
area and with support for NLOS environments. Examiphckhaul links.

WirelessMAN-OFDM ™ 2-11GHz - 256-carrier Orthogonal-Frequency Division

Multiplexing. It is designed to NLOS environmeriexample: fixed access.

WirelessMAN-OFDMA™  2-11GHz - 2048-carrier Orthogonal-Frequency
Division Multiple Access. It is designed to NLOSvaonments. Example: mobile

access.

The last two technologies are the most frequendigdufor NLOS. Initially, the

manufacturers have preferred using WirelessMAN-OFBI56 in its equipments due to

its lower complexity and ease of synchronizationthwrespect to OFDMA 2048.

Bandwidth is variable and may take values betwe@%-20MHz depending on each

manufacturer and the bandwidth available. The teldyy can be extended for lower

frequencies such as 700MHz which will be used enuhsS.

Following points present the relevant charactesstif 802.16 physical layer.

Dynamic adaptive modulation - this property allows the base station to chatge

modulation scheme depending of transmission canditi For example, if a base station

cannot establish a robust connection with a sutscrsing the scheme of higher order
modulation, 64QAM (Quadrature Amplitude Modulatipfif) can reduce to 16QAM or
QPSK (Quadrature Phase Shift Keying) that redubes data-rate but increases the

effective range. The 802.16-2004 standard defiresou7 combinations of modulations,

that are used depending on the SNR (Signal to N®&®) condition. The characteristics

of these modulations are shown on Table 1.

14
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Rate ID Modulation Coding Information Information bits/ Peak data rate in 5 MHz

rate bits/symbol OFDM symbol (Mby/s)

0 BPSE 142 0.5 28 1.89

1 QPSK 142 1 1584 3.95

2 QPSK 3/4 1.5 280 6.00

3 1604AM 142 2 376 8.06

4 160AM 34 3 568 12.18

5 B40AM 2/3 4 760 16.30

b BA40AM 34 4.5 BSE 18.36

Table 1 Characteristics of modulations used by IEEE 8028ta6dard

Duplexing TDD/FDD - the options contained in WiIMAX allow compatibilityith

the requirements imposed on carriers of each cpuiine WIMAX systems can be

configured in FDD (Frequency Division Duplex) or DOTime Division Duplex) mode.

In FDD mode the full-duplex communication is cadrieut in 2 channels at different

frequencies, one for upload and another for dowhldrmally the mobile station has the

lowest frequency because it implies less power ftloensource. In TDD mode the channel

is divided into slots of time for upload and dowadio It is also a full-duplex

communication. As it uses only one channel, thesirassion rate is reduced by half.

Scalability - the great flexibility of WIMAX allows the use ahultiple frequencies

(licensed or free) and channel bandwidth, whichracgiired by the application or also by

the restrictions imposed by the regulatory autlgdot allocation of spectrum. Today the
equipment allows the frequencies: 2.3-2.4GHz, 38&8iz, 4.9-5.0GHz, 5.8GHz and
channels with 1.75, 3.5, 5, 7, 10, 14 MHz.

Coverage- it is provided support for technologies thatrease the NLOS coverage

(no line of sight) as the Mesh topologies, Smat¢amas and MIMO multiple antennas.

Dynamic Frequency Selection in license exempt bands several carriers may have

to live in the same spectrum area. WiIMAX incorpesathe dynamic selection frequency

technology where the radio automatically searclnesvailable channel.

Error Correction Techniques - Uses Forward Error Correction (FEC) which adds

redundancy into the transmission by repeating sofrtbe information bits. Bits that are

15
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missing or are in error can be corrected at theiveg end. The frames that can not be
corrected are relayed through the use of ARQ metloggt (Automatic Repeat Request).

Power control - Uses control power algorithms to increase systerfopeance and
mobile stations autonomy. The base station senaisatgower information to all SSs so

that they radiate just the needed power for theéambed service.

Multiple topologies - Specifications for two modes of operation: a npdo-
multipoint (PMP) mode and a Mesh operation mode {3g. 4). The PMP mode supports
networks where all subscriber stations (SS) arbiwibne hop from the base station (BS).
The traffic may take place only between a BS as@&Bs. Direct communication between

two SSs is not supported in this mode.

On the other hand the Mesh mode allows the netwmrfunction even when all
subscriber stations are not within direct rangdahef base station. Thus, essentially the
Mesh operation mode permits the routing of datavbeh two subscriber stations as well

as between the base station and subscriber stavens multi-hop route.

e
= R
qu'\\‘ Base Station ’PJ}/ @A oo
—pacd @ ’E .pd' ?\
) AK ﬁ\% \—————Obbth.]e
pas f ,5’ A A
6 \ A
(KJ ) 7o°°d: A Subscriber Station
Subscriber Station Base Station
(b) (c)

Fig. 4 —(b) Point-to-multipoint (PMP) and. (c) Mesh operatimodes in 802.16 standard

2.8 Summary

In this chapter we introduced the WIMAX project gpoand the state of WIMAX
evolution in Portugal. We still presented the mphysical and MAC features of IEEE
802.16 standard.

16
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In the next chapter we will introduce the basicimes of Mesh networks operation,
with special attention for the methods of bandwidtsources sharing for the multiple

nodes (SS) communications.

17
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Chapter 3

3 Mesh Networks through IEEE 802.16 standard

The optional Mesh mode is designed to operate enbiblow 11 GHz frequency
band. The IEEE 802.16-2004 specifies both WirelesSMOFDM™ [2] and
WirelessHUMAN™(-OFDM) [3] air interfaces to operate in the Mestoda. The
WirelessMAN-OFDM™ is meant for operation in licensed bands. The
WirelessHUMAN™ s specified for operation in license-exempt fremey bands. The
operation in the license-exempt frequency bandireguhe implementation of additional
dynamic frequency selection (DFS) mechanisms tadawnberference with other networks
operating in the same frequency band. The standbdodis only time division duplex
(TDD) operation in the Mesh mode. Fig. 5shows thgidal frame structure for the Mesh
mode of operation. A frame consists of two part® tontrol subframe and the data
subframe. The control subframe is dedicated to tf@smission of control and
management messages. The data subframe is maiaty fes transmission of data
messages; however it may be also used to transgmme sontrol messages. To enable
multiple nodes to share access to the wirelessunedhe control subframe is divided into
a number of transmission opportunities. The dataframe is similarly divided into a

number of minislots.

3.1 Mesh frame structure

The frame duration depends on the configuratiord usethe Mesh network and can be

fixed by the Mesh base station. The frame duraisofixed; on a change in the frame
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duration all nodes in the network need to resynulzeothemselves to the BS. The selected
frame duration can be identified by the frame daratode specified in the “Network
descriptor” (data structure which is propagatedughout the network via network
configuration messages). The standard specifiesefrduration codes O - 6, corresponding
to frame duration ranging from 2.5 ms to 20 ms ke frame duration codes 7 - 255 are

reserved for future use.

Frame n-1 | Frame n | Frame n+1 | Frame n+2 I Time

| Size of control subframe canbe | 7 7 e | I
¢ controlled using MSH-CTRL-LEN—____ i

The control subframe is divided Control Subframe T - The data subframe is
into Transmission Opportunitiey (Network Control/Schedule Control) : Duata Subirame divided into Minislors
Network Control il 2 P
Messages Network thwc_u'k Nerwgrk Burst Transmission Burst "l‘m_n:miksiuu Burst Transmission
Entry Config Config from 58 #j from S8 #k from SS #m

Schedule Control
Messages ———,

o 4 Symbols 2T
etk In coordinated distributed scheduling, the MSH-DSCH
I messages are transmitted in the conrol subframe
- In uncoordi distributed scheduling, the MSH-DSCH
messages are transmitted in the dara subframe

MAC PDL: Guard Guard Guard
Long Preamble MSH-NENT Symbol | Symbol | Svmbol

—*| 1 Symbal |+—

———————————— 7 Sumbols

[ Memwork [Centralized
Config Conlig

Symbol I Long Preamble I MAC PDU; MSH-CSCF Symbaol

| Long Preamble | MAC PDLU: MSH-NCFG

Fig. 5 -Frame Structure for Mesh mode and correspondingagement messagfs]

The number of OFDM symbols per frame depends orclia@nelization parameters
and the channel bandwidth. The amount of data peDND symbol depends on the
modulation used. All transmissions in the contiddfsame are sent using QPSK-1/2 with

the mandatory coding scheme.

To enable multiple nodes to share access to theumeth the control subframe,
these are divided into a set of transmission oppdres. Fig. 5 shows the division of
control subframe in a set of transmission oppotiesi A transmission opportunity is
composed of seven consecutive OFDM (orthogonalutaqy division multiplexing)

symbols.
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The number of transmission opportunities in a cdrgubframe can be controlled by
using the variable MSH-CTRL-LEN in the Network descriptor. Let
OFDM_SYM_PER_FRAMEepresent the total number of OFDM symbols for ¢hére
frame. Given that the control subframe MSH-CTRL-LENtransmission opportunities,
with each opportunity being composed of seven OF8Mhbols, the number of OFDM
symbols for the control subframe BGFDM_SYM_PER_CTRL_SUBFRAMEhich is
given by the Equation 1.

OFDM_SYM_PER_CTRL_SUBFRAMBISH-CTRL-LENK 7 (1)

The remaining OFDM symbols are used for the dabdrame. Thus, the number of
OFDM symbols for the data subfram@FDM_SYM_PER_DATA_SUBFRAMIS given
by Equation 2.

OFDM_SYMPER_DATA_SUBFRAMEDFDM_SYMPER_FRAME
OFDM_SYM_PER_CTRL_SUBFRAME ()

There are two types afontrol subframes depending on their function as listed

below:
- Network Control Subframe
- Schedule Control Subframe

Network control subframes are used to transmit management messages retated t
network control activities. Network control impliése functions needed to maintain the
synchronization in the network and cohesion throughthe Mesh network. Network
control messages help to distribute the networkigoration parameters to neighboring
nodes and also allow new nodes to synchronize thlges with the network, join an

existing Mesh network and establish logical linksieighboring nodes.

The other type of control subframe is g@hedule control subframe The schedule
control subframe, similar to the network controlbsame, hasMSH-CTRL-LEN
transmission opportunities. The transmission oppaties in the schedule control
subframe are used by the nodes for transmitting Mghagement messages which help
to set up transmission schedules. Unlike most otieetemporary MAC standards the
802.16 standard requires the nodes to explicidgmee bandwidth for transmission on the

logical links to neighboring nodes prior to thengmission. To enable nodes to reserve
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bandwidth for the transmission of data the standgekifies a set of control messages.
This enables the nodes in the network to syncheothieir data transmissions in a collision
free manner. These scheduling messages are trégit the nodes in the transmission
opportunities in the schedule control subframe. Sla@dard specifies bottentralized as
well as completelydistributed mechanisms to schedule data transmissions. These
scheduling messages help to schedule transmisdiaata in the data subframe. The
process according to which nodes access the matdlivimg the control subframe (both the
network control as well asschedule controlsubframes) will be described in detail in the
Section 3.2.

The OFDM symbols in a frame not used by the corduliframe compose the data
subframe. To enable multiple nodes to share adced® medium in the data subframe,
the data subframe is divided into units called siois. A minislot is the smallest unit of
bandwidth allocation. The maximum number of mirtislpossible in a data subframe is
specified to be 256 in the standard. The exact murob minislots in the data subframe
depends on the selected frame duration. The nuofl@FDM symbols per minislot (with
the exception of the last minisloQFDM_SYM_PER_MINI_SLQTs given by Equation3.

OFDM_SYM_PER_MINI_SLOF[OFDM_SYM_PER_DATA_SUBFRAMES56]  (3)

The mechanism for reservation of minislots for asagy the medium during the data

subframe will be explained in detail in Section.3.3

3.2 Medium access control for the Control Subframe

We first look at the mechanisms applicable forrkevork control subframe followed by

the corresponding mechanisms for ffthedule controlsubframe.

Fig. 6 shows the network topology and notation thatwill refer for the following

examples in this Chapter.
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Legend & Sample Topology

Radio rmkt
Logical link
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Fig. 6— Network topology and used notatif]

3.2.1 Network Control Subframe

MSH-NCFG (Mesh network configuration) and MSH-NENMesh network entry)
messages are transmitted in the network controfframie. The first transmission
opportunity in the network control subframe is resd for the network entry and is called
the NetEntry slot. The NetEntry slot is used fa ttansmission of MSH-NENT messages.
The remaining transmission opportunities!SH-CTRL-LEN - 1) are used for the
transmission of MSH-NCFG (NCFG) messages. We ikt at the process for accessing
the NetEntry slot followed by the procedure for essing the other network control

transmission opportunities (slots).

The NetEntry slots are used by “new nodesS transmit MSH-NENT (NENT)
messages. To access the NetEntry slot the new nsées two staged process. The initial
NENT message is sent in a random, contention b&ssdon in a free NetEntry slot

immediately following a transmission of an NCFGtmark configuration message) by the

I*new nodes” are nodes which have not yet been fellystered and are not yet a part of the existiegh
network.
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targeted sponsor. The NCFG transmitted by the tagiggponsor should have a sponsored
MAC address 0x000000000000 indicating the willinggef the target sponsor to enable
new nodes to join the network by functioning agpansor. The initial NENT contains a
request information element identifying the tardetgonsor and specifying the new
node’s MAC address. If the targeted sponsor acc#@sNENT request it transmits a
MSH-NCFG message with the sponsored MAC addresd dentaining the new node’s
MAC address. After the sponsor advertises the nede’'s MAC address in the NCFG
message, the new node may send a NENT messageimriediately following NetEntry
opportunity. To access the NENT slots, new nodes the algorithm specified by the
pseudocode in APPENDIX I, proceduiRecincomingMSH-NCFG_Msg(jne 16-35) and
NetworkControlSubframeStart()ine 37-75) to decide if a new node should traibhsan
NENT message in the corresponding NetEntry slate®v node has to receive at least two
NCFG messages containing the Network Descriptamftbe potential (target) sponsor
before it can start with the network entry procésgh the targeted node as a potential

sponsor). The network entry process is outlineRPENDIX II.

We have now seen how new nodes access the Net8lotrin a contention based
manner. The remaining (MSH-CTRL-LEN - 1) slots hetnetwork control subframe
(reserved for transmission of network configuraiNiCFG) messages) are accessed by the
nodes in a contention free manner. To enable ctotefree access to these slots the
nodes use a distributed election algorithm to decihich node transmits the NCFG
message in a given transmission opportunity. Thie nodes coordinate their
transmissions in a two-hop neighborhood to enswtbsion free transmissidnof the

NCFG messages.

The pseudocode outlining the algorithm used by ribdes to access the non-
NetEntry slots (MSH-NCFG transmit opportunities)tire network control subframe can
be found in the standard ([1] pp. 159 - 160). Fgillustrates the distributed election
process. We first introduce some of the terms usdae Fig. 7.

2i.e., no collision occurs at the intended receivarthe NCFG message transmitted by a node. Taeded
receivers of the NCFG message are all the neighdfdte node transmitting the message.
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Fig. 7 - Medium access in the network control subframendNetEntry slots[6]

On the time axis we have temporally ordered sub=@guetwork control
transmission opportunities (excluding the NetEnsipts). The Xmt Holdoff Time
(advertised holdoff time) is the number of MSH-NCEGnsmit opportunities aftédext
Xmt Timethat the node is not eligible to transmit MSH-NCR@ssages. Themt Holdoff

Timeis given in Equation 4.

The Next Xmt Timds the next MSH-NCFG eligibility interval for a ned The
eligibility interval comprises of a set of consequeMSH-NCFG transmission
opportunities in which the node is permitted tosérait a NCFG message provided it wins
the distributed Mesh election algorithm specifiedhe standard. The parameiéaxt Xmt
Mx alongwith theXmt Holdoff Exponerttelp to determine thext Xmt Timenterval. As
explained in the standard ([1] pg. 83), the N¥rit Timeis computed as the range given
by Equation 5.

Xmt Holdoff Time= 2th Holdoff Exponent 4 (4)

Xmt Holdoff Exponent Nyt Xmt Mx< Next Xmt Timeg 2Xmt Holdoff Exponent (Next Xmt My 1)
(5)

For example, when thémt Holdoff Exponent 4 and théNext Xmt Mx= 3, then the
node is considered eligible for its next MSH-NCR@nsmission between 49 and 64
transmission opportunities away and ineligible befthat time. The values for thidext
Xmt Mx and Xmt Holdoff Exponenare advertised by the nodes in their MSH-NCFG
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messages (as a part of thetConfig Schedulmfo). If the Next Xmt Mxield has the value
Ox1F, the node transmitting this message shouldonsidered to be eligible to transmit
from the time indicated by this value and every MSBFG opportunity thereafter (i.e. the
Xmt Holdoff Timas considered to be 0). All neighbors for whom tipeto date values for
the Next Xmt Mxand Xmt Holdoff Exponenare not known are assumed to be eligible to
transmit MSH-NCFG messages in every subsequent MGHG transmission
opportunity. The value for the variablearliest Subsequent Xmt Tinfer a node is
obtained by adding the nodd&ext Xmt Timeo the node’sXmt Holdoff Time

The standard refers: during the current Xmt Tima abde (i.e., the time slot when a
node transmits its MSH-NCFG packet), the node us$es following procedure to
determine itsNext Xmt TimeHere, the currenKmt Timeis a transmission opportunity
which lies within the node’s MSH-NCFG eligibilitynterval (defined previously). For
nodes which do not manage to win the Mesh eledtotheir eligibility interval, the
eligibility interval is theEarliest Subsequent Xmt Tinmgerval as shown in Fig. 7. For
nodes which haven’t yet transmitted a MSH-NCFG mgss(i.e. new nodes), the
eligibility interval is all subsequent MSF-NCFG appunities until the node transmits the
MSH-NCFG by winning the distributed Mesh electiorddhereby calculating itdext Xmt

Time

Having explained the meaning of the currefmt Time we next explain the
mechanism used by nodes to access MSH-NCFG trasismispportunities within their
eligibility interval. As shown in Fig. 7, considarnode which has a MSH-NCFG message
for transmission and which has the current transtinite (i.e. current time/current
transmission opportunity) within its eligibility terval. The node then looks up its
extended neighborhodihformation to find a set of eligible competingdes (i.e. nodes in
the extended neighborhood which compete for theentitransmission opportunity). To
determine the set of competing nodes, the node ataaptsTempXmtTimas the current
Xmt Timeplus the node’s advertisetint Holdoff TimeThe set of competing nodes then
contains those nodes for which thélext Xmt Timenterval includesTempXmtTimeor
their Earliest Subsequent Xmt Tingequal to or smaller thahempXmtTimeLet the set

of node IDs of the competing nodes be stored byatn@y CompetingNodelDLi§t The

3The extended neighborhood of a node contains @lihtiies within two-hops or three-hops from the rexle
specified in the network descriptor.

26



Chapter 3 - Mesh Networks through IEEE 802.16 standard

node then calls the MeshElectidempXmtTimeOwnNodelD CompetingNodelDLijtas
shown in the standard to determine if it wins theeton, transmits the NCFG message in
the current transmission opportunity thereby sgttite Next Xmt Timeinterval to
TempXmtTimeln case the node does not win the election,tg feTempXmtTiméo the
next MSH-NCFG opportunity and repeats the abovegs®. The Mesh election carries out
a pseudorandom mixing of the arguments in a fammeato determine if a node wins the
current transmission opportunity or not. The pseode for the MeshElection algorithm is
specified in the standard [1], pg. 160. All nodedependently carry out the above process
when accessing the MSH-NCFG slots. The Mesh eleetigorithm ensures that only one
of the concurrent competing nodes wins a givenstrassion opportunity. Thus, the Mesh

election ensures contention free access to the MSHG slots in a fair manner.

3.2.2 Schedule Control Subframe

The schedule control subframe, like the networktrabrsubframe, has a total &4SH-
CTRL-LENtransmission opportunities. The paramé#t$H-DSCH-NUMin the Network
Descriptor specifies the maximum number of distebu scheduling (MSH-DSCH)
messages that may occur in a schedule control aubfr Thus, in a schedule control
subframe the lasMSH-DSCH-NUM transmission opportunities are reserved for the
transmission of the MSH-DSCH messages. The fid$H-CTRL-LEN- MSH-DSCH-
NUM) transmission opportunities are reserved for thensmission of centralized
scheduling messages (MSH-CSCH, MSH-CSCF). We denibie transmission
opportunities reserved for the transmission ofrdhisted scheduling messages as MSH-
DSCH transmission opportunities. The transmissigpootunities set aside for the
transmission of centralized scheduling messagedereted as MSH-CSCH transmission
opportunities. To access the MSH-DSCH slots, thdeaouse the same procedure as is
used for accessing the MSH-NCFG slots. The corredipg values for the parameters
Next Xmt Mx Xmt Holdoff Exponenfor distributed scheduling are transmitted by the
nodes in the MSH-DSCH messages (as informationinviie MSH-DSCH scheduling
information element). Everything else is similartte description for the MSH-NCFG
messages, except that the nodes are now referintpeg MSH-DSCH transmission

opportunities instead of the MSH-NCFG transmisgipportunities.
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The scheduling of the centralized scheduling messglyISH-CSCH messages and the
MSH-CSCF messages) on the other hand uses a edratechanism and does not use
the distributed MeshElection algorithm outlined @®oThe MSH-CSCF messages play a
central role in the functioning of the coordinatshtralized scheduling mechanism. The
message structure of the MSH-CSCF message carebésAPPENDIX III.

The MSH-CSCF message is generated by the BS. THed&ansmits the message
to all its neighbors. The nodes receiving the MSEIBE message rebroadcast the message
in their order specified in the scheduling treehea MSH-CSCF message. The scheduling
tree or routing tree specifies a tree consistingutifset of nodes in the Mesh network. The
nodes present in the scheduling tree are identifigdtheir Node IDs. The tree also
specifies implicitly an index for each node in ga@heduling tree. The position of the node
(Node ID) in the list in the MSH-CSCF message @ponds to the index for the particular
node (Node ID). The fieldNumberOfNodesn the MSH-CSCF message specifies the
number of nodes included in the scheduling treelfding the BS). As shown in
APPENDIX lll, the MSH-CSCF message consists ofsadf Node IDs: the position of a
Node ID in this list corresponds to the index feattnode (0 toNumberOfNodes 1)). A
scheduling tree entry specifies a Node NymberOfChildren(number of children for
node with Node ID), and for each child the index fee child node (index based on
position of the child’s Node ID in the MSH-CSCF reage) along with the uplink and

downlink burst profile for transmissions from/teetbhild node respectively.

Fig. 8 shows an example of a scheduling tree dpddii a MSH-CSCF message. As
shown in the table in Fig. 8, the MSH-CSCF messgigecifies a list of nodes to be
included in the scheduling tree. The nodes aretiitksh by specifying their Node IDs. The
position of the node in this list gives the index the node. Thus, as can be seen from the
figure, node with ID 0x0A12 is specified first thims index O, the node OxFF1F is
specified next and has index 1 and so on. CorreBpgrno each node in the list is a
scheduling tree entry. This entry specifies, focheaode, information about its children
(again identified by the indexes for the childrethim the list). Thus, in the above
example, for node O0x0A12 information is specifidubat its children (nodes with index 1,
index 2, and index 3). From the indexes for thédecéh one can map the children to nodes
with IDs OxFF1F, 0x10FF, and 0x02B9 respectivelgr Each child node the scheduling

tree entry contains the uplink/downlink burst peffor transmissions from and to the
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corresponding child node. The network topology ig. B shows the scheduling tree
corresponding to the list specified in the table.

Modg | Node |Nodz Child Indices,
D Index corresponding Burst Profiles

Ox0A12 | O | [1:bpys,bpail. 1bpuabpaal 3bpysbpal]
IXFP1F [4:[bpyy bpay]. 5:Tbpys bpas]}

[

{1

| 6 BPus, Bpas]|

(1

[l

Ox10FF
Ox02B5
Ox03c4
0x3091
Ox110D

=R IR Y
[= R ¥ TR SR U T

)

0x110D

Fig. 8- MSH-CSCF schedule example [6]

We have thus seen how the scheduling tree is $p@cifVe next look at the
scheduling of the centralized scheduling messa¢SH(CSCF and MSH-CSCH) in
detail. As already mentioned the firstM$H-CTRL-LEN - MSH-DSCH-NUM
transmission opportunities in a schedule contrbfraume are reserved for the transmission
of the centralized scheduling messages. For tHewinlg discussion we consider only
these transmission opportunities reserved for tnégswmon of centralized scheduling
messages. The 802.16 standard uses the followmgegure for the transmission of the
MSH-CSCF and MSH-CSCH messages down the schedukeg The BS first transmits
the message (MSH-CSCF/MSH-CSCH) followed by trassimn (rebroadcast) of the
message by its children, in the order in which thppear in the scheduling tree. This is
then followed by a retransmission of the messagehkychildren of the nodes which

transmitted the message in the previous roundnaigathe order of appearance in the
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scheduling tree. The above proceeds until all tbdes in the scheduling tree have
transmitted in the appropriate order. If a nodedset® transmit a message immediately
after receiving it, a delay ofMinCSForwardingDelay is inserted. The value
MinCSForwardingDelayspecifies the minimum delay in OFDM symbols thaitriserted
between the end of a reception and the start astngssion of a centralized scheduling
message at a node. The value forMheCSForwardingDelayis fixed and is specified in
the Network Descriptor.

For transmission of the MSH-CSCH messages up thedsting tree the following
procedure is used. The MSH-CSCH transmissions @g¢heduling tree starts after all the
nodes in the scheduling tree have received the dawhtransmissions. The transmission
order for the upward transmissions is determinedobsws. The nodes with the higher
hop count from the BS transmit the message befurset with a lower hop count. For
nodes with the same hop count, the transmissioasoatered as per the order in the
scheduling tree specified in the MSH-CSCF message.

Thus, for the sample network shown in Fig. 8, tog tlowntree transmissions the
nodes transmit in the following order 0x0A12, OxFF10x10FF, 0x02B9, 0x03C4,
0x3091, 0x110D. For the uptree transmissions tlasmission order is as follows:
0x110D, 0x03C4, 0x3091, OxFF1F, Ox10FF, 0x02B9.

3.3 Medium access control for the Data Subframe

The data subframe is used by the nodes in the Meskork to transmit data messages.
The nodes schedule the transmissions in the dadifraswue using either centralized
scheduling mechanisms or distributed scheduling ham@iems. To schedule these
transmissions the nodes use MAC management messdgels are transmitted in the
schedule control subframes. In this section we latake message exchange and procedure
used to schedule data transmissions. We will oatgibldistributed scheduling mechanism
because in our simulations we consider Mesh netsvatko-configured and independent
of Base Station control. The nodes are all subscrdbations (SS). There is no need to
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centralize scheduling in one single node (BS) beedle entire network is responsible for

scheduling the internal data transmissions.

In Subsection 3.3.1 we discuss the coordinatedildiséd scheduling mechanism
and in Subsection 3.3.2 we elaborate on the unowetl distributed scheduling

mechanism.

3.3.1 Coordinated Distributed Scheduling

Coordinated distributed scheduling is used by nadethe Mesh network to determine
their transmission schedules in a decentralizedneraiCoordinated distributed scheduling
enables the nodes to schedule their transmissumisteat they do not collide with the data
transmissions scheduled by other nodes in the Meshork. The IEEE 802.16 standard
defines the MSH-DSCH (Mesh distributed schedulingssages) and other information
elements which are transmitted with the MSH-DSCHssage. These messages and data
structures allow nodes to propagate informationuélscheduled transmissions (requests
and grants), slots available for scheduling furttransmission (available resources), to
other nodes in the neighborhood. MSH-DSCH messagesaused for both coordinated
distributed scheduling as well as for uncoordinatedributed scheduling. Fig. 9 outlines

the structure of the MSH-DSCH message.

MSH-DSCH Message

Management Coordination | Grant/Request Sequence MNumber of Number of Number of Reserved InformationElements
Message Type Flag Flag Counter Request [Es | Availability 1Es Grant IEs
8 hit 1 bt 1 bit & hil 4 bil 4 bit 6 bil 2 bit variable
T Coordinarion Flag == 0] | Jor (1=0: 1<Ne_Request; T+ |or (1=0; 1<No Availabiiny: =+ | Jor(i=0; i=NeGram 57
MSH-DSCH_Scheduling_[E() MSH-DSCH_Request_1E() MSH-DSCH_Availability_IE() MSH-DSCH_Grant_IE()

vatiable 20 it 32 hil 40 bit

0= Minislot range is unavailable

I = Available for transmission in this minislot range
2 = Available for reception in this minislot range
3= Available for either transmision or reception

Tink 1D Demand Demand Reserved |
Level Persistence
8 bit 8 bit 3 bit 1 bit

Slun Frame | Minislot Minislot Direction | Persistence | Channel
Number Start Range
& bil £ bt 7 bit 2 bit 3 hil 4 bit

Tk D[S Frame | Mimeil | Mol | Diecion | Perssenee | Chammel

rood until cancelled or reduced & il & hit 8 hit & il . 1 hit 3 bit 4 bil

Fig. 9 -MSH-DSCH message struct @]
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The MSH-DSCH message contains a set of informatiements (also denoted in
short adEs), which are data structures that store a partidyjaes of information. These
information elements help a node to schedule its di@nsmissions and notify the
neighboring nodes of its own schedule. These infdion elements play a crucial role in
distributed scheduling (both coordinated as wellrsoordinated). Considering the crucial
role of these information elements in distributedhexiuling, the next sub-subsections,

address the individual information elements in illeta

3.3.1.1MSH-DSCH Information Elements (IES)

Fig. 9 shows the significant information elementsicla may be included in the MSH-

DSCH message.These are as follows:

e MSH-DSCH_Request_IE: The MSH-DSCH_Request REIE) or request is used by
the node to specify its bandwidth demand for aigadr link. As seen from Fig. 9, the
request specifies the link (via thenk ID) for which bandwidth is required. The value
for the fieldDemand LevedndDemand Persisten@e used to quantify the bandwidth
required. The value for the fielbemand Levekpecifies the number of minislots
required in a frame to satisfy the bandwidth deméssuming the current burst
profile). The value of the fieldemand Persistenceelps to specify the number of
consecutive frames for which the demanded minisdo¢srequired. The nodes use a
three-way handshake for scheduling transmissiomssefving bandwidth for
transmissions) on a link. The request is the finsssage exchanged in the three-way

handshake. We look into the details of the threg-nandshake later.

Persistence [3 bit] Reservation
2
=] 255
=4
= 4
E 4
. . -+ e -- I Minislot Range [7 bit]
Minislot Start [8 bit] 2 I : =
1
| 0 | | | | | 1 | 1
1 1 1 1 1 1 T 1 T -
Frames/Time
Start Frame [8 bit]

Fig. 10- State map of the nodes that can be representid s or in G_IE{6]
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MSH-DSCH_Availability IE: The MSH-DSCH_Availabilitye  (A_IE), or
availability, helps the node to convey to its néigis the status of individual minislots
(over a number of consecutive frames). An availgbihformation element specifies
the status of a two-dimensional (frames, minislbtegk of minislots (see Fig. 10) The
starting frame of the block is identified by theldi Start Frame Numbemwhereas the
number of consecutive frames covered in the blogkspecified by the field
PersistenceThe values for the fielBersistenceand their meaning is similar to that for
the Persistencdield in the request information element. The secdimension of the
block is specified by a range of consecutive matssl In order to specify this range,
the availability information element uses the feelinislot StartandMinislot Range
The value forMinislot Startspecifies the start position of the minislot rasgecified
by the availability within a frame. Thdlinislot Rangespecifies the number of
consecutive minislots specified in the current &mlity starting from the specified
start minislot position. Th®irection field helps to indicate the status of the minislot
with respect to data transmissions which may bedudled in the minislots specified
by the availability. As shown in Fig. 9, tiBrection (status) of a minislot can be either
Available Receive AvailableTransmit Availableor Unavailable Slots (minislots)
with status Available may be used for scheduling both transmission dh da
neighboring nodes as well as reception of data fn@nghboring nodes. Slots having
statusReceive Availablanay only be used for scheduling reception of daban
neighboring nodes. Slots having staflimnsmit Availablemay be used only for
scheduling transmissions to neighboring nodes.sShith statusUnavailable may
neither be used for scheduling transmissions tghtars, nor for scheduling reception
of data from neighbors. Table 2 summarizes thermé&ion about the slot status and
its interpretation. Th€hannelfield represents the logical channel (maps to ysichl

frequency channel) specified by the availabilitiprmation element.

Each node maintains internally the state of all taislots via a set of availability
information elements. Thévailability IEs are normally sent at the end of the
bandwidth request-grant procedure to inform thgmaorhood about the current status

of the granted slots.
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Minislot status Scheduling possible in slot Possible reason sloasis
(represented using
Direction field in an
A_IE)
Available both transmission as well as | default initial status of a slot, implies that nohe
reception can be scheduled | of the neighbors of the node have scheduled
transmissions or reception of data in the slo
Receive Available only reception of data can be | implies that at least one neighbor has
scheduled scheduled reception of data in the minislot
Transmit Available only data transmission can be| implies that at least one neighbor has
scheduled scheduled data transmission in the slot
Unavailable slot cannot be used to scheduleimplies that the node itself has either
further transmission or scheduled data transmission or reception in
reception of data this slot, or at least one neighbor has
scheduled data transmission and at least orne
neighbor has scheduled data reception in thjs
slot

Table 2- Minislot statusinterpretation

MSH-DSCH_Grant_IE: The MSH-DSCH_Grant informatidemngents Grnt_IE9 are
used for sending grants in response to a bandwetibhest as well as for sending a
confirmation (grant confirmation) for a receivedndavidth grant. The fieldirection

in the grant information element helps to distisubetween a bandwidth grant and a
grant confirmation. Please note tB@ection field in the grant information elements
(grant as well as confirm) does not have the samegretation as thBirection field

in the MSH-DSCH_ Availability_IE.

As shown in Fig. 9, the grant information elementaddition to theDirection field
consists of the fieldstink ID, Start Frame NumbemMinislot start Minislot range
Persistence and Channel To enable the neighbors to know to whom the grant
information element is addressed the transmittogenincludes the transniitnk ID in

the field Link ID* The field Start Frame Numbespecifies the starting frame number
for the validity of the grant. The fieldslinislot start and Minislot range together
specify a consecutive set of minislots grantedtfa transmissions. Theersistence
field is to be interpreted similar to tiersistencdield for the availability information
element and the request information element. THeeva for thePersistencefield

implies a cancel grant information element. Thisused by requester or granter to

4 A node chooses a uniqlink ID per neighbor, also called transmit link identifimt Link 1D). The tuple
(Xmt Node ID Link ID) then uniquely address a neighboring node. Thghbeirs are informed about the
chosen link identifier for transmissions to thera the link establishment protocol outlined in tkendard.
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cancel/reduce bandwidth reservations whérsistencé (good until cancelled). No
cancellation of bandwidth reserved withParsistencdess than good until cancel is

possible.

The interpretation for th€hannelfield is similar to that for th&€hannelfield in the

availability information element.

3.3.1.2Three-way handshake process for Reserving Bandwidth

As shown in Fig. 11 the bandwidth reservation mem relies on a three-way

handshake (bandwidth request - bandwidth granheWwalth grant confirmation).

Requester Granter

() Ms; I-Dscy Re
Muesy
(Z

ok
~H.DQ— u-,(.ifi:l.‘\\
M Direstion=

Fig. 11— Three-way handshake proc¢5¢

The steps in the three way handshake are:

(1) Request: The request is specified via the requéstmation elementR_IE) described
in Subsection 3.3.1-1). The transmitting node dke&ink ID to uniquely identify the
link for which the node needs bandwidth. The nundfeninislots per frame and their
Persistenceis additionally specified. Th&® _IE is transmitted as part of the MSH-

DSCH message.

The MSH-DSCH message also contains a set of ai#yjalmformation elements
(A_IE) when aR_IEis present in the MSH-DSCH message. FhéEs sent with the
R_IEs indicate a two-dimensional block of bandwidthaffie-range, minislot-range)
which may be used by the node transmitting RhéE for the transmission for which
bandwidth is requested. Let the setroflEstransmitted with th&k_IE be denoted by
Xmt_AIE The node transmitting the bandwidth request imée requesterin the

following.
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(2) Grant: The MSH-DSCH message containing_dEis received by all the neighbors of
the node which transmitted the request. The nduss process thB_IEto determine
the Link ID specified in theR_IE The tuple (transmit node identifiexrt Node 1D,
Link ID) allows the neighbor to identify if the requestfts bandwidth on a link
directed to itself. The node to which the requsstlirected is termed granter in the
following. The granter looks up its own set of dability information elements to
select a subset of availabilities (range of slatd &ames) where it is allowed to

schedule reception of data transmissions fromeighbors.

Let us denote the latter set of availabilitiesRppt AIE The granter must now choose
a range of minislots from the ¢int_AIEN Rcpt AlEfor the grant which is sent to the
requester. The number of minislots per frame armdr Rersistencefor the grant is

chosen so as to satisfy the request. This is aerahgninislots which can be reserved
for the transmission in question without disturbinther already scheduled data

transmissions.

The grant is received by all the neighbors of thenter. These then update their
availability status to reflect the scheduled remepof data indicated by the grant. The
grant is specified using @rnt_IE with the direction bit set to 1. We denote grant b
G_IE. To allow a neighboring node to decide if the gnandirected to it the granter

sets theLink ID field in theGrnt_IE to theXmt Link ID corresponding to the neighbor

being addressed, i.e., thik ID for the link @ranter, requestey.

(3) Grant Confirmation: The requester transmits a MSHZPI message containing a grant
confirmation (i.e. a grant information elemé@rnt_IE) with the direction bit set to 0).
We denote a grant confirmation IBC _IE The GC_IE and the correspondin@_IE
have all fields similar except for the directiondatihe Link ID. The Link ID in the
GC_IE corresponds to theink ID for the link fequester,grantgr The grant
confirmation informs all the neighbors of the respee of the scheduled transmission.
The neighbors then update their availabilities ®flect the newly scheduled
transmission. Transmission of data in the reserslets is allowed only after the

transmission of the grant confirmation.

The three-way handshake is also used for cancdbagdwidth reserved with
Persistence&’ (good until cancelled). The request for a caweel be identified that it
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specifies a number of minislots to be cancelledrevtiieePersistencdield in theR_IE
has a value 0. The grant and the grant confirma#ttso have value 0 for the
Persistencdield when canceling bandwidth reserved wibrsistence7. Bandwidth
reserved with @ersistencdess than 7 cannot be cancelled. We denote a gaacel
and a grant cancel confirmation ¥y \IE and GC_IE respectively (to distinguish them

from regular grants and grant confirmations).

3.3.1.3Updating the Availabilities

The set ofA_IEsmaintained by the nodes represents the stateeafefources (minislots)
available at the nodes. If the availabilities anpiioperly updated then they can lead to an
inconsistent view of the resources available agm®dring nodes, which in turn can lead to
conflicting schedules. Therefore it is vital thiag tavailabilities are consistent at the nodes.
Initially the nodes start with either a single IE or a couple ofA_IEsin their set of
availabilities. These initialA_IEs cover the entire range of minislots available (for
distributed scheduling) in the data subframe anekete@Persistence’. The status of the
minislots is represented by the direction fieldled A_IES which is set tAvailable(since
initially all the slots may be used for schedulibgth data transmissions as well as
reception of data). If the node itself scheduletata transmission (i.e. the requester) or a
data reception (i.e. the granter), then the cooeding minislots are marked as
Unavailable Nodes which are themselves not involved in theedaled transmission also
need to update the status of their availabilitiesatoid scheduling conflicting data
transmissions or receptions. We denote the latides as passive nodes with respect to the
transmission being scheduled (i.e. the nodes iméinghborhood of the requester and those
in the neighborhood of the granter). A passive netlieeh receives a MSH-DSCH with a
grant knows that a node in its neighborhood hasdded reception of data in the
minislots specified by the correspondi@g IE. The passive node may then not schedule
transmissions in the latter minislots as this wdest to collisions.

Thus based on the current status of these minigtdte passive node, the new status
is decided such that transmission is not allowedheynew status of the minislots. This
implies one of the following transitions in the tsts of the minislots on processing the
G_IE (current status of minislot(s) new status of minislot(s))

* Available— Receive Available
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* Receive Availables Receive Available
* Transmit Available> Unavailable
* Unavailable— Unavailable

Similarly, passive nodes which receive a MSH-DSCHssage with a grant
confirmation GC_IE) know that a node in their neighborhood has seleeldtransmission
of data in the minislots specified be the corresiiognG_IE . This implies that they may

not schedule reception of data in the latter manéshs this would lead to collisions.

Thus, the passive nodes receiving the grant coafion GC_IE) will update the
status of the corresponding minislots based orctineent status of the minislots. The new
status is such that reception is not possible. Tdasls to the following minislot status
transitions on processing th@C_IE current status of minislot(s}» new status of

minislot(s))
* Available— Transmit Available
* Receive Available> Unavailable
» Transmit Available> Transmit Available
» Unavailable— Unavailable

The status of the slots needs to be changed alsm wihinislots reserved for a
scheduled transmission are freed (via cancel régquegrant cancel — grant cancel
confirmation, three-way handshake). The nodes irain the handshake as well as the
passive nodes need to update their availabilitiegder to maintain a consistent picture of
the resources available at the nodes. The sl@& statsitions on reception of a grant cancel
or grant cancel confirmation are the inverse of tia@sitions on reception of a grant or
grant confirmation, with certain restrictions. Thi®t state transitions on reception of a
grant cancel or grant cancel confirmation may eed|to a new state for the slot which

allows scheduling conflicting transmissions.

3.3.2 Uncoordinated Distributed Scheduling

The mechanisms involved in uncoordinated distrihigeheduling are similar to those for
coordinated distributed scheduling. The only ddfese between the two is that all the
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control messages (MSH-DSCH) required for the thvag-handshake in uncoordinated
distributed scheduling are exchanged in the datéame. Thus, the request and the grant
confirmation are sent by the requester in ministeserved for the link (requester, granter).
The grant is transmitted by the granter in minsloéserved for the link (granter,
requester). This, naturally, implies that not &k fpassive neighbors of the requester and
granter are able to overhear the message exchange 6f the other passive neighbors
will be able to interpret the handshake if the $irdece encrypted). This in turn means that
the passive neighbors may schedule conflictingstrassions. Hence, it is recommended
that uncoordinated distributed scheduling be usedy dor scheduling short term
transmissions. The transmissions scheduled viaardo@ted scheduling should not lead

to a conflict with the schedules established viardmated distributed scheduling.

3.4 Summary

In this chapter we outlined the main charactesstif 802.16 Mesh process such as:
network initial configuration; distribution electio procedure to access transmission
opportunities by control messages as well as sdhaedassages; scheduling mechanisms
for access data subframe and three-way handshakederving bandwidth to transmit

data over network nodes.
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Chapter 4

4 QoS support in the IEEE 802.16 Mesh mode

In this chapter we first provide an overview of fQeS support mechanisms specified in

the standard for the PMP mode and next an overafatwse for the Mesh mode.

4.1 QoS support in the 802.16 PMP mode

Quality of service is provisioned in the PMP mode a per-connection basis. All data,
either from the SS to the BS or vice versa is tratied within the context of a connection,
identified by the connection identifier (CID) speed in the MAC protocol data unit

(PDU). The CID is a 16-bit value that identifiex@nnection to equivalent peers in the
MAC at both the BSs as well as the SSs. It alswiges a mapping to a service flow
identifier (SFID). The SFID defines the QoS parareivhich are associated with a given
connection (CID). The SFID is a 32-bit value andme of the core concepts of the MAC

protocol. It provides a mapping to the QoS paramsdta a particular data entity.

Fig. 12 shows the core objects involved in the @o&hitecture as specified in the
standard for the PMP mode. Each MAC PDU is trarntechitising a particular CID, which
is in turn associated with a single service flowntified by a SFID. Thus, many PDUs
may be transmitted within the context of the sammwise flow but a single MAC PDU is
associated with exactly one service flow. Fig. [ &hows that there are different sets of
QoS parameters associated with a given service .flohhese are the
ProvisionedQoSParamSet AdmittedQoSParamSet and ActiveQoSParamSet The
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provisioned parameter set a set of parameters provisioned using mearssdauthe scope
of the 802.16 standard, such as with the help ok@vork management system. The
admitted parameter sas a set of QoS parameters for which resourcesdbiath,
memory, etc.) are being reserved by the BS (S$9.athive parameter sas the set of
QoS parameters defining the service actually bgirayided to the active flow. For
example, the BS transmits uplink and downlink msypacifying bandwidth allocation for
the service flow's active parameter set. Only aivacservice flow is allowed to transmit
packets. To enable the dynamic setup and configaraif service flows, the standard
specifies a set of MAC management messages calyledntdc service messages (DSx
messages These are the dynamic service addition (DSAhaalyic service change (DSC),
and the dynamic service deletion (DSD) messagesvahous QoS parameters associated

with a service flow are negotiated using these ag=ss

MAC PDU Service Flow Connection
FerviceFlowiD | 14 ServiceF lowlD 10 ConnecrioniD
[Service Class] DHrection (oS Parameter Set
CID [CID]

Payload [Prowisicned(oSParamSet]
[Admitted(}oS ParamSet] Servics Cl
[Active(cSParam Set] et e
N 01 ServiceClassName
(oS Parameter Set

Fig. 12 -QoS object model for IEEE 802.16-204 PMPdo[7]

Typical service parameters associated with a serfiow are traffic priority,
minimum reserved ratd@olerated jitter maximum sustained ratenaximum traffic burst
maximum latengyandscheduling serviceThe BS may optionally create a service class as
shown in figure. A service class is a name givea particular set of QoS parameters, and
can be considered as a macro for specifying afs@b& parameters typically used. The
value for the scheduling service parameter in tl&S @arameter set specifies the data
scheduling service associated with a service flolae 802.16 standard currently defines
the following data scheduling servicesisolicited grant servic@UGS), real-time polling
service (rtPS), non-real time polling servicénrtPS), andobest effort(BE). The UGS is
meant to support real-time data streams consistinixed size data packets issued

periodically. The rtPS is meant to support dataastrs having variable sized data packets
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issued at periodic intervals. The nrtPS is desigimedupport delay tolerant streams of
variable sized data packets for which a minimunadate is expected. The BE traffic is
serviced on a space available basis. For sernvgedksociated with the scheduling service
UGS, the BS allocates a static amount of bandwimlthhe SS in every frame. The amount
of bandwidth granted by the BS for this type of extiling service depends on the
maximum sustained traffic rate of the service fléwr rtPS service flows, the BS offers
real-time, periodic, unicast request opportunitieseting the flow’s requirements and
allowing the SS to request a grant of the desiisel &or nrtPS the BS, similar to the case
of a rtPS service flow, offers periodic request ampynities. However, these request
opportunities are not real-time, and the SS cam alse contention based request
opportunities in addition to the unicast requegbarfunities for a nrtPS service flow as
well as the unsolicited data grant types. For a $device flow no periodic polling

opportunities are granted. The SS uses contenéiquest opportunities, unicast request
opportunities and unsolicited data grant burst syd@ble 3 shows the QoS specifications

for 802.16 PMP service classes and correspondiplicapons.

-9

QoS Category Applications QoS Specifications
UGS YVoIP « Aaximnun Sustained Rate
Unsolicited Grant Service ¢ Maximum Latency
Tolerance

Jitter Tolerance

1tPs Streaming Audio or Video | « Minimum Reserved Rate
Real-Tune Packet Service o Maxinnun Sustained Rate
o Maxinnun Latency

Tolerance
Traffic Priority

L ]

urtPs File Transfer Protocol

« Minimnm Reserved Rate

Non-Real-Time Packet (FTP) s MNaximum Sustained Rate
Service e Traffic Priority

BE Data Transfer, Web « Maxinnun Sustained Rate
Best-Eftort Service Browsing, ete. ¢ Traffic Priority

Table 3 -Qos specifications for PMP mode as referencedearstadlard [4]

To summarize, the PMP mode provides the BS wititiefft means to manage the
bandwidth optimally and at the same time satisfg tequirements of the individual

admitted service flows.
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4.2 QoS support in the 802.16 Mesh mode

In contrast to the PMP mode, the QoS in Mesh megeavisioned on a packet-by-packet
basis. Thus, the per-connection QoS provisionirigguthe DSx messages as introduced
previously is not applicable. This design decistoglps to reduce the complexity of

implementing the Mesh mode.

Mesh Connection Identifier (CID)

i XmtLinkID
8 bit 2 hit
if (Xt Link ID == (xFF) -/
Logical _Network ID | OxFE: MAC management
£ bit Broadcast
_-‘_‘_‘—\—\_
——-________* D00 All-net

Ttemeeel... Broadcast
else el T

Type | Reliability | Prioriy? | Drop
Class Precedence

2 hit 1 bit 3 bt 2 hit
F.‘-le.': Mac Management Ox: No retransmission
Oxl: IP Ox1: Up to 4 petransmissions

Ox2-0x3: Reserved

Fig. 13 -Mesh Connection Identifier (C)D[7]

The connection identifier (CID) in the Mesh modesiown in Fig. 13. The Mesh
CID is used to differentiate the forwarding serveced®>DU should get at each individual
node. As can be seen from Fig. 13 it is possiblassign a priority to each MAC PDU.
Based on the priority, the transmission scheduler mode can decide if a particular PDU
should be transmitted before another. The fieldabdity specifies the number of
retransmissions for the particular MAC PDU (if nedd The drop precedence specifies
the dropping likelihood for a PDU during congestioMessages with higher drop
precedence are more likely to be dropped. In eff@oS specification for the Mesh mode
is limited to specifying the priority of a MAC PDlhe reliability and its drop precedence.
Given the same reliability and drop precedence Bi#&C PDU type, the MAC will
attempt to provide a lower delay to PDUs with higpbeority. The above QoS mechanism,
however, does not allow the node to estimate th#map bandwidth requirement for
transmissions on a particular link. This is becgjis&t based on the above interpretation as

presented in the 802.16 standard), the node isablat to identify the expected arrival
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characteristics of the traffic and classify it irte different categories as traffic requiring
UGS, rtPS, nrtPS or BE service.

Resuming, QoS mechanisms in the Mesh mode are owdistent with those
provided for the PMP mode. In addition, the perkghdQoS specification for the Mesh
mode does not allow a node to optimally estimageamount of bandwidth required for
transmission on a link, as no information aboutda& scheduling service required for the

traffic is included explicitly in the QoS specifigan in the Mesh CID.

4.3 QoS architecture for the 802.16 Mesh mode

Fig. 14 shows the QoS architecture for efficiennagement of bandwidth in Mesh mode
as introduced by [7]. This QoS architecture wasptathin our implemented simulation
modulé.

The modulePacket Classifieshown in the figure provides the functionalitytbe
service-specific convergence sublayer. Table 4 shin mapping used to classify traffic
from the network layer using the IP TOS field ahd torresponding values assigned to
fields of the Mesh CID byacket ClassifierBased on the values for the fields priority,
drop precedence, and reliability is used the mapgghown in table to identify the
scheduling service (UGS, rtPS, nrtPS or BE) fordae packets.

Network Layer Priority 802.16 Service Class 802.16 MSH CID 802.16 MSH CID 802.16 MSH CID
(e.g., IP Type of Service) Priority/Class Drop Precedence Reliability

0 Best Effort (BE) 0 3 0

1 BE 1 3 1

) non-realtime Polling Service (nrtPS) 2 2 0

3 nrtPS 3 2 1

4 real-time Polling Service (rtPS) 4 1 0

5 rtPS 5 1 1

6 Unsolicited Grant Service (UGS) & 0 0

7 UGS 7 0 |

Table 4 -Mapping the IP type of service (TOS) to mesh CId Service Clasf/]

YIn APENDICES 1V, V and VI we show the headers loé imain functions of the three QoS MAC control
modules, Coordinator Management, Bandwidth Managérred Data Management respectively.
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A similar mapping function may be implemented fdhey network protocols. After
classification of data received from the upper fayg¢he packets are sent to tbata

Management Modulas shown in Fig. 14.

Network Layer (NET) A
SDUs

Service-specific Convergence Sublayer (CS) R
Encapsulation Module

] | | ]
MAC Common Port Sublayer (MAC CPS) \l/ \1/ l/ \L
UGS rtPS nrtPS  BE

Bw Demands
o mmmmmmmmmemeeeee L
MSH-DSCH uncoordinated \1,
o

Bandwidth Management
MAC Coordinator Module @ M d:leage < Data Management Madule
IEs

network { MSH-NENT A Traffic Forecast
control | MSH-NCFG
MSH-DSCH uncoordinated PDUs
schedule { MSH-DSCH
control I I \ 4
|IIIIIIIIIIIIIIIIIIIIIIIII
Security Sublayer
Y Y < Contrgl 1 Data Subframe
Subfrafne
v v
Physical Layer (PHY)
\1: Uplink transmission @ Order to send data in the reserved slots

1‘ Downlink transmission

Fig. 14— The adapted QoS architecture

The Data Management Modulenqueues the arriving packets in the corresponding
queue. Based on the congestion situation, it cao decide which packets may be
dropped. TheData Management Modulkeeps an account of the minislots reserved for
transmission for each link to a neighbor at a ndtdien sends the appropriate data packet
from its queues for transmission on the wirelessliom to the lower layer in a minislot
reserved for transmission. In addition this modukeps a running estimate of the
incoming data rate in each queue and, based opadli®y to be implemented, notifies the
Bandwidth Management Modutg the current bandwidth requirements for eacls<claf

traffic.
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The MAC Coordinator Moduleshown in Fig. 14 is responsible for handling atids

of MAC management messages. It handles MAC managieamessages received from the
lower layer. If the MAC management message cormd®do a bandwidth request or a
grant or grant-confirmation, this module updates rspective internal tables and extracts
the relevant parameters (information elemetiEs, contained in the message). These
parameters are then sent to B@ndwidth Management Modufer further processing
when required. In addition, it is also responsilibe processing MAC management
messages received during the network control soidraThis module maintains
information about the schedules of the neighbdrs, node identifiers of the neighbors,
details about the physical two-hop neighborhooeLthk IDs assigned for transmission to
and reception from each neighboring node. WHeC Coordinator Modulas responsible
for executing the Mesh election algorithm specified the standard to decide if
management messages may be transmitted in a gigasntission opportunity in the

control subframe.

The Bandwidth Management Moduls responsible for generating bandwidth
requests when more bandwidth is required, or géngraancel requests to free bandwidth
when it is no longer required. It is also respolesitor processing bandwidth requests
received from the neighboring nodes and taking @ppate action when a grant or grant-
confirmation is received. All the above requesangs and grant-confirmations are sent as
information elements within a MSH-DSCH. TBandwidth Management Moduleceives
information about instantaneous bandwidth demaanh ftheData Management Module
The Bandwidth Management Modulenaintains internally a set of MSH-DSCH
Availability IEs The complete set of MSH-DSCHvailability IEs describes the local
status of individual minislots over all frames etfuture. When generating a MSH-DSCH
message to request bandwidth for transmission, Baedwidth Management Module
creates a MSH-DSCH Request IE describing the amoluntinislots required (specified
by the demand level field in the MSH-DSCH Requé&gtdnd the number of frames over
the bandwidth is required (denoted by the demandigience field in the MSH-DSCH
Request IE). Besides handling the requests, aw#ild and grants, this module also
manages MSH-DSCH to be transmitted on data subfremeoordinated distributed
scheduling).
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Finally, theBandwidth Management Modugend transmissions orders to ata
Manage Modulgo scheduling output PDUs in reserved slots (ita daibframe). In our
adapted architecture tigandwidth Management Moduig the core module of the MAC
layer control (consult in APPENDIX V the main heaéflenctions of this module).

Due to the classification of traffic into the diféamt scheduling services, the
Bandwidth Management Moduke able to estimate the arrival characteristicgaffic and
make an intelligent choice for the persistence edlu be sent with the request. As an
example, thdBandwidth Management Modutequests minislots with persistence 7 (good
until cancelled or reduced, see Fig. 9 — ChapternBy when the data scheduling service
associated with the traffic is UGS. These map3iB& service provided in the PMP mode

where a node receives a constant amount of bart¥adthe lifetime of the connection.

In the PMP mode the rtPS scheduling service is mmeasupport real-time data
streams. To support such service in the Mesh maue requires opportunities for
requesting bandwidth in real-time. Using coordidaistributed scheduling a node,
however, has to compete with other nodes in itshap neighborhood for transmission
opportunities in which a bandwidth request candyg.dNodes using distributed scheduling
need to complete the three-way request/grant/gramfirm handshake procedure before
data can be transmitted using the reserved banlwlidis thus not possible to complete
the handshake in real-time if it is used only cawated distributed scheduling and the

topology is highly connected.

Hence, as can be seen from Fig. 14 Bendwidth Management Modukends
messages for the rtPS (MSH-DSCH uncoordinated) ha tlata subframe using
uncoordinated scheduling.. In addition, internatty,ensure a minimum delay, the traffic
from the rtPS class can borrow (be transmittedbemdwidth reserved for UGS traffic.
UGS traffic can then borrow bandwidth back from teserved bandwidth for the rtPS
class as soon as the uncoordinated scheduling Inakelss over. A characteristic of rtPS is
that it has a variable bit rate. Thus, it is higimgfficient to request a fixed amount of slots
for transmission for rtPS with persistence 7. Tin@y lead to many of these slots being
unused in many frames. As a solution, it is usedestimation of the number of slots

required per frame to send the arriving rtPS datd, request those slots with a persistence
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5 (reservation is valid for 32 frames). Using uncimated scheduling to reserve

bandwidth for a long term is not recommended asay lead to collisions.

For the nrtPS class we require periodic requesbrppities, which need not be in
real-time. nrtPS traffic is moreover delay toleratius we can use an estimator to find out
the amount of minislots required per frame and seggiests with a persistence smaller
than 7. As a result, we can periodically (usingns$raission opportunities in the schedule
control subframe) reserve the exact amount of battwequired for transmitting nrtPS
data. The BE service is very similar to the nrtB&ise with the difference that it is served
on a space-available basis. Thus, for BE the estoinaumber of minislots is reserved with
a persistence less than 7. The difference to ne®&at traffic belonging to UGS and rtPS

are allowed to borrow bandwidth reserved for BEitta

On receiving a request, tiBandwidth Management Moduig also responsible for
processing the request to find a mutually suitaeleof slots for a grant which is able to
satisfy the request. A poor choice for the granulMide for example a grant starting at a
frame before the three-way handshake can be coedplétis means that the slots in that
range will remain unused (data transmission usneggranted slots may not start till the
three-way handshake is complete as required bytredard). On the other hand, if the
grant starts from a frame much in the future aftanpletion of the three-way handshake it

leads to additional delay before transmission ¢art.s

The Bandwidth Management Moduls also responsible for maintaining an up to
date status of the MSH-DSCHAvailability IEs stored locally at a node. This involves

updating the status when receiving or transmitéitiger a grant or grant confirmation.

4.4 Summary

This chapter introduced the standard specificaiwrachieving QoS in PMP mode
and also the open packages for the QoS Mesh modestiVdescribed an architecture for
achieving quality of service in this operation modhis architecture, originally presented
in [7], was adapted for our implemented Mesh Qo$uie
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Chapter 5

5 Implementation of Mesh QoS

In this chapter we will present the developed Qu®itecture. The main objective of this
development was to achieve a differentiation dfit&lasses and QoS parameters as those

provided by standard PMP mode.

The starting point was the QoS architecture outllime [7]. In our work we have
proposed an adaptation of that architecture to dineulator project (ns2mesh80216)

provided by University of Pisa and Georgia Insétat Technology [13].

In the following sections we will introduce the oaton mode of the ns2mesh8016
simulator, where we carried out the implementatbrthe QoS architecture, followed by
the details of this implementation in section FBally in section 5.4, we show the results

an performance tests obtained in our simulation.

5.1 Network Simulators with Support for IEEE802.16 MeshMode

In the beginning of this work there were only twimslators that provided support for
Mesh topology of the IEEE802.16 standard (only fired access). Those are NCTUns
[11] and ns2mesh80216 [13].

We have worked with ns2mesh80216 because it runshenpopular Network
Simulator NS-2 [12] and provides a simpler langudgesed on c++/.tcl. Additionally it is
used by an extensive community of telecommunicatiesearchers and developers that

provide a wide support and feedback.
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The NS-2 is UNIX based and operates on multipldesys: Linux, Mac OS X,
Cygwin (Windows). On the other hand the NCTUns rank/ on Linux Fedora/Red Hat
V9.

5.2 The ns2mesh80216 Project

5.2.1 Introduction

The ns2mesh80216 consists on a patch to the N&31(vthat allows IEEE 802.16
wireless Mesh networks simulation. This extensioesdnot support Point-to-Multipoint

simulations.

The functions for enabling data transmission at Miager are fully implemented.
Access to the data sub-frame is negotiated by mefaiie three-way handshake specified
by the standard, while scheduling is implementedoating to the Fair End-to-end
Bandwidth Access (FEBA) algorithm [8]. Access toe tlzontrol sub-frame is also

implemented according to the standard distributectien procedure.

The medium access controller sublayer (MAC) is mdéeroperable with NS-2
routing algorithms and physical interference mosulestead, base classes for routing and
wireless channel modeling are specified by meankeofShortest-Path-First and Protocol-
Model reference implementations. For instance,etherno way to specify the (x, y)
position of the nodes (unlike 802.11 simulationdl®-2), because links between nodes are

logical.

For the simulations scenarios, there are a fewcpneepted mesh topologies

provided on patch. Some examples are shown inlbig.

To run simulations with, e.g., shadowing, and da#s, it is necessary to extend the
Channel class provided by simulator in order tgpsupthe desired model.

This extension does not include any QoS algoritbnadhieve efficient bandwidth
management for data reservation/transmission psotesnly provides priorities schemes

for handling exchanged traffic flows (i.e. WFQ, B
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Chain topology
Ring topology
Multiring 6 nodes and 4 branches topology Clique 6 nodes and 5 branches topology
Grid topology

Bintree topology

Fig. 15— Examples of topologies implemented on ns2mest@6ulator

5.2.2 Ns2mesh80216 Bandwidth Reservation Process

The ns2mesh80216 defines a continuous model fervason of the amount of requested
slots. The node which makes the request of bantweielis thelemand leve{Request_ISs)

corresponding to the number of packets waitingr@msmission in its internal buffer.

In the ns2mesh8016 approach, the requester nodayslsends thedlemand

persistencdield (number of frames for which request is vahd a null value.

When it receives the request message, the graetisadsponsible for analyzing the
bandwidth spectrum to search the maximum amouneasfiest contiguous slots for
reserving to this transmission. When the grantachees the amount of requested slots it
sends back information elements of reserved diotse number of granted/reserved slots
extends over several (contiguous) frames, the granses thepersistencefield (in
Grant_IE) to send in grant message a single Griargntry instead of multiples Grant_IEs

with the saméMlinislot StartandMinislot Rangevalues.
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When the requester node receives the responset (grassage) and sends the
confirmation message it probably has more packetsahsmit than those required initially
(if data flow is not reduced or stopped). This tusf data packets only can be requested
on next transmission opportunity which can taketitme of several frames, depending of

network density.

We observed in the described process that thefér@mee of data is performed in
burst periods. The requester/transmitter makesnih#iples requests according to the
amount of data in the output buffer, but betweequests (transmission opportunities)

there is a hold off transmission period, as shawfig. 16.

A

111

Minislots

o |r |v |w

' '

1 !

o o
EF AT LALE )
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'

233 234 235 / 242 243 244 .
! Frames / Time

Fig. 16 —Map of granted slots in the ns2mesh80216

Thus we conclude that the bandwidth reservation uleodised by nsmes80216
simulator ensures the transmission of data accgradirihe messages proposed in standard
for the Mesh mode, but does not have the abilitgpgecify QoS parameters such as jitter

and delay for exchanged packets in the network.
5.3 Main changes to ns2mesh80216 project to support Qaschitecture

In this section we will present the main changeglémented on the ns2mesh80216 model

to support the QoS architecture described in chapte
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5.3.1 Incoming Traffic Forecast

As shown in our architecture diagram (Fig. 14) welemented a function in th@ata
Management Moduléseerecomputecbr(header function in APPENDIX VI) to determine

the amount of data that is coming to output budereach service class.

This value is computed in time intervals correspogdio 32 frames and then
communicated t@Bandwidth Management Modulk.the calculated incoming traffic rate
changes more than 20% or reduces to zeroB#mwidth Management Moduleill be

informed to proceed with the appropriate bandwrétijuest change or cancellation.

This forecast function is more suitable for typesefvices for which constant flow
rates are expected, like UGS or nrtPS, but we tissdor all services traffic forecast. So,
the Bandwidth Management Modwell know exactly the transmission needs for aesiv
service flows inData Management Moduland will reflect them in more accurate

bandwidth requests.

5.3.2 Changes to MSH-DSCH Messages

In order to internally schedule the requests, gramd confirmations for different
types of service, in an independent way, we addé&kraice Clasdield (2 bits) to all
Request_IE, Availability IE, Grant_IE entries inckaMSH-DSCH message. So, the
scheduling control messages (MSH-DSCH) may contailtiple IEs entries referring to
the different service flows, with the exception tbe MSH-DSCH uncoordinated message
that reports only rtPS service information. Thisssage is sent in the data subframe, and

must be as smaller as possible to not reduce thevbdth of transmitting data channel.

The information elements (IEs) of each MSH-DSCH sage are internally
processed according to the corresponding servass griorities (first UGS and last BE),

I.e., the best reservations opportunities are gigegriority service classes.

Figures Fig. 17 and Fig. 18 show examples of twotrob messages containing
multiples IEs assigned to different services olgdim our simulation module.

Fig. 17 represents three requests from node 0desn® and 4 using the service UGS
(demand level 26), nrtPS (demand level 15) andd&nénd level 10).
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ferminal — bash — 118x40
() bash | (%] bash [Q bash

1.024881222 WHAC: irecvBurst  [3] stc B error @
Burst twype MSH-DSCH zize 24 error 8 txtime B.8080847 profile QPSK-1/2 source A
MSH-DSCH size 24 (remaining 72%
COORDINATION (8%
hiole B me 15 exp @ {this node)
AYATLABILITIES {83
REQUESTS {33

node 3 level 18 pers 32 zerv H
node 4 level 15 pers 32 serw 1
node 3 lewvel 26 pers 128 serw 3

GRAWTS/COMFIRMATIONS (@)
1.024851222 WHAC @ irecvMshDsch[3]

Fig. 17 — MSH-DSCH (request) message with multilservices

Fig. 18 (below) shows the response message sentfoole 3 back to node 0.

ferminal — bash — 118x40
(] bash | (] bash “'B bash

1.028A74833 WMAC: irecwBurst  [A] sre 3 error A
Burst type MSH-DSCH zize 25 error @ txtime 8.880871 profile QPSK-1/2 source 3
MSH-DSCH size 25 (remaining 7410
COORDINATION (8%
hiode Imx 15 exp @ (this node)
AYATLABILITIES (@)
REQUESTS (8%
GRANTS/COMFIRMATIONS (2
node A frome 262 stort 26 range 1A dir GNT pers 32 chon @ serv A
node A frome 262 start @ range 26 dir GNT pers 128 chon 8 serw 3
1.8Z28A74533 WMAC 1 irecvMshDach [A]

Fig. 18 — MSH-DSCH (grant) message with multiplesktvices

5.3.3 Unsolicited Grant Service Grants

According to the specifications defined in 802.1é8ndard for UGS class in the PMP
mode, the packets are of equal size and are sartatstant bit rate (CBR).

In ns2mesh80216 simulator there is no distinctibseovice classes. The transmitter
node sends a request every time it has an accesstopty, totaling the number of
packets accumulated in the output buffer. This @doce is repeated throughout the
simulation, whenever the requester has an oppdytuai access the schedule control

subframe.

In our QoS implementation the transmitter node qaaview the amount of
information to be sent and then reduces the maliptquests into one. It sets the Demand
Persistence field with value 7 (good until canaBlleor UGS service or with value 5 (32
frames) for rtPS, nrtPS and BE services; and iDi@and Levelield, it sets the forecast
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traffic rate obtained in théata Management ModuleSee the example in Fig. 19

compared with the one in Fig. 16.
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Fig. 19— Map of granted slots in the QoS implementation

This way it will not be requested the amount ofadiiiat is waiting for transmission,
but the amount of data to be effectively transrdiiteeach frame for achieving the desired
transfer rate. So, we can reach constant delays j{iter) and minimize the end to end
delays for transmitted packets.

It is also intended that the UGS traffic has ptioover nrtPS and BE. For this, the

receiver node may have to cancel/discontinued vasens of these services if the
bandwidth spectrum is full. If it is the case, tleeeiver sends in an Availability IE the

range of slots to be cancelled. Theection value is set to zero to inform the transmitter

node using these slots that those are now unalaii@btransmission.

5.3.4 Real-time Polling Service Grants
To reduce more the end-to-end delay reached for B&@ce and thus making possible
the transference of voice and image in real-time,had to reduce the time of tree-way
handshake for the bandwidth reservation process.

The option, as referred previously in Chapter 4s wasend the scheduling control
messages in the data subframe together with ther aldta traffic, instead of using the
scarce number of control opportunities (controllgyér).

The uncoordinated scheduling was not implementethénns2mesh80216, so we

assigned th8andwidth Management Moduier this process. He has to reserve 3 slots for
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each link between neighboring nodes and opportusey the rtPS scheduling messages

on these slots.

In this service we also used the bandwidth requessed on information provided
by Data Management Modulérecasts withPersistence Leveb (reservation whit 32

frames of duration).

It can still happen that the receiver has to bor(ansmit in) resources allocated to
nrtPS and BE services. In this case the procedusamilar to that outlined for the UGS

service class.

5.3.5 Non-real-time Polling Service and Best Effort Grans

In these two services the reservations are maage3hframes basis changing bhemand

Leveldepending on the traffic necessary.

The differences are on the priorities in schedulimgir control messages (requests
and grants). The BE available slots for transmissioe restricted by the remaining
resources after all the other services have maaertservations.

For the nrtPS service, it must be assured a minitmansfer rate (minimum number
of slots per frame), defined by network operatdrug the higher priority classes must take
this factor into account when they need to canc#t 3 reservations. Only the slots that
exceed this bandwidth threshold can be canceled.

5.4 Performance Tests and Results

5.4.1 Simulation Environment

For the simulation tests we used the settings textin the IEEE 802.16 standard with
profP3_10profile [1]. In particular, the bandwidth per clmah was 10 MHz, and frames
duration equal to 4 ms, including the control sabfe and data subframe. The
XmtHoldoffExponenparameter was set to 0. Further the control freength was set to 4
slots and the 16-QAM-1/2 MCS profile was used fatad modulation, this allowing
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achieving a transfer rate per channel of 13 Mbfan3mission errors in the physical layer

were not considered, allowing us to focus essdyial the MAC layer performance.

We used the distributed scheduling for the Meshkvorit control and we stated the
value of 100kB for input buffers of each traffiod. The simulation tests were undertaken
using the independent replication method [14]. &ach scenario we run 10 independent
simulations, each with 20 s of duration, havindadbiization/initial network configuration

period of 2 s.

5.4.2 Performance Evaluation of UGS Service Class

In order to test the performance of UGS class, sexlithe topology configuration shown
in Fig. 20, with 5 SSs all connected with each nthe. each SS is in range of the

remaining 4, allowing only one-hop communication.

Fig. 20 —5 nodes clique topology (multiring 5 nodes - 4 lotees)

A constant bit rate (CBR) traffic of 1Mb/s was suttad to the network. As all the
SSs are on the same conditions it is not relevafibidg the transmitter or receiver node,
since they are randomly assigned. We used diffepatket sizes in the various
simulations, increasing up to 1700 bytes with 19@$ intervals.

The average delay per packet obtained in this sitioul is represented in Fig. 21.

We therefore noticed that the delay in CBR transmiscan be substantially reduced
by means of the prediction of the transmission saeed reservation of the same amount
of slots in all frames (amount of data calculatedtfansmissions of 4 ms intervals). In the
original model much time is spent with the requést reservation and following

renegotiations.

It was also found that in general the delay inazsagith the packet size used, mainly
in the QoS model.
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Fig. 21 —Average delay for the UGS service packets

In the above example, for flows of 1Mb/s, it is esgary to send 500 bytes (4000
bits) per frame (4 ms) to avoid throughput losse B00 bytes per frame are equivalent to

21 slots per frame.
In the QoS model a reservation for 21 slots wasatiadan indefinite period.

If the packets are larger than 500 bytes, they havbe fragmented in several
frames, which increase the end-to-end delay pdtgbachus, there is a direct relationship
between the number of requested slots and the paideused, as showed in Fig. 21 and
further in Fig. 22. In this last example we usedkaess of 500 Bytes and changed the
traffic flow rate. We observed that the minimumadefor packets exchanged was obtained
for 1Mb/s flow rate as similarly as in Fig. 21.

I The conversion of bytes for slots is given by espien (bytes!) + 1, witha = NR_BITS PER_SYM x
NR_SYM_PER_SLOT / 8 (in bytes). In this case NR_BIPER_SYM = 200; NR_SYM_PER_SLOT = 1;
o =25.
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Fig. 22 —Delay for implemented UGS service class

This relationship can be optimized in order to mmizie the total delay of traffic

flows.

5.4.3 Performance Evaluation of rtPS Service Class

¢ Simulation 1

To test the performance of rtPS class, it was demed again the comparison with the
original ns2mesh8016 model. In a first approachwés used the chain topology
represented in Fig. 23, in order to assess theoymeaince evaluation according to the
traffic flow length (number of hops in the netwarktil reach the receiver).

We usedelnet traffic and changed the receiver node along thenglensuring that

the transmitter node was the first node in therchai

lhop 2hop .. nhop

N - ~
b & 0 O O—O
S S S

Fig. 23— Chain simulation topology

>

2 Telnet traffic is generated via the Telnet ns2 mppibn and uses the NewReno flavor of TCP, with th
default ns2 configuration parameters.
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Fig. 24 shows that, even for the rtPS case, thaydeér packet decreases when
compared with the original model. The differencéns®n both is relatively stable along
with the number of jumps variation of the traffiow. With the rtPS implemented model

we achieved an average reduction of 93 ms.

Also note that rtPS flows that extend for more thao-hops reach values of delays
not acceptable for real-time voice and images trasson (more than 100ms).
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Fig. 24— Delay for the rtPS service with increasing nuntferops/traffic flow

¢ Simulation 2

In this simulation we tested the behavior of tHeSrtservice while increasing the
mesh network density, i.e. increasing the numbenedhbors per node. To do this we
followed the multi-ring topology. We used this tépgy in order to successively increase
the number of neighboring nodes and allowing fleivevo-hop connections, as shown in

Fig. 25.

We used agaitelnetflows.
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Fig. 25 — Two-hop flows within multi-ring topologie

In Fig. 26 we verify the strong dependence of peckielay with the required time
for the three-way-handshake agreements. This rsyh@iogressively higher for networks
with higher density, as seen in the line with dar&@mbs for n2Zmesh80216 simulations.
However, we notice that this does not happen inioyemented rtPS class (line with
light rhombs), which uses the data subframe to semdtrol messages (distributed
uncoordinated scheduling), avoiding the competitith its neighbors to access control
opportunities (coordinated distributed schedulitgthis way, we obtained an rtPS service
flows constant delay of 6ms for all network demstiested in this simulation.
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Fig. 26— Delay for the rtPS service with increasing netnaensity
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5.4.4 Mixed Service Class Simulations

¢ Simulation 1

In the following simulations we can observe thedwdr of the three service (UGS, nrtPS,
BE) classes designed to support higher data tnaretfes. Let us see how they react while

increasing the transmission rates to the exhausfitimee bandwidth data spectrum.

We used the multiring 5 nodes topology, with alles connected and CBR traffic

flows for all service classes.
We also set a minimum threshold rate of 1MB/s foiP8 service.

We verified that for the nrtPS service is guaratiteéransmission rate larger than or

equal to 1 Mb/s.

End-to-end throughput (Mb

0 1000 2000 3000 4000 5000 6000 7000
Cbr flow rate (Kb/s

Fig. 27 —Throughput of UGS, nrtPS, BE and original ns2me&80dws

We noticed that above 5.5 Mb/s it is no longer gidego transmit BE traffic and the
UGS flow stabilizes to allow the co-existence with nrtPS traffic, achieving

approximately 11Mb/s for the total data channel throughput.

In Fig. 28 we analyze the delay of each service flo
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Fig. 28 —Delay of UGS, nrtPS and BE services and originahmess80216 flows

The UGS traffic packets have a minimum delay (o¥similar to that achieved in
Section 5.4.2 simulations. This value is practicalbnstant, but reaches the 30 ms for
above 5.5 Mb/s rates, when the flow begins to inéeid by restrictions of the transmission
channel and of the nrtPS traffic. In Fig. 29 weoabbserve that the UGS packets loss is
zero until this point and from here starts incregsvith 19 packets lost per second for 5
Mb/s and 105 packets lost for 6 MB/s.

The nrtPS flow has always a delay lower than theragye obtained for the three
simulated flows in the original model. But regaglipackets loss, this service reaches
higher values than the average obtained in ns2mM@4i88 This fact is related to the
gueuing size used in the original model and in@uS model. In the original model the
buffer is unique and 100000 bytes sized, whilehi@ QoS implementation we used four
different buffers (one for each class) with 2509€b each.

The obtained delay in BE service is quite unstaieyever it accompanies the trend
obtained in the ns2mesh80216 simple model anddbkep loss is slightly higher than the

obtained for nrtPS service.
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Fig. 29 —Packet loss of UGS, nrtPS, BE services and origia2ines80216 flows

¢ Simulation 2

In the last test case we simulated a network usageario that is very close to the
current needs of a telecommunications service gavviwe used four traffic types each
one with different characteristics: CBR trafficll&sS classtelnetcalls in rtPS class, video
streaming in rtPS class and internet traffic with &ervice.

The CBR traffic was configured with a transfer rafelMb/s and packets of 500
bytes. Internet traffic was generated by flows Has® a super-imposition of four
Interrupted Poisson Processes (IPPs), with paakiets92 bytes. This simulation was

supported by the 5 five nodes clique topology.

Fig. 30 shows the throughput achieved by each cersfiass while increasing the
number of flows. The UGS and rtPS services obtathedequired transferring bandwidth
before the transmission channel exhaustion is eghathich was observed with 4 traffic
flows per service, approximately 20Mb/s of totahtaidth. It is still observed that for
more than two flows per service, the nrtPS and &fzises have the bandwidth limited by
the increasing use of the two higher priority ctss@mainly UGS service). The BE service
is totally blocked above the four flows.

66



Chapter 5 - Implementation of Mesh QoS

45 r

[ —e—QosuGs | ! | !
I —e—QoSrtPS \ \
35F —o—QosnrtPs S

End-to-end throughput (Mb

number of flows/service classe

Fig. 30 —End-to-end throughput for UGS, rtPS, nrtPS and @fises

Fig. 31 shows the similar analysis by traffic flowhe throughput reached by nrtPS
traffic is not annulled but it gradually decreasesh the increase of its flows. The
bandwidth range reserved for nrtPS service (coomdipg to 1Mb/s) is shared by the

several active nrtPS flows. The same applies t@JB8 service for more than 4 flows.
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Fig. 31- End-to-end throughput per traffic flow of eachfic class

In what relates to the average delays observed 82ig we found that the UGS and

rtPS classes obtain delays of the same order ohit@g, 0.3 ms and 0.5 ms respectively.
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For the nrtPS service we got a delay of 165ms5factive flows, and with BE service the
packets delay reaches 350ms.
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Fig. 32 —Average end-to-end delay for UGS, rtPS, nrtPS dic&vices
5.5 Summary

In this chapter we described a set of simulati@rged out along this thesis work for
testing the implemented module and presented aighgm concerning the performance.
We first simulated UGS and rtPS services as thet mm@gortant services that required
more implementation details to agree with similsses in the PMP mode. Finally we
simulated all services in the same scenario tothestesponse of sharing the bandwidth
limited resources. All the simulated scenarios walso tested in the original version
presented in ns2mesh8026 and the results were cedthpath those obtained in our
implemented model. We showed the improved resaolisur QoS model, which gives us
the strong conviction that the specified algorithems in the good way for contributing to

solve the open issue of QoS in 802.16 Mesh networks
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Chapter 6

6 Conclusions

In present thesis we implemented a 80216 Mesh @o&lation module that matches the
bandwidth needs of each service class, similarthéostandard Point-to-Multipoint mode.
In addition of internal mechanism of the trafficdeduler (internal QoS, as is expected in
the standard for the Mesh mode), the presented Inadidess that the bandwidth is shaped

to the performance requirements of each servigscla

The bandwidth usage is optimized while the QoS irements (throughput, delay,
jitter, etc) are met for the different services.isTRQ0S model supports the same QoS
classes as described for the PMP mode, i.e., UBS, nrtPS and BE, but now applied to
IEEE 802.16 Mesh topologies.

From the obtained results we identify some advasagesulting from the
implemented QoS architecture. For example, the Uf@S8ic flows (with a constant
transfer rate), reserved withersistenceof 7 (good until canceled) are well suitable for
CBR traffic types that maintain a constant transiors rate over a period of time. The
reservations wittpersistenceof 7 avoid the use of periodic bandwidth requéats well
their respective offers and confirmations) for #ane amount of data, thus freeing space
in the scheduling control subframe which can beluseanother way. As being reserved
the bandwidth amount required by the UGS flow (wgérsistenceof 7), the QoS
architecture permits to achieve the delay andr jttiat are characteristic of the UGS class

(in PMP mode) for each flow jump along the Meshnmek.

For the traffic belonging to the rtPS and nrtP3$sts, the QoS architecture does not
make reservations for long periods, since thereegpected variations in data transfer rate
of these flows. In our study we used request regiemns with a duration of 32 frames
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(persistence= 5). In this way, the probability of bandwidth stimg or lacking is reduced,
which would be the case if it were used uniqueriegmns for undetermined periods of
time. Additionally, essential QoS requirement foe ttPS - delay end-to-end - has been
optimized, thanks to the abolition of the coordaththree-way handshake delay. These
agreements, over the various rtPS flow jumps, arénér aggravated with the increase of
the number of neighboring nodes (higher densitthefnetwork). In this service type the
scheduling messages are transmitted in the dateasualong with the rest of traffic data.
This can bring some possibility of collisions betmethe scheduling messages and other

traffic, but with our procedure we reduce collisdo a number almost insignificant.

For nrtPS traffic the throughput is more importasd,the QoS architecture uses the
normal scheduling (coordinated distributed schedpliin the control subframe to

complete the three-way-handshakes.

For BE traffic the QoS architecture attempts tocdte the remaining resources of
previous classes reservations. We noticed, how#hatrpottleneck can occur in this traffic

class when the network is overloaded with higherjy streams.

6.1 Further Work

The current work will serve as a sustained basisémtinuing studies of QoS in IEEE
802.16 Mesh Networks. Nevertheless there are soomaspthat can be improved to
achieve a more stable and robust model. The foBitpand perhaps the most critical in
this simulation solution of IEEE 802.16 mesh netsoiis the development of the position
identification model of network components, asxists in other modules included in NS-
2, which enables to specify the cartesian coordsatX, Y, Z) of each network

component, so that the physical layer can be imrdemce with links loss and IEEE

802.16 adaptive modulation feature.

This development would also enable the integratdath the NAM graphical interface,
often used in simulations with NS-2. This graphicaérface allows the user to view the
representation of built network topology and itsexgtion during the simulation.
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Established connections, information exchangedfigamation messages, packet loss, are
some of the indicators that may be visible in gl model.
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APPENDIX |

PSEUDOCODE FOR ACCESSING NETENTRY SLOTS [1]

1 /«TFariakle Definitions +/

2 J/MSHNENT Message queue

3 Pkt +MSH NENT MsgQ =NULL:

4 J/SponsorsState and OthersState record the NetEntfry

5 uint SponsorsState =UNAVAILABIE, OthersState =BUSY;

6 /) Address in the MSHNCFG packer form the sponsor or other nedes,
7 " which can be used to derermine the availability of the next
8 * NetEntry transmission opportumity

9 S/ SponsorsState can be UNAVAILABLE AVAILARLIE and POLLING.

10 // OthersSrate can be AVAILABLE and BUST.

11 uint OthersMaxMacAdr =0xFFFFFFFE. OthersMinMacAdr =0x00000000 ;
13 void RecvOutgoingMSH-NENT Msg (Pkt +MSH-INENT Msg) |

14 MSH-NENT MsgQ—=enqueue (MSE-NENT Msg):

15}

16 veoid RecvincomingMSH-NCFGMsg (Pkt «MSHINCFGMsg) |
17 if (MSH-NCFGMsg—=sourceMacAdr ==sponsorsMacAdr) {

18 switch (MSH-WNCFGMsg—NetEntryAddress)

19 {

20 case Ox000000000000: SponsorsState =AVAILABIE: break:

21 case mybfacAdr: SponsorsState =POLLING:; break:

22 default: break:

23 }

2 b oelse {

25 switech (AMSHINCFGMsz—NetEntryAddress)

26 {

27 case Ox000000000000: break :

28 default: OthersState =BUSY:

29 if (OthersMaxMacAdr MSH-INCFG Mszg—NetEntryvAddress)
30 OtherMaxMacAdr=MSH-NCFG Mzg—NetEntryAddress ;
31 if (OthersMinMacAdr =MSH-NCFG Msg—=NetEntryAddress)
32 OtherMinMacAdr =MSH-NCFGIMsg—=NetEntryAddress;
33 }

4 }

EI

36

37 void NetworkControlSubframeStart () |

38 bocelean xmt =FALSE:

349 if (WEH-WENT MsgQ-—=qLlength (3} {

40 if (SponsorsState ==AVAILABIE){
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if (OthersState !=BUSY) zmt =IRLE;
1
else if {SponsorsState ==POLLING) |
if (OthersState !=BUSY) |
xmt =TRUE;
1
elze
{
if (({mayMacAdr =OthersMaxMacAdr)&&(even supperframe )}||
({mayMacAdr <OthersMinMacAdrj&&(odd supperframe})) {

zmt =TRUE:
t
}

}
t
if (=mt)

Pkt +MSH-NENT Msg =MSH-NENT MsgQ—>getHead ();

MSH-NENT Ms3zQ—-dequeune (MSH-NENT Msg ) ;

SendOutPkt (MSH-WENT Msg, nextNetEntryslet);
t

SponszorsState =UNAVAITARBIE;
OthersState =AVATARBIF;
OthersMaxdMacAdr =0=000000000000 ;
OthersMinMacAdr =0xFFFFFFFFFFFE ;
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MESH NETWORK ENTRY MESSAGE SEQUENCE [1]

Sponsor node New node

Nodes in network routinely MSH-NCFG:
advertise network with Network Network Descriptor
Descripror (zee 6.3.7.5.5.4).

Mew node as starmp searches for
MSH-WCFG messages with

MSH-NENT: Emvor%cﬂj[l)cscﬁptm (ser alsa
Nﬂdf can E‘E L':i{ll.‘ to Il‘ElJJI'I.d XPI‘E“[.I}REqUEET Bue 2
negatively with NetEntryReject -
or can respond positively with
HetEmryOpen reporting new
node’s MAC address and
schedule allocation for lughet-
layer anthentication and .

MSH-NCFG:
ED]]ﬁE’lLl’HtIU]l flf]ungf NeiEn f|}'0‘|:|[in
-
New node sends ACK to confirm
MSH-NENT: schedule.
NetEntryvAck

Security sublayer and basic capabulity exchange operations

MSH-NENT: After anthentication and config-
NelEnuvClose uration have been completed,
. — node closes the entry procedure

Sponsor ACKs closure of

sponsorship.

[ﬁ following MSH-NCFG

packets, node sends all-zero )

NetEntry MAC address MSH-NCFG:

{indicatng ready to sponsor new —XprNENTT )

node) or scts NetEntry MAC NWetEntrvAck Node 15 now regular node m the

address flag to 0. - = network
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APPENDIX IlI

MSH-CSCF MESSAGE FORMAT[1]

Svntax Size Nodes

MEH-CSCF Message Format() |

Management Message Tvpe =43 E birs
Configuration sequence number 4 burs
NumberOfChannels 4 birs

for (i=0; 1= MumberQOfChannels; ++1) §

Channel index 4 birs
]
Paddinz Nikble Dor4bits | Padtill byte bomndary
NumberOfNodes B bits

for (i=0; 1= MumberQfMades: ++i) |

MNodeIDy 16 bir= Tode index for this node 95 ¢

NumOfChildren E birs

for (j=0; 7= NumberOfChildren; +=3) {

Child Index B bits Index of /™ child node.
Uplink Burst Profile 4 s EBurst profile from }'J‘ child node.
Dawnlink Burst Profile 4 birs Burat profile Tc-.sﬂ* child node.

H

81






Appendices

APPENDIX IV

Main functions of the MAC Coordinator Module

/' Manage MSH-DSCH message from the MAC.

void recvMshDsch (WimshMshDsch* dsch, double txtime = 0);
/' Manage MSH-NCFG message from the MAC.
void recvMshNcfg (WimshMshNcfg* ncfg, double txtime = 0);

/' Election procedure for Dsch called by handle().
void electionDsch ();

/' Election procedure called by handle().

void electionNcfg ();

/! Election procedure called by handle().

void electionNent ();

/[ Competition procedure

[*!

Run the standard mesh election procedure as specif ied in

IEEE 802.16-2004 standard, Section 6.3.7.5.5.6 pp. 159-160

nextXmtTime_is filled with the slot number relati ve to

the node's next Xmt Time

*/

void competition (std::list<NeighInfo>& nghList,MyInfo& my,
wimax::BurstType type);

/' Find the competing nodes given a certain XmtTim e.

[*!

Each neighbor that is considered to be a competito r has the competing_

flag set to one into the nghList vector.

Return the number of competitors.

*/

unsigned int competingNodes (  unsigned int TempXmtTime,
std::list<NeighInfo>&

nghList);

/' Execute the mesh election procedure
[*!
This function is identical to that in the standard p. 160
*/
bool meshElection ( unsigned int TempXmtTime,
short unsigned int nodelD,
std::list<Neighinfo>& nghList,
wimax::BurstType type);

/' Return the holdoff time.
unsigned int computeHoldoffTime( unsigned holdOffExp);

/I' Return the XmtTimeMXx.

I*!

Find x in the following formula given NextXmtTime and holdOffExp:
27holdoffExp*x < NextXmtTime <= 2~holdoffExp*(x+1)

*/

unsigned int computeXmtTimeMx( unsigned holdOffExp, unsigned NextXmtTime);

/I' Return true if a node is eligible.
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bool eligible ( unsigned xmtmx, unsigned TempXmtTime, unsigned holdexp);
/' Return the hash for nodelD; see IEEE 802.16 std pp. 160.

unsigned int inline_smear( unsigned short int val);

/[ Compute the control slot from the dawn of time.

unsigned int currentCtriSlot( double txtime = 0);

/[ Compute the MSH-DSCH slot from the dawn of time

unsigned int currentCtrISlotDsch( double txtime = 0);
/[ Compute the MSH-NCFG slot from the dawn of time

unsigned int currentCtriSlotNcfg( double txtime = 0);

84



Appendices

APPENDIX V

Main functions of the Bandwidth Management Module

/' Decode grants/confirmations from an incoming MS
[*!
There the following cases:

- for each grant addressed to this node, a confirm

to the pending list of confirmations (managed by ¢
the granted minislots are marked as unconfirmed un
(in the unconfirmedSlots_ bitmap) and the amount o
granted by a neighbor is updated

- for each grant not addressed to this node, an un
added to the pending list of availabilites (manage

- for each confirmation addressed to this node, up
data structure

- for each confirmation addressed to a node which
first-hop neighborhood, mark the confirmed minislo
for reception from this node
*/
void rcvGrants (WimshMshDsch* dsch);
/' Decode availabilities from an incoming MSH-DSCH
[*!
We update the status of neigh_tx_unavail_ based on
availabilities.

*/
void rcvAvailabilities (WimshMshDsch* dsch);
/' Decode requests from an incoming MSH-DSCH messa
[*!

For each request addressed to this node, add the n
requested to the req_in_ data structure.

*

/
void rcvRequests (WimshMshDsch* dsch);

/' Confirm pending grants.
[*!
For each confirmation in the unconfirmed list, we:

- try to send as many confirmation as possible, pr
the slots that have been granted are still availab
transmission by this node (via the self _tx_unaval
- update the status of the cnf_out_ data structure

- set the minislots reserved for transmission at t
will be used by the handle() function to trigger t
scheduler at the MAC layer. Both self_tx_unavl_ an
are updated

Note that the cnf_out_ data structure is updated w

of minislots actually confirmed which will be used

*/

void confirm (WimshMshDsch* dsch, unsigned
serv_class);
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/' Advertise pending availabilities.
void availabilities (WimshMshDsch* dsch, unsigned int s);

/I' Request/grant bandwidth.

[*!

:TODO: more documentation (come on, this is a crit ical function!)

Let H be the average number of frames between two consecutive
transmission opportunities of this node, and H' th € same measure
for the node to which we are currently granting ba ndwidth.

The time window over which we grant bandwidth is N OW + [H',H + 2HT.
The granted minislots are marked as unavailable fo r reception.

The amount of granted minislots are udpated.

*/

void requestGrant (WimshMshDsch* dsch,
unsigned int ndx, unsigned int s);

/' Get the interval between two consecutive contro | opportunities in
frames.
unsigned int handshake (WimaxNodeld x) {
return  ( unsigned int ) ceil (

(fabs ( mac_->h (x) -
mac_->phyMib()->controlDuration() ))

/ mac_->phyMib()-
>frameDuration()); }

/I' Return the quantum value of a given input/outpu tlink, in bytes.
unsigned int quantum ( unsigned int ndx, wimax::LinkDirection dir) {
return ( unsigned int ) (ceil(wm_.weight (ndx, dir) * roundDuration_)); }

/' Search the transmit slots reserved for sent unc oordinated messages.
void search_tx_slot ( unsigned int ndx, unsigned int reqState);

protected

/' Invalidate the data structures' entries for the current frame.

void invalidate ( unsigned int F);

/' Cancell UGS reservation for requester's neighbo urs and itself

void cancell_Requester ( unsigned int ndx, unsigned char s, WimshMshDsch*
dsch);

/' Cancell UGS reservation for granter's neighbour s and itself

void cancell_Granter ( unsigned int ndx, unsigned char s);
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Appendices

APPENDIX VI

Main functions of the Data Management Module

/I' Add a MAC PDU to this object.
void addPdu (WimaxPdu* pdu);

/I' Schedule a new data burst to a neighbor.
void schedule (WimshFragmentationBuffer& frag, WimaxNod eld dst, unsigned
int service);

/' Drop a PDU (by deallocating PDU/SDU/IP).
void drop (WimaxPdu* pdu);

/' Serve a flow until its deficit or backlog are e xhausted.
bool serve (WimshFragmentationBuffer& frag,
unsigned int ndx, unsigned int serv, bool unfinished);

/I' Recompute the quanta values of a given list of flow descriptors.
void recompute (CircularList<FlowDesc>& rr);

/I Traffic forcast based on data fuffers variation

void recomputecbr ( unsigned int ndx, unsigned char s unsigned int
bytes);
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