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Resumo

Redes Auto-organizadas, Avaliacdo Experimental, Mobilidade, Arquitecturas
de Mobilidade, redes ad hoc

As redes moveis ad hoc (ou auto-organizadas) sdo um assunto que nos ultimos
anos tem ganho muita atencao da comunidade cientifica. Os problemas asso-
ciados a este tipo de redes foram amplamente estudados e expostos, foram
propostas solugdes, e algumas até foram tornadas um padréo da indUstria.
No entanto, a grande maioria do trabalho realizado, é dedicado a resolver sé
um problema de cada vez. Da mesma forma, as solu¢des que sdo testadas
por forma a verificar a sua validade, muitas das vezes, sdo testadas recor-
rendo a trabalho de simulacdo. Uma parte do trabalho que é apresentado
nesta dissertacdo de mestrado, junta uma série de protocolos desenvolvidos
para redes ad hoc, os quais providenciam funcionalidades como: auto config-
uragdo, encaminhamento unicast e multicast, qualidade de servigo e taxacao
com incentivos numa Unica solucdo integrada que interliga as redes ad hoc
a redes infra-estruturadas funcionando como uma extensédo das mesmas. O
demonstrador criado é avaliado de forma experimental, e os resultados obtidos
sédo apresentados e discutidos. Uma vez que a rede ad hoc esta interligada a
rede infra-estruturada, num ambiente de quarta geracao, € também apresen-
tada uma arquitectura que suporta mobilidade de ndés entre redes ad hoc e as
redes infra-estuturadas que fazem parte do ambiente heterogéneo, e de este
para as redes ad hoc é apresentada. A rede geral onde a rede ad hoc é in-
tegrada suporta novas tecnologias e tendéncias em gestao de mobilidade, tais
como o protocolo em desenvolvimento IEEE 802.21 Media Independent Han-
dover e gestdo de mobilidade baseada em Dominios de Mobilidade Local. A
forma como a rede ad hoc se integra com as tecnologias presentes na rede
infra-estruturada, e como as especificidades da rede ad hoc séo escondidas, é
descrita e explicada.
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Mobile Ad hoc network is a subject that has gained lots of attention from the
research community in recent years. The problems inherent to this types of net-
works have been studied and exposed, solutions have been created and even
standardized. However, the vast majority of the work performed is dedicated to
only one problem at the time. In addition, the tests performed to validate the
produced solutions are, most of the times, obtained through simulation work.
The work presented in this thesis gathers together a set of ad hoc protocols,
providing functionalities such as auto-configuration, unicast and multicast rout-
ing, quality of service and charging and rewarding in one integrated testbed,
serving as a stub network in a hotspot scenario. A experimental evaluation is
performed, and results are presented and discussed. Additionally, since the
network belongs to a hotspot of fourth generation, a architecture that supports
mobility of nodes between the ad hoc network and infrastructure networks is
presented. The general network that includes ad hoc network integrates and
supports the new technologies and tendencies in mobility management, such
as the IEEE 802.21 Media Independent Handover and mobility management
based on Local Mobility Domains. The way the MANET fully integrates with the
infrastructure network, and how the ad hoc networks specific characteristics
are hidden, is also presented and explained.






Contents

3
|1 3 Obiectivels .................................... 3
L4 conmibutiods . ... ... 4
|;L5_D|ap9§|1|gh ................................... 5
2 Mohile Ad Hoc Networkd 7
|2_’I._Sp_e_Q'Lti£_Qha.Laclerle|cs ............................. 8
|2.2_Sp££Lth_Legui|£mﬂ||1ts .............................. 9
bot Routi .. ... 9
|ZZLAddLe$s_Aum;QQnIiguLali|on ..................... 16
|2 2.3 Quality of Servi&e ........................... 17

b33  Unicastand Multicast Routing . . » .+« « o oo 23
i B0 . . s 23
122 24
B Experimental Evaluatiod 25
b1 Mobile Node Architectute . .+« o oo 26




‘ ery .
4.4.5 Virtual identities and Virtual i;iﬁ&éﬂes ................ 74

EMANELM.ODHHV Architecture . . . . . . . . ... ... 76

4.5.1 Mobile Node and Gateway architecture . . . . . .. . ... ... 76









List of Figures

|3._6_S_L|:ing topolo ' StS L L 36

)V 7 3

” i -tfime” ation . ... ... uw. .. ... 43
|3 9 QoS initial setup differentiation for the first hop contied .......... 44
|3 10 Cumulative delay for the 64 kbits traffic or(inIe .............. 47
|3 11 Cumulative jitter for the 256 kbits traffic orol‘ile ................ 49
B.12_cumulative overhead with the increase of functioregiti. . . . . . . . . . . 49
|4 1__Mobile IPv6 example architectLre ....................... 54
|4 2 Local mobility domain exampies ...................... 58

|4 11 Gateway architectlhre .............................. 79
|4 12 Gateway MANET modules in de{ail .................... 80

Mﬂammmmmﬁwuﬂm&ﬂﬂsc P - 74




Vi



List of Tables

3.9 Delay both with and without data authentication. Unicasiting, auto-

configuration, QoS real-time and charging are active . . . ...... .. .. 48
3.10 Jitter both with and without data authentication. @staouting, auto-configuration,
QoSreal-time and chargingareactive . . . . . ... ... .. ... ... 48

Vii



viii



Acronyms

Acronym Description
3GPP Third Generation Partnership Project
AAAC Authorization, Authentication, Accounting, and Charging
ADRM Adaptive Demand-Driven Multicast Routing protocol
AIMD Additive Increase Multiplicative Decrease
AODV Ad-hoc On-demand Distance Vector routing protocol
AP Access Point
AR Access Router
CBR Constant Bit Rate
CoA Care-of Address
CPU Central Processing Unit
CTS Clear to Send
DNS Domain Name System
DSR Dynamic Source Routing
DYMO Dynamic Manet On-Demand Ad hoc Routing
ECDSA Elliptic Curve Digital signature Algorithm
GMD Global Mobility Domain
GMP Global Mobility Protocol
GSM Global System for Mobile Communications
GW Gateway
GW_INFO | Gateway Information
HA Home Agent
HI Host Identifier
HIP Host Identity Protocol
HIT Host Identity Tag
HMIP Hierarchical Mobile IP
HoA Home Address
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
INRIA Institut National de Recherche en Informatique et en Autiqua
INSIGNIA | In-band Signaling system for supporting quality of seniitad-hoc networks
P Internet Protocol
Continued on next pag

11%




continued from previous page

Acronym Description
IPv6 Internet Protocol version 6

LMD Local Mobility Domain

LMP Local Mobility Protocol

LSI Local Scope Identifier

MAC Medium Access Control

MAG Mobility Access Gateway

MANET Mobile Ad-hoc NETworks

MAODV Multicast Ad-hoc On-demand Distance Vector
MGEN The Multi Generator Tool set

MIG Multicast Internet Gateway

MIH Media Independent Handover

MIHF MIH Function

MMARP Multicast MAnet Routing Protocol

MN Mobile Node

MOLSR Multicast Optimized Link State Routing

MPR Multi Point Relay

MSC Message Sequence Chart

NEMO Network Mobility

NIC Network Interface Controller

ODMRP On-Demand Multicast Routing Protocol

OLSR Optimized Link State Routing Protocol

PACP Polynomial-assisted Ad-hoc Charging Protocol
PDA Personal Digital Assistant

QOLSR Quality of service for OLSR

QoS Quality of Service

RTS Request to Sent

SCP Secure Charging Protocol

SWAN Service Differentiation in Stateless Wireless Ad-hoc Nets
TBRPF Topology Dissemination Based on Reverse-Path Forwarding
TCP Transport Control Protocol

UDP User Datagram Protocol

UMTS Universal Mobile Telecommunications System
VID Virtual Identifier (or Virtual Identity)

WiFi Wireless Fidelity

WLAN Wireless Local Area Network










Chapter 1

Introduction

1.1 Self organized networks

Ad hoc is a Latin term which means "for this purpose”. It is gengralbed to refer to a
solution that has been designed for a specific problem, eoerglizable, and can not be
adapted for other purposes. It is commonly used to desciitamdcrafted work, a makeshift
solution that appears to solve an inspected problem thatresga improvised resolution.

In computer networks, ad hoc is used to refer to spontaneaetess network, that
surges to establish a connection only valid for the duratfmne session and requires no pre-
established infrastructure. Instead, the participanicgsvdiscover each other within range
of transmission to form a network for those computers. Thst waajority of the networks
referred to as ad hoc, uses the IEEE 802.11 standard opeiatian Independent Basic
Service St (IBSS) mode.

Infrastructure networks rely on organization to acconfipiemmunications. In these
networks each element has a well defined role, and all elenagatorganized into complex
architectures. The roles of the elements follow the clssrirer model, in where one element
provides a service, and other(s) utilize that service. Titgesarchitecture is designed and
planned by engineers, and each element plays a well defiskdtathe architecture. The
advantage of this level of organization is that the netwatinimistrator always knows the
architecture and the role played by each of its constitugilegnents, easing the process of
finding and correcting problems. If in small, low complextgyss, this approach is good,
when the size and complexity of the systems starts to grosh(as an large operator net-
work), the management of the overall system starts to be@obueden.
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Ad hoc networks are self-organized, meaning that the rdi&isecelements of the net-
work are not definea priori, and that there is no need for or place to perform management
task (apart from fixing hardware malfunctions). Current ad hetworks already can per-
form many tasks independently: addressing can be perfodyedmically and automati-
cally; routing is capable of determine nodes location inriewvork, and react upon topol-
ogy changes; network policies are automatically distedub each node; service discovery
mechanism aids nodes to detect available services in tiriet However, self-organized
networks are still very primitive and there are many sitadiin where more intelligence
and automatic capabilities are desirable. The goal of sgdruzed networks is to provide an
intelligent network that can perform its task at the sametihat promotes the management
overhead to its bare minimum.

Ad hoc networks is a topic that has attracted much reseawvaintiie academic commu-
nity. This is due to the potential presented by the intrimgincepts of self-organization and
mutual cooperation towards a common goal. Although ad hocejats go back to 1972 in the
Packet Radio Network (PRNET) project of the USA Department efeldse, it was only in
the late 90s, when the IEEE gained interest in the conceptededsed the IEEE 802.11 [34]
standard, which includes support for wireless ad hoc nddsvak few years later, many hard-
ware 802.11 capable was available in the market, allowiag ttore and more researchers
could study and experiment the concepts of self organizéslanks. Nowadays, there is a
plenitude of projects and research groups that include achbtworks as a topic of study.
The IST founded European project like DAIDALOS [60], AMBIENNETWORKS [59] and
WIP [61] are examples of this kind of projects.

Despite all effort dedicated to ad hoc networks, there it st clear definition to
uniquely characterize this kind of networks. There are,dw@, four main types of networks
that fall into the umbrella of ad hoc networks: Mobile, Hyhrivehicular and Sensor ad hoc
networks.

Mobile Ad hoc Network (MANET) is the most common term asstesbwith self-
organized networks, being also the one that has the most caiyraccepted definition. An
Hybrid Ad hoc Network is an evolution from a MANET, and corsig that the network con-
tain special devices with special functionalities. Thgsecgal nodes are used to interconnect
the network to the internet. Another evolution from a MANESTa Vehicular Ad hoc Net-
work. This type of network is characterized by the nodesdpaiuntomobiles cruising a road
that are able to communicate by means of MANET mechanisnmallifia Sensor Network
is a variety of an ad hoc network, where nodes (mobile or o€ very limited in terms of
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computational power, battery life and radio range. Thistgpnetworks rarely use 802.11
as transport, but instead use ZigBee or Bluetooth.

1.2 Motivation

Nowadays users require to be connected to the Internetssingeany type of service, any-
time and anywhere. This requires that the access netwoekalagays available, indepen-
dently of the user’s location, providing also the best ase¢®very time. Currently deployed
wireless access networks have limited coverage area, ifacusostly on high population
areas. In this scenario, mobile ad hoc networks may providedesired extension of the
coverage areas, providing a more ubiquitous network enment. Also the MANET self-
organization capabilities can be of great value for redyitiie management overhead needed
to maintain the network.

In these scenarios MANETSs will be regarded as hotspot extesssince they will
extent, not only the area, but the availability of the hotsda these scenarios, MANETS
need to be prepared to support the full set of services tleatisers can obtain from other
access technologies. Users need to reach, and be reactab|elie Internet. They need
to be able to communicate between them and with users adredsiternet. In addition,
users need the network to support quality of service to enthat they get the contracted
characteristics from the network. Operators providingeas@lso need to be able to perform
accounting and charge the users usage of the network.

Another functionality that mobile ad hoc networks, servasghotspot extensions, need
to support is the ability for the user to roam into, and outlog, network any time they need
without loosing global connectivity or disrupting the aetusers sessions with its peers.

These scenarios, of ubiquitous and pervasive networlkgémly referred to as Fourth
Generation networks (4G), applied to ad hoc networks, sseral research problems. Cur-
rently there is not a definitive solution for providing aletmentioned services in a reliably
and effective manner, thus leaving many space for new solsitind architectures.

1.3 Obijectives

The work to be performed for this thesis can be divided in tveganparts. The experimental
evaluation of an MANET demonstrator, and the developmera sblution for integrate a
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MANET in an heterogeneous mobility architecture.

In order to accomplish the experimental evaluation, a miaysestbed has to be de-
veloped. Using the software developed during the DAIDALQ®dject, a fully functional
testbed will be constructed. The next step will be to desigeares of test that are suitable to
evaluate the performance of the testbed, according withatiget scenario: a MANET func-
tioning as a hotspot extension. The obtained results wiaduated and discussed, from the
point of view complete multiservice MANET.

The second part of the work will be to study the current trendsobility in IP net-
works, and the way they are used in the DAIDALOS II project ihitybarchitecture. The
issues related to the inclusion of an MANET in the general ititglarchitecture of DAIDA-
LOS 1l will be identified and a solution will be presented. Tdeveloped MANET architec-
ture will be detailed and explained. Finally the remainisguies with the architecture will be
identified, and classified for further research.

Summarizing, this thesis has the following objectives:

1. Study concepts associated with Mobile Ad hoc Networksd, iintegration with in-
frastructure networks.

2. Construct and evaluate a demonstrator for the integrafitme MANET.

3. Study IP networks mobility mechanism.

4. Study new paradigms for mobility in IP networks.

5. Develop a solution that provides the integration of ad @adaronments with the new
paradigms in IP mobility.

1.4 Contributions

The following papers have been produced during the worlopesd for this thesis:

e Susana Sargento, Rafael SarPatrick Supar, Francisco Gallera, Marek Natkaniec,
Jaao Paulo Vilela, and & Barros.Ubiquitous Access through the Integration of Mo-
bile Ad hoc Networks. 16th IST Mobile & Wireless Communications Summit, July
2007.
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e Susana Sargento, Rafael SafRicardo Duarte, Patrick Stupapbility in the Integra-
tion of Mobile Ad-hoc Networks, STREP ENABLE and IP Daidalos MWCS Workshop
- Research and Deployment Possibilities based on MIPv6,200y, Budapest, Hun-

gary.

e Miguel Almeida, Susana Sargento, Rafael 8aitho Paulo Barraca, and Rui L. Aguiar.
On the limits of ad-hoc networks: Experimental evaluation. Conftele - 6th Conference
on Telecommunications, May 2007.

e Miguel Almeida, Rafael Sa@x, J&ao Paulo Barraca, Susana Sargento, and Rui L. Aguiar.
Experimental evaluation of an integrated ad-hoc network. 15th IST Mobile & Wireless
Communications Summit, June 2006.

e Miguel Almeida, Rafael Sat, J&ao Paulo Barraca, Susana Sargento, and Rui L. Aguiar.
Experimental evaluation of the usage of ad hoc networks as stubs for multiservice net-
works. EURASIP Journal on Wireless Communications and Net-worki0g7:Article
ID 62967, 14 pages, 2007. doi:10.1155/2007/62967

1.5 Disposition

This thesis is organized as follows:

Chaptef R presents the mobile ad hoc networks, highlightsgpecial characteristics
and requirements. In this chapter an overview of the saistpyovided for ad hoc networks is
presented. Unicast and multicast routing, auto-configamatjuality of service and charging
and rewarding are briefly analyzed. In addition, this chaptelyzes these solutions and
outlines the requirements for the MANET to operate as a lobesgtension.

Chapte[B provides the experimental evaluation of the dpeeladlemonstrator. Among
the various solutions proposed for ad hoc networks, theerhsslutions for integration into
the demonstrator are presented. The developed testbestisimil along with the set of tests
performed for its evaluation. Finally, the obtained resalte presented and analyzed.

In Chapte ¥4, the traditional mobility solution of IP basedwwrks is presented an
analyzed. The concept of Localized Mobility Managementisoduced and described. The
reminder of the chapter describes the mobility architecfaf the mobile node, ad hoc gate-
way and network) developed to support the inclusion of theNEA in a general mobility
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architecture, that has support for new mobility protocaoid paradigms. The MANET sup-
port for the used technologies is discussed an a final saligigpresented. Finally, open
issues are also presented.

Chaptefb presents the main conclusions of this thesis.



Chapter 2

Mobile Ad Hoc Networks

Mobile Ad Hoc Networks (MANET), (along with vehicular, hyidrand sensor networks) are
the most common types of self organized networks in pregaest MANET however, is the
most common term associated with self organization in tedagrature, and is often used
to refer to any kind of wireless ad hoc network. The IETF MAN®Drking Group [69],
once defined a MANET as: "an autonomous system of mobile re@émd associated hosts)
connected by wireless links — the union of which form an as#bpit graph. The routers
are free to move randomly and organize themselves arlytrérus, the network’s wireless
topology may change rapidly and unpredictably. Such a nétway operate in a standalone
fashion, or may be connected to the larger Internet”. Thisdi®n was once part of the WG
problem statement [26].

Research groups have focused their attention on MANET oegudist years, and under
the umbrella of the IETF MANET WG (in operation since 1997yesal protocols have been
proposed for solving the MANET problems (see next secti@hjs momentum in research is
due in part to the widespread usage and presence of personpliters equipped with IEEE
802.11 [34] compatible networks interfaces, which are bépaf create, and participate in,
ad hoc networks.

In this chapter the ad hoc networks specific characteri¢siestion[2.11) and special
requirements (sectidn 2.2), including a description ofdigous protocols that support them,
will be presented. Finally sectidn 2.3 describe the scesand requirements for an ad hoc
network to serve as an hotspot extension.
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2.1 Specific characteristics

Mobile Ad hoc Networks have several characteristics [32} thistinguish them from tradi-
tional networks. The most prominent characteristic is #oé bf pre-established organization
— MANETS are self-organized networks. The nodes inside #t&ork must cooperate be-
tween them to achieve the basic services needed by the metwor

The patrticipants on a MANET are commonly referred to as neotmuters or nodes;
a node is a host that integrates any wireless communicaéivicel The nodes composing a
MANET can be located anywhere, from airplanes to cars, ard en people or very small
devices. A MANET can be regarded as an autonomous systemtfenmmdes. This system
may lay isolated, or may have gateways to a fixed network, canitinterface with it. When
interconnected, the MANET operates afstutﬂ network connecting to a fixed network.

Depending on the nodes position and of their wireless desogerage area, nodes in
the MANET form a random, multihop graph or "ad hoc” networkigtopology may change
with time, depending of the movement of nodes. This multinagure brings some side
effects: Manets have highly dynamic topologies and are Waitd and energy constrained
and have limited physical security.

Dynamic topologies exist because nodes are free to movieailyi as a consequence,
the multihop network topology changes randomly and rapatiyndefined times. Also,
nodes can have both bidirectional and unidirectional linksie to the usage of wireless
links, MANETS tend to have a limited bandwidth, significgntbwer than wired networks.
In addition, the characteristics of wireless communiacati¢multiple access, fading, noise,
interference, etc.) cause lower throughput than the maxirtransmission rate. Energy
constrain is also a problem for nodes in the MANET, since nodsturrent mobile nodes
are battery operated (PDA, cellphones, laptops, etc.) amgpsaving is becoming more
and more an issue to be taken into consideration. Finallyilemad hoc networks are more
prone to attacks to their security, than fixed wired netwo8{ace every node with a wireless
network card can participate in the network, threats likeesdropping, spoofing and denial-
of-service attacks are more easily performed on MANETS.

1A stub network carries traffic originated at and/or destined to internas)dulit does not permit traffic to transit through
the network.
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2.2 Specific requirements

There is a set of functionalities that need to exist in a MANBEnable it to function as a
network, either dependent or independent of an infrastraatetwork. In order to be part of
an ad hoc network, a node has to:

e Be identifiable. Each MANET participant must have an identiie that other nodes
can refer to it when they need to communicate. This idenigieisually an IP address
of local or global scope. Global scope IP addresses arelysimbined by means of
auto-configuration protocols.

e Be able to reach other nodes following an arbitrary path thindihe MANET. Nodes
participating in a MANET must be able to route traffic sent blyes nodes. This re-
quirement is fulfilled by routing protocols (both unicastlanulticast).

e Provide support for quality of service. The MANET networkostd be capable of
differentiating between traffic flows, so that higher priptraffic can reach the desired
destination according to the specified metrics (e.g. dgtiay).

e Operate as a stub network. The MANET should be able to integvih the services
offered by the infrastructure network. The protocols useitie MANET need to inter-
operate with similar protocols in the infrastructure (seeti®n2.38).

The main requirement however, is that nodes must freely eade with its neighbors
so that the MANET can function properly.

Each of these requirements will be satisfied by a dedicatetqol, or a combination
of various protocols. Inside the MANET, the various protsgaromote the interoperation
between the nodes. Each protocol provides a service (oif sefnaces) that will enhance
the capabilities of the overall network. The solutions faétll the outlined requirements are
described in the next sections.

2.2.1 Routing

In a multipath network, such as the Internet, the route thgheket must follow to travel
to its destination is provided by the routing function of tietwork. Just like in the graph
theory, a route is a path that describes the sequence of tuates packet must follow from
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a starting point in the network (source) to a finishing podegtination). After the protocol
has determined the route to the desired destination, theafding mechanisms process the
packets according to the information in the routing takbies by hop.

MANETS differ from traditional routing in the fixed networkef which the internet is
a superset) because of its dynamic nature. In fixed netwbekprbtocols determine a route
during the protocol bootstrap, and then little or no changeed to be made to the routing
tables. In a mobile environment, where the nodes changadodaequently, the routes need
to be constantly recalculated. Also, mobile ad hoc enviremisimust cope with failures of
the underlining IEEE 802.11 medium, unidirectional linégruptive action or simply with
selfish behavior perpetrated by malicious users. The tgyobd the network, and thus the
route, may change during the lifetime of a session, requitte routing protocol to update
the routing tables between the end-points.

In the development of protocols that support the routindnendad hoc networks, many
different strategies and algorithms may be chosen. The&gpptotocols tend to be classified
in different categories according to the solution chosems Tategorization helps choosing
the best protocol for the target environment, includingngsakness and strengths. Between
the many categories that classify the routing protocols,stinategy used to determine best
route between two end points is one of the most importanteQGtlassification categories
are the algorithm used to determine the route (link statesbaigice vector), the type of traffic
to forward (unicast or multicast), how (or if) they handlegeaphical information, the effort
they make in reducing the power consumption or if they créateot) a hierarchical structure
inside the network. The strategy used to determine routedeaseparated in proactive or
reactive. Proactive routing protocols, or table drivemstantly monitor network changes
and update routes automatically. Reactive routing prospas on-demand, only maintain
routes when some flow requires it. Additionally, there armme@rotocols that use both
strategies, and therefore are denominated hybrids.

The proactive routing protocols maintain a distributedtirmy table among a set or
all nodes in the network. This is accomplished by exchangegodic messages between
nodes. Using these messages, each node is able to builceagrtation of all, or part of, the
network. The criteria to establish a route can be just thebmrrof hops that keep apart two
end points, or can be enriched with delay, jitter, securnitgve@n price information. The main
drawback of the proactive routing protocols is the amourtooitrol overhead produced due
to the constant message exchange, even when there is no thatdelivered. This overhead
usually increases with the number of nodes participatirthe@mnetwork. Since more control

10
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messages will consume more resources (CPU time, wirelessroes and battery time),

proactive routing protocols tend to be inadequate for semstworks, where nodes have low
capabilities. In networks where routes have to be provided lew delay and constantly

maintained, proactive routing protocols tend to be the tesice.

The main difference between proactive and reactive roytiegocols, is that in the
later, routes are not pre-calculated. When no packets ang lbeuted, nodes have no in-
formation about the topology of the network or about any edioivards any destination.
Neighbors information is the only information gatheredhcsl it can be obtained from the
lower layer technology (IEEE 802.11). Routes are only eitabtl when there is data to be
sent. At that time, the node floods the network searching famuée towards the destina-
tion. After the route is established, it is maintained agjlas there are packets to be sent.
When the data flow stops, and a given timeout expires, rougedrapped. Reactive proto-
cols are more efficient in terms of network resources conguriee computations needed
to establish routes are simple, and only a minimal amoumtfofination is kept. The con-
trol overhead only depends on the number of nodes in the miettveeir mobility and in the
number of flows being forwarded. When no flows are presentraboverhead is almost
non-existent. The main drawbacks of these protocols aregeldatency establishing routes
and lower route redundancy.

Following the separation based on the type of traffic to béedwnicast an multicast
routing protocols will be described in the next sections.

2.2.1.1 Unicast Routing

In the routing context, unicast refers to delivering pasketa single destination. By def-
inition, unicast traffic is always sent from a single sourgetsingle destination. Unicast
traffic forms a point-to-point connection between two endth@nd in most cases represents
a bidirectional data exchange. Unicast routing represbatgast majority of traffic delivered
over today networks, in where a server and a client commtendisectly using a dedicated
(logical, not shared) connection.

Many ad hoc routing protocols were already proposed in teedliure for unicast rout-
ing, commonly divided in proactive routing protocols, sashOLSR [31] and TBRPF [48],
and reactive routing protocols, such as AODV [50], DSR [4&] ®&YMO [30].
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AODV The Ad hoc On-demand Distance Vector [50] routing proto&bhgs to the family
of reactive routing protocols, meaning that it only proadeutes when they are needed.

AODV algorithm provides dynamic, self-starting, multinequting between nodes par-
ticipating in an ad hoc network. It allows nodes to acquirges quickly for new destinations,
not requiring that nodes maintain routes to destinatioasdte not in active communication.
Routes created by AODV are loop free and quickly restored dipdnbreakage. When a
route breaks, AODV notifies the affected set of nodes so tiet invalidate and repair the
route quickly.

When a route to a destination is needed, AODV propagates ghrthe network a
Route Request (RREQ) message. The node that sends a RREQ is known as the anginat
This request is efficiently forwarded in the network, avoglioops (and retransmission)
through the usage of a distinct sequence number in eachsteddéen a node receives a
RREQ message and has knowledge of a route to the destinatisaués aRoute Replay
(RREP) message to the origin of the RREQ. In order for the RREP caartiersunicast
to the originator, each router that propagates a RREQ cachms#ta lvack, registering the
neighbor address from which the RREQ was sent. RREP are thenrélmsvhop by hop
to the originator, making the route active in each node tbatdrds it. The originator can
receive multiple RREP messages, when there are multiple patne® destination, and is
capable of choosing the most suitable route based on theideanetrics (usually the number
of hops). Routes are valid only when packets for that routéeirey forwarded. If no packets
are forwarded after a timeout, the route is discarded. Theishanism helps reducing the old
(and often incorrect) route information in the routing &bl After a route is established, all
nodes monitor their link with the neighbors in the path, gsinver information, or recurring
to special RREP messages callddlo (HELLO). When a link breaks, due to topology
changes or node malfunction, the node detecting the brdalssue aRoute Error (RERR)
message towards the sender. This message will invalidateuttient route in all nodes that
receive it. After the originator receives a RERR message, stmepeat a route discovery
process to determine a new route.

There are several public implementations for the AODV prot§63], both for simula-
tion environments as for real-life experimentation, supipg different operating systems, ar-
chitecture and IP versions. Also, inter-operation betwbese versions have bewn tested [3]
with success.
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OLSR The Optimized Link State (OLSR) routing protocol is a proaetiouting protocol.
OLSR is one of the most mature and popular routing protocoISHANET. It was first devel-
oped at INRIA and first proposed in [7]. Later it was developeside the IETF MANET [69]
charter, being proposed as an experimental RFC status in REE€[36]. As AODV, there
are many public implementations of OLSR, many of which camfevith RFC 3626 and
support most operating systems.

Various OLSR messages can be encapsulated and transpooteslpacket, optimizing
the network resources required for protocol operation. hBaessage starts with a header
identifying the message type, so that nodes can identifgkdpiif they can process, and
forward the messages. This behavior is useful, since noioaks support all messages. In
addition, OLSR gains flexibility, since new functionalgiean be introduced not requiring
that old nodes have support for it.

OLSR operation is divided in 3 main functions: neighbor sapsoptimized flooding
and forwarding, and link-state messaging and route cdlonlaThe neighbor sensing func-
tion provides information about the status of links betweedes. It is implemented by the
exchange of periodielELLO messages. This procedure can determine, and use, both unidi
rectional and bidirectional links, and is of great impodamo determine and maintain routes
during topology changes.

The optimized flooding and forwarding function is used tocgdfntly spread the mes-
sages across the network and to the determination of a fdmgaroute. OLSR employs
the method of Multi Point Relays (MPR), in order to reduce oeearhby avoiding retrans-
missions. With MPR, the flooding process is directed throudistibution tree. MPR tree
varies with the topology of the network and the number of sode addition, nodes may
choose not to participate in the forwarding tree and can shado participate in the tree of
other MPRs. To chose the MPR, each node calculates the bekboeighich allows reach-
ing any node two hops away. Redundant nodes are detectedrande® resulting in a tree
that provides close to optimal routes.

The link state messages are only sent by MPRs, and only MPRedteléd in the
messages. This characteristic allows an efficient reduatidhe complexity of route com-
putation and the overhead of the routing protocol.

By design, OLSR has native support for multi-homed nodesdes#minates interface
information to other nodes in the network. This facilitaties process of interconnecting the
ad hoc network with other kinds of networks.
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As a consequence of being a proactive protocol, OLSR hadwoligrhead in networks
with high number of nodes, much larger than the overheadastire solutions, which makes
it unsuitable for low power environments such as sensorotwHowever, OLSR tends to
perform better in large ad hoc networks. Contrary to reactwging protocols, that signifi-
cantly increase the overhead with the number os nodes, OL&Raims a constant grow of
the overhead, causing it to have less overhead.

2.2.1.2 Multicast Routing

Multicast is the delivery of packets to a group of destinagisimultaneously. To accomplish

that, it uses efficient forwarding techniques that only rexjthat each packet travels over
each link only once. Multicast routing creates a distribatiree, rooted at the sender, and
with the leafs on the receivers. In order for a node to receivaulticast data flow, it needs

to explicitly join the distribution tree, so that traffic che delivered to it.

Multicast is most useful for multimedia services, such a$dfvision. These services
are normally based on membership rules, and the same camtistributed to a large num-
ber of clients. Multicast routing is able to deliver the sacoatent to multiple clients upon
proper service subscription. The cost to the network is sadttional signaling required
to maintain the distribution tree and client subscriptioHswever, the load on the network
as the number of clients increase is close to O(1), instedldeotypical O(N) presented by
unicast.

For MANET there are several protocols that provide efficraatticast routing. MAODV
[52] and MOLSR [36] are, respectively, the multicast vensi@f AODV and OLSR. On-
demand Multicast Routing Protocol (ODMRP) [57] and Adaptiveniand-Driven Multicast
Routing (ADMR) [40] are multicast ad-hoc routing proposalattheduce the overhead of
maintenance of the multicast tree in the ad-hoc network. Ni#icast MAnet Routing
Protocol (MMARP) [17] provides a proper integration withnastructure networks, besides
multicast routing inside the MANET.

MMARP  The Multicast MAnet Routing Protocol (MMARP) is especiallystigned for
MANETS, and is fully compatible with the standard IP mulstanodel. Since MMARP
supports the IGMP [29] and MLD [54] protocols, as a means teroperate with standard
Access Routers, it allows that any standard IP nodes takerpartilticast communications
without any change.
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Interoperation with the access routers is performed by thiidast Internet Gateways
(MIG). A MIG is every ad hoc node that lays one hop away fromM&NET access router
(the fixed network, so any node may become a MIG at any timeg drtly difference be-
tween a MIG and a standard MMARP node, is that MIGs are resplen&r notifying the
access routers about the group memberships that are requeside the ad-hoc network.
The communications held between a MIG and the access raugeperformed recurring to
the same protocols and in the same way than in infrastruoetvorks. This provides inde-
pendence of the MANET from the multicasts protocols runnimthe core network, hiding
at the same time, the MANET operation. MMARP also allows thsittdNET node can be a
multicast source, distributing multicast traffic in the MEN.

MMARP operates by creating a distribution mesh similar toahe created in ODMRP.
The mesh is created using a hybrid approach: multicastsdgeveen MANET nodes are
created on-demand, and multicast routes towards the rmastitsources in the fixed network
are created proactively.

As any reactive protocol, the reactive part of MMARP relies@quest and reply phase.
The request phase is performed when a node has multicdst toeasend. In this situation it
issues MMARP_SOURCE message that is flooded to the network in a controlled wayn(wit
the inclusion of a sequence number). This message will $emexjuest the network if there
is interest in the multicast traffic available. When a mobie® has interest in the multicast
traffic just announced, it needs to join the session. It satMMARP_JOIN message. This
message is propagated hop-by-hop towards the multicastesdtith this process, a shortest
multicast path is constructed between the source and thimalgsn. If only one multicast
source is available, the resulting multicast routes wilerable a tree; however, if multiple
multicast sources exits for the same destination, theedeautes will form a mesh.

The proactive part of the MMARP protocol has the objectivedMatising the MIG as
a default route for any multicast source not in the ad hoc ostwWMIG periodically sends a
MMARP_DFL_ROUTE towards the MANET, that is propagated just like a MMARB®URCE
message. This message informs the nodes about the pathlisatvamulticast sources in the
fixed network. MIGs are also responsible for translating MRFAJOIN messages into IGMP
reports, that are send towards the fixed network multicagerpso that multicast traffic can
enter the ad hoc network.
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2.2.2 Address Auto-configuration

In order to effectively communicate in a given network, r@deust have valid and unique
identifiers for that network. In an IP network, the identiierre IP addresses, and usually
have a common prefix they belong to, constituting the netw@mly when a node has one,
or more, address configure in its ad hoc interface, is thatahieng protocols, and other IP
dependent services, function properly.

Auto-configuration issues are out of scope of routing proiac However, they de-
pend on the existence of mechanisms responsible for dieséion of network information
and configuration of nodes. The IETF MANET Working Group teeicthe Autoconf Char-
ter [62]. Autoconf WG soon started developing efforts to eaé the requirements to address
auto-configuration in MANET. Work inside Autoconf WG is stidcent and no RFC was yet
proposed.

The IP addresses inside the ad hoc networks does not needtopdiegically cor-
rect [12]. Most ad hoc routing protocols do not perform rogtbased on an aggregate of
networks, but just based on the complete IP address. Howfevéhe MANET nodes to be
able to participate in the infrastructure network servig¢hsy need to have a topologically
correct (according with the fixed network that provides asgeAuto-configuration protocols
are useful exactly to provide IP addresses to the nodesrh&tpologically correct and glob-
ally routable in the internet. Apart from the address comfigjan itself, auto-configuration
protocols can deliver various information about the nekysuch as dedicated servers that
provide specific services.

Although the infrastructure network already supports fiomalities the configuration
of nodes addresses such as DHCPV6 [28], a node entering thecagetwork usually has
several nodes around, and probably several independembrkstto use; it needs to choose
one of them (either by traffic or cost considerations). Acbodiguration protocol may pro-
vide sufficient information about the network to facilitdtes decision process. Moreover,
DHCP protocol does not support multihop networks, like adinetevorks commonly are.

There are several proposals that present some of the poas#thods used to dissem-
inate network configuration in MANETs. Perkins [51] propgsesimple mechanism for
auto-configuration where nodes simply choose a random ssldred perform duplicate ad-
dress detection based on a given network prefix. Jeong [8Pjoge a solution that differs
from the previous by specifying mechanisms more suited tD¥®oth for IPv4 and IPV6; it
supports the existence and mergers of different networtitipas. Laouiti [24] describes an
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auto-configuration mechanism for isolated networks wittSBL Wakikawa [55] proposes a
method to propagate the network prefix inside the network égma of an Internet Gateway
Discovery process similar to the router discovery procé$Bwb, and includes the integra-
tion of MANET routing protocols with Mobile IPv6.

Jelger [38] proposes a method where the gateway providingesivity to the Internet
periodically broadcasts a message (GWFO), which is then forwarded by all nodes in the
ad-hoc network. As the message is forwarded through theomkepa hop count field present
on the message is incremented. This field will be used by nodgwose the neighbor which
is closer to the gateway. This neighbor is denominafestieam neighbor. The Jelger auto-
configuration protocol (GWINFO) flooding mechanism will dea directed tree, rooted at
each gateway. GWINFO has native support for multiple gatewayhe same ad-hoc, and
the ability to choose one of them based on specific metrich, as the number of hops to the
infrastructure.

Secure operation of these protocols is very important inmengial environments, es-
pecially when dealing with self-configuration solutionshi§ prevents the advertisement of
any node as a gateway, disrupting the network or increalmgtiances of an eavesdropping
or black hole attack. Jelger proposal has been further égteim [5], adding support for se-
curity and integration with handover mechanisms. The miiion on GWINFO messages
are signed by the operator and nodes are able to verify tstire using the public key
infrastructure.

2.2.3 Quality of Service

Networks are build and maintained to provide services. Aisercan be something simple,
such as e-mail and file transfer, or can be something more leanspich as audio-video
streaming. In todays environments, several customersngaeess various services every
day. Normal Internet and access networks are best effortanks. Best effort networks
try its best to deliver the information to its destinatiomwever, losses and delays can still
happen. Also, best effort networks will not differentiatetlween high priority traffic and
normal, background traffic.

The concept of Quality of Service (QoS) in IP networks prevalseries of mecha-
nisms that enable the network to provide delivery guararibe a specified traffic, as well
as differentiation between different priority flows. In a ®enabled network, multimedia
traffic, such as VoIP or IPTV, can have delay, jitter and deliguaranties that provide the
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best service possible. QoS can also help in the separativafié between customers with
higher contracts from the ones with basic contracts, gittvegformer priority over the later.

When integrating an ad-hoc network with an existing comnag¢retwork, operators
expect to apply the same QoS levels to users of ad hoc netwdrkslitional hotspots can
perform this easily by a set of rules at the access point. Mewsince the ad-hoc stub is a
distributed and unstable environment, QoS has to be sestaira distributed manner inside
the ad hoc network.

Several protocols have already been proposed to suppotetivery of adaptive ser-
vices in mobile ad hoc networks. INSIGNA [16], one of the blesbwn, uses a soft state
resource management mechanism to enhance network usagetsReansport an extra field
for QoS information, which is used as an in-band signalinige Pprotocol supports Best Ef-
fort services and services requiring reservation withflmr-QoS support. QOLSR [1][25]
Is a QoS routing protocol defined to enhance OLSR. Each notergahformation related to
QoS parameters such as available bandwidth, delay, jitterse probability. These param-
eters are reported to OLSR, based upon which, the MPRs creelt@ige routes. However
QOLSR is not able to limit the traffic in the network.

SWAN [9] is a QoS model that provided stateless QoS diffeation to ad hoc net-
works. The complete QoS solution provided by SWAN is a jurctof several different
mechanisms. These mechanisms are: Admission Control; RateoGadraffic Classifica-
tion and Shaping; and MAC feedback.

The admission control mechanisms work at the source nods.nféchanism controls
wether the UDP traffic is allowed to enter the network or ifsithlocked. This decision is
dependent of the feedback given by the other mechanisme aididel. The active proving is
the mechanism that provided the nodes a way to calculate#iilalale bandwidth of a certain
path. It work by sending proves from the origin to the the reft. This packet if forwarded
hop by hop to the destination. Each hop of the path evalub&available bandwidth it has
and changes the available bandwidth of the probe to the rmmiacceptable. The destination
node will then send a probe reply, directly to the source nodld the amount of available
bandwidth on the network. The rate control mechanism is tgezhape the best effort
traffic class. This shaping is performed in a distributed n&aiin each node. The algorithm
used to adjust the shapers is the Additive Increase, Migitifve Decrease (AIMD). with
this algorithm, best effort traffic will see its rate gradyahcreased up to the maximum
bandwidth left by the real time class. MAC feedback is usedtmitor the surrounding
medium in order to determine the existence of congestiahatso to calculate the available
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bandwidth. If the congestion is detected, MAC feedback aldlo mar the packets that is
forwarding. When this packets arrive at the destinationgalegion process will take place
to re-adjust the available bandwidth in the selected pathe dlassification of packets is
performed at the source node. Packets are marked using (B B&d (in IPv6). By default
SWAN only supports two traffic classes, best effort and remét In [8] an extension of
SWAN was proposed to make it interoperable with the infragtre and to support four
classes of traffic.

2.2.4 Charging and Rewarding

Operators must be able to obtain profit from the developmetiteonetwork and services.
Profit is only obtained by charging the user for the usage @htwork and their underlay-
ing services. Charging in ad hoc networks makes most sense tlvkead hoc network is
interconnected with an infrastructure network. Howeveenewhen a MANET is isolated,
and stand alone, there may by a need for charging users,dor@®, when some user has to
offer to the network a distinct service. Infrastructurewrks are driven by operator busi-
ness models, in consequence, it is mandatory to provideosujmp charging the users in the
ad hoc network.

The multi-hop and distributed nature (and dynamics) of ad4metworks requires the
existence of distributed trust mechanisms, able to proadigjuate information for charging
and traffic authorization. Most important, these mechasisged to be compatible and inte-
grated with existing network authorization and charginghaectures. Furthermore, ad-hoc
networks also require incentives for users to participatbe forwarding process, otherwise,
nodes may not forward others traffic without any benefit. Snchntives can be provided in
many forms, like, for example, credit or service discounts.

The solutions proposed by the research community envisienasios where ad-hoc
networks are integrated with an infrastructure supporéinthentication, authorization and
charging mechanisms. Salem [4] envisions ad-hoc exteneladar networks, where base
stations are capable of charging, rewarding and enforaiofjle policies on packets gener-
ated. In order to achieve this level of control, it propodésaffic to cross the base station,
independently of its origin and destination. SCP [14],[[13]] proposes the creation of a
distributed mechanism, actively marking packets with aoptbat is updated at each for-
warding node and then reported to the network operator, witinsic class differentiation.
The proofs are built and updated using a defined set of rulés@pported by cryptographic
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signing and verification primitives. SPRITE [23] assumeg ti@les have enough storage
capacity to store traffic proofs. These proofs are latereaat a bank for credit when the
node is connected to a high bandwidth medium. PACP [2] immovany of SCP deficien-
cies (overhead, variable packet size) by encoding the iauepolynomial included in the
packets, and securely updated at every node. Upon recegtiba charging information on
the infrastructure network, the appropriate charging awhrding actions may be applied.
These actions can take in consideration many individuapaters, like individual user pro-
file, service description, QoS parameters, route lengthe frame or data amount. Also,
PACP supports distributed access control, allowing theaipeto control which flows are
allowed between each nodes, without sacrificing routing.

2.3 Ad-hoc networks as hotspot extensions

Enabling a mobile ad-hoc network to be a hotspot extensiahiategrating it into a 4G
scenario [18], [20], [19], implies interconnecting it withe infrastructure network and sup-
porting basic its mechanisms. This interconnection witlyide the MANET to be a valid
extension of the overall operator architecture.

The previous sections presented and discussed the MANEiaspbaracteristic§ (2.1)
and its special requiremen{s_(2.2). From those discusdi®ngs made clear what are the
functionalities that need to be available in the mobile ad metwork so that it can provide a
good set of services.

For a MANET to participate as stub network in a larger netwiafkastructure, is has
to meet some of the requirements of the larger network ignaties to. Figure 211 shows the
core network functionalities that the MANET needs to suppor

Figure[2.1 shows the basin layout of the network. The netwsdivided in the Core
Network and the various Access Networks. This two netwodksnfand Administrative
Domain, that can be compared to an operators network. Indhe retwork are located
the servers that control and aid all the operations perfdroyethe mobile nodes operations
inside the administrative domain. In the Access Networkdacated the mobile nodes, and
is through this networks that the mobile nodes (and its Jis&xsess the subscribed services.

The Authorization, Authentication, Accounting, Audit a@targing (A4C) server con-
trols the admission of nodes in the network, and monitorswéte/ork operation, so that the
network can enforce the contract that the mobile node useipbechased. This server is
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Figure 2.1: Core network and access network diagram

contacted each time a node joins the network, and each tinoel@ stars using any of the
network offered services. The Core Network QoS Broker (CNQok&)ds the server re-

sponsible for controlling the resources of the core netwlwkmanaging the inter-domain
signaling messages and for the multicast support. The Mypbilanager is the server re-
sponsible for managing mobility inside the administratieenain, and for aiding the mobile
nodes to move to other administrative domains. FinallyAbeess Network QoS Broker is
responsible for managing the resources of the access retlt@iso helps in the mobility

management, in the admission control and in the in the admissntrol (serving as a proxy
to A4C).

The MANET needs to interoperate with all of these serverhiendore network, and
support their functinalities, so it can properly operat¢hi@ extended hotspot scenario as a
stub network.

2.3.1 Scenarios for hotspot networks

Ad hoc networks as hotspot extensions are not supposed tedaeas a primary mean for
accessing normal networks services. As shown in ch@ptdre3pérformance of a multi-
function and multi-service mobile ad hoc network does notiethe usage of the services
that nowadays have most demand on the internet, namely healtynedia services and
alike, that tend to be very bandwidth hungry. However, moatitional internet services
such as light web browsing, basic email services and In8fastaging are better suited for
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low bandwidth networks.

One key factor of every hotspot network is its coverage aidthough the number of
wireless access points is increasing rapidly, with moreslibgped cities having a large area
of coverage that provides internet access, coverage ardddee scarce. In this scenario,
ad hoc networks have an window of opportunity. The MANET nhalp nature has the
ability to extend and spread the network for large geog@pleas, requiring less points of
interconnection with the core network. Moreover, not alireff devices in a MANET will not
have significant mobility (inside the network), which wikpnit the network to have more
stable routes towards the gateways.

Typical deployment scenario for a ad hoc network as hotspi@ngion can be as a
complement for traditional wifi hotspots, in where the ad it be used to give network
access to nodes that move outside the coverage are of Wiggspoint (AP), either because
of a node’s movement to the far side of the AP coverage, oranrdmsition from one AP to
another. In this scenario, the nodes and the network hawgpimost the movement of nodes
from a wifi network (infrastructure) to a ad hoc network, andewersa, without loosing
connectivity or its current open sessions.

Other type of scenarios that justify the usage of mobile acl tetworks as hotspot
extension can be the in a road. MANET can be used to providesado the vehicles, and
its passengers, to the core network services. Due to the ¢ggggraphical area that a road
(highways for example) has to cover, it is more easily to dggkveral, far away from each
other, MANET gateways, than a set of WiFi access points.

2.3.2 Auto-configuration

When interconnected with an infrastructure network, a MANEEEds to provide a mech-
anism that allows nodes outside the MANET to reach the nodlEmbing to the MANET.
This mechanism implies the usage of nodes identifiers thabeavalid outside the MNAET.
IP networks rely on the IP address to both, locate the nodi&lantify them, so the MANET
mobile node identifies have to bee IPv6 addresses of globakscAuto-configuration pro-
tocols provide a mean for nodes to obtain IP addresses thgl@ally reachable, and topo-
logically correct in relation the the Internet.

In the extended hotspot scenario, the auto-configuratiotopol has to be configured
by, or communicate with, the core network, so it can distelband announce prefixes that
are topologically correct with the outside of the MANET. Attonfiguration protocols have
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to operate much like the Dynamic Hosts Configuration Protottdaditional IP networks.
After a node is configured with an valid and globally routadBl@ddress, it is able to establish
sessions with nodes outside the MANET.

2.3.3 Unicast and Multicast Routing

When two MANET nodes have a on-going communication, the ngytrotocols that operate
in the MANET permit that they can communicate between theaffi€ is forwarded between
communication peers, with the help of the other nodes in tAdNKET. Moreover, routing
protocols permit that routes towards any node in the netwarkbe found (as long as there
is a path that lead to that node).

When operating in a hotspot scenario, the routing protocabenmust be able to dif-
ferentiate which nodes are inside the MANE and which nodesatside of the MANET.
This distinction can be made by looking to the target nodeesidprefix. When a route is
requested to a node that is located outside the MANET, thengpyrotocol will forward
the request to the gateway. Gateways have to operate assrbeteveen the two networks,
and convert MANET route requests into traditional infrasture networks route discovery
mechanisms. In the same way, the gateways must be capabd@sifiting the infrastructure
network’s route discovery mechanisms into MANET mechasisso that outside-MANET
nodes can communicate with nodes inside the MANET.

Multicast routing must support the same requirements madmicast routing. The
multicast routing protocol in use must by able to identitylticast sessions that are been
generated outside the MANET. The multicast session joinestjfor those sessions must be
forwarded to the MANET gateway. The gateway must interdjgenath the multicast router
in the core network, so that the multicast traffic can be dé@to the MANET.

2.3.4 Quality of Service

Albeit, quality of service (QoS) can be provided only inside MANET, its is most useful
when it enables interoperation with the infrastructurevoek in a hotspot scenario. This
way, MANET nodes can perform reservations for acquire serwiith more quality and
guaranties.

The MANET gateway will have to translate QoS reservatiomgiests coming from
the MANET to reservations in the core network. In order tolttt tthe gateway will have to
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interoperate with the QoS infrastructure present in the oetwork (ANQoSBroker). When
reservations are performed, the gateway will have to eaftirem both, in the MANET side
as well as in the infrastructure network.

2.4 Summary

This chapter has introduced the ad hoc network, and the ®l@dl hoc Networks in par-
ticular. The specific characteristics of ad hoc networksawwesented, and based on them,
the special requirements and the protocols that fulfill thveene presented and described.
Namely, solution were presented for auto-configurationrdating, both unicast and multi-
cast and for quality of service. The necessary extensiodeteso that MANET can partici-
pate in a hotspot scenario as a stub network were also peesa@hbng with the changes that
need to be done to interoperate with the core network servers
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Chapter 3

Experimental Evaluation

The previous chapter described the ad hoc network concdgharmost common protocols
used to provide to it a variety of functionalities. In seat[@.3 the necessary extensions
that the protocols need to support in order to make the ad ktwank function like and
hotspot extension were described. The primary objectivihisfchapter is to present the
experimental evaluation of an ad hoc network used as a higfEnsion. In order to perform
the experimental evaluation, a testbed was built. Thidbéekts constituted with different
personal computers and has all the main features requireddomplete hostspot extension.
Auto-configuration, unicast routing, multicast routingiadjty of service and charging and
rewarding support are the services that are part of theg@stbd which were evaluated. The
results of the evaluation are also presented, as well asays#of the obtained results.

This chapter is organized as follows: section] 3.1 describesMlobile Node archi-
tecture, describing also the services offered and correlgrd protocols that provide each
service. Sectiof 32 describes the ad hoc gateway aralm¢eitt a similar manner to the
mobile node’s architecture. The software environment ineviee chosen protocols where
developed and tested is described in sediioh 3.3. In sdBithe testbed description is
presented, in this section the hardware used for the tedttharselected network topologies
are presented and explained. Secfioh 3.5 presents theethtasults during the evaluation,
presenting also the methodology developed for perforntiegiésts. The discussion of the
obtained results from a point of view of a the full servicewark is presented in chapfer B.6.
Finally, in sectiof 317 a conclusion for this chapter is elalbed.

The developed and tested testbed is part of the network derator of the IST Project
DAIDALOS [60].
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3.1 Mobile Node Architecture

The main functionalities that need to be present in the reaimide, in order to benefit from
the operators hotspot are: auto-configuration, unicastrariticast routing, quality of service
and charging. With these functionalities present, the MN participate in the operator
hotspot, while using services such as real-time voice addoyimixed with the rest of the
network’s bulk traffic.

The auto-configuration mechanism is required in order tdkenaodes to discover
hotspots and auto-configure their addresses correctlgr Aftccessful configuration, unicast
and multicast routing is used to provided basic network ionality. The mentioned mul-
timedia services (voice and video traffic), require thatrttraffic is differentiated from the
network bulk traffic; in order to do that, the network needaldy of service support. Finally,
operators must be able to account and record each user'snketsage, in order to apply
contracted profiles agreed with each user. The QoS and Charginhanisms are performed
in a distributed manner, but without disclosing the useffij@oso that traffic must not be
forced to cross the gateway.

Auto-configuration

GW_INFO
Multicast Routing Unicast Routing
MMARP AODV

'

Quality of Service
SWAN

Charging and Rewarding
PACP

Figure 3.1: Functional architecture for the mobile node

Figure[3 shows the functional architecture of the mobdea) showing for each
functionality, the chosen solution. The next subsectioiidotter detail each protocol.

The general architecture for the mobile node and the gatésvaliow in figurd 312.
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This figure represents the principal elements of the arctuite and their interaction with
infrastructure elements presented in the left side of thiupa.
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Figure 3.2: Mobile Node general architecture

3.1.1 Auto-configuration and Gateway Awareness - GW_INFO

The chosen solution to provide auto-configuration is thgppsal presented in [37] and later
extended in [5]. This was the most appropriate solution éodéployment environment, as
the others lacked in security [56] - [46], dependence of thding protocol [51] - [46], or
adequacy to hybrid scenarios [51] - [46].

Whit the protocol described in [5], named GINFO (for GateWay INFOrmation)
the nodes are able to choose which gateway to use, basedfereidifcriteria, not just the
distance, and also change between gateways, providedhéyastipport Mobile IPv6 [41] in
order to maintain global connectivity.
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3.1.2 Unicast Routing - AODV

The chosen protocol to perform unicast routing is the AODMtpeol [50]. The reasons for
this choice are based on the type of scenario envisionedéstierf 2.3]1) and the availability
of the implementations at the time the decision was takers Wil guarantee a better service
and less integration problems. The AODV implementatiomftdpsala University, AODV-
UU [73], in its 0.50 version, is the chosen implementatioom® changes were performed to
thevanilla version in order to support the address auto-configuratioldgnamic change of
IPv6 address. Moreover, some modules, such as the QoS rs@hdehe charging modules,
needed to get information about the routing tables, moreispaly, the next hop node for
a given route. Albeit this kind of information can be reteevdirectly from the operative
system routing tables, AODV is able to provide a set of moefulanformation, such as
alternative routes. One more change was made in order foAA@Dvait for authorization
modules to verify that a given route is valid (authorized).

All the changes made did not alter the basic algorithm of thaimg protocol, so no
performance penalties are expected, especially in low lihyobcenarios.

3.1.3 Multicast Routing - MMARP

After evaluating the various proposals for a multicast irguprotocol, only one can offer
multicast traffic to the ad hoc network maintaining compgétjbwith the rest of the internet,
which typically run IGMP [29] and/or MLD [54]. That protocaé MMARP [17], which
allows to provision to the ad hoc cloud the same multicastises provided to infrastruc-
ture nodes without any changes to the existing architeemdewith the addition of security
mechanism [10].

This transparent functionality is obtained with the creatdbf Multicast Internet Gate-
ways (MIG), which are ad hoc nodes directly connected to titewgay. These nodes are
responsible for translating MMARP signaling into IGMPv6rsiding. The MIG performs a
dual role, it communicates with the gateway in order to comicate the interest revealed by
other MMARP enabled nodes at the same time that announc#édatslee ad hoc nodes as
the default multicast gateway, and informing about the patfards multicast sources in the
fixed network.

Albeit special in their operation, a MIG is not a dedicatedl@®oany ad hoc node
MMARP enabled can become a MIG at any time, and does so whectlginnected to
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the gateway. Apart from this proactive behavior, MMARP alss la reactive component
to create and maintain the distribution tree over the ad wark, usingJoin messages
towards the source to create a multicast shortest path.

3.1.4 Quality of Service - SWAN

Among the multiple well-known protocols to deliver QoS in ladc networks, SWAN [9]
proves to be one of the best choices [22]: it has lower overltean INSIGNIA[16] and is
the QoS protocol that performs better with AODV. In order low QoS inter-operations
between the ad hoc and infrastructure networks, the baseNS8\faling was adapted and
extended [8]. These extensions provide SWAN with QoS siggdlased admission control
and support for multipath probing. The differentiation raba/ias also extended to support
several service classes as well as congestion feedbackdmtiven. The extended differen-
tiation model considers four different traffic classesticai real-time traffic, less demanding
real-time traffic, non-real time traffic and regular bego#tftraffic. Each of these classes will
have assigned a certain amount of bandwidth, except of edhesbest-effort, that uses the
remaining bandwidth.

In Figure[3.3B is depicted the differentiation model compbbg a classifier and by
a cascade of priority schedulers, shapers and queues atssbt each traffic class. The
delays are applied to each packet through a leaky buckeeghapose rate is controlled by
an AIMD algorithm having the lower level classes delay aslfeek.

Critical
Real-time

Real-time MAC

Non
Real-time

““Delay crossing
Shaper A

Pre-marked
or
Unmarked

ackets

Classifier

Best
Effort

Delay crossing
Shaper B

Figure 3.3: SWAN differentiation model

The implementation used follows this extended model supmpfour traffic classes.
This software also provides extended session admissiomtagtation with external authen-
tication and authorization servers.
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3.1.5 Charging and Rewarding - PACP

PACP [2] revels itself as the best choice for a charging palt@iven the integration require-
ments of the scenario. PACP is also the best choice when nlor@earding is required, that
is, when rewarding for 100% of the traffic is not the main cancelhe other considered
proposals fail to comply with some of the main requiremeifitdhe used scenario: not pro-
viding proper integration with the infrastructure netw{2i], large overhead, as the number
of nodes increase [15] or even the usage of non-optimal sddie The features PACP pro-
vides are: correct charging and rewarding informationyseprocess of proof creation and
delivery, usage of optimal routes, small network overheatisamall processing requirements
in all modes. This in conjunction with the ability to inteemate with the infrastructure net-
works makes PACP the best choice.

The operation of PACP is as follows; the identification of thate followed by a data
packet is implicitly included in a fixed size field inside eatdta packet. This identification
will be updated in each node in the ad hoc network, as the pélokes to the destination.
These fields are cryptographically secure (to preventkgtiirom malicious nodes), so when
this information is corrupted the packet will be dropped iy node forwarding it). The last
node in the data flow’s path, just after the destination, teshtlast forwarding node”, is the
node responsible for sending the proofs to the gateway. erpesfs contain information
about the packet travelled path. The gateway collects tbefprand sends then to the au-
thentication and accounting server, so that the truth&dé the information can be verified,
recurring to the cryptographic information contained ia groofs. With the proofs informa-
tion the authorization and accounting server knows whaesdéve sent and received traffic,
and what nodes have forwarded a specific packet, these nollédsenw receive rewards for
the forwarding performed.

PACP in conjunction with proper gateway control processespeavide the tools re-
quired to check the behavior of nodes inside the ad hoc nktweentually leading to credi-
tation/reputation schemes, developed with the aid of tiear& operator.

3.2 Gateway Architecture

The architecture of the ad hoc gateway (GW) is very similah®dne of the mobile node
(MN), since it is the gateway that provides most of the sawithat the mobile node will
access. The gateway is an element belonging to the operstwsrks, so it is up to the
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operator the proper configurations of the gateway and of éh@ces that it offers. Some
services can be suppressed completely (multicast for eegrapbe offered only to some
extent (reduced QoS traffic classes). In the presentecetbsttavever, all the services will
be available, and fully operational.

In terms of software modules, much is shared between the MNrGW, changing
only the behavior of the modules and existing only a few etoap. The auto-configuration
and unicast routing mechanisms are present so that the adefwork can be created; the
QoS modules will be present in order to establish the bridgfevden the ad hoc and the
infrastructure networks; charging and multicast moduléds also be present, in order to
provide the desired functionality.

The gateway general architecture is presented in flguleTBig.figure is similar to the
one presented for the mobile node general architecture.a@ii®c elements and their in-
teraction with the infrastructure specific elements are skow. The infrastructure elements
are on the left of the image.

Application
PKI \4
Ly Charging Security
A4C /
'l 4 ./
Routing
QoSB Secure
: _—
Mobility [« Rohljlt(;r;)si;lt;nd Unicas 008
>
——
[ MAC Measurements |-
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Figure 3.4: Gateway general architecture

It should be noticed that no choices needed to be done reggiite software or pro-
tocols running in the gateway; the same choices for the MNyapgthe gateway. Instead
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the support for a gateway was also one of the requiremensdemed when choosing final
solutions.

3.2.1 Auto-configuration - GW_INFO

The auto-configuration function in the gateway has only #sk tof periodically send the
GW_INFO messages announcing the gateway. Each message sdhi@iliPv6 address of
the gateway, the network prefix and the network mask that vallused by the MN’s to
configure their IPv6 address.

Additional functionalities of the auto-configuration madelin the gateway are only re-
lated to the type of algorithm used to distribute the messdgmactive and reactive) and
with the type of method used to solve ties when multiple w@astr neighbors were present
(distance based and prefix based tie solving algorithmsyveder, any change made in the
parameters of the auto-configuration algorithm need to bpggated to the mobile nodes
manually, since the available implementation does not kigmamic parameters configura-
tion via network messages.

3.2.2 Unicast Routing - AODV

The AODV module in the MN is responsible for finding routedrah other nodes in the
network, and also perform the forward of the actual packetthe GW it is responsible for
forwarding the packets between the infrastructure netveoitk the ad hoc network, acting
more like an Access Router. The AODV software module wilelistor route request mes-
sages (RREQ) coming from the ad hoc network and analyze thiaaigsh address. In case
the address does not belong to the addresses present in lloe aétwork, it then triggers
a search in the infrastructure network, recurring to thadsiad IPv6 mechanism. In a simi-
lar way, when the infrastructure network is looking for nedehose address belongs to the
address space of the ad hoc network, then it needs to trariskn into a route discovery
process inside the ad hoc network, in order to find the node.

Equally to the MN, the gateway version of AODV also has irdeefs with the modules
supporting the other functionalities, in order to offer thisrmation needed by them.
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3.2.3 Multicast Routing - MRD6

The multicast function of the gateway is not performed byMMARP protocol, not because
of the usage of a different protocol, but because the MMARRogm was designed to not
run on the ad hoc gateway, but relying is the gateway’s nedilifity to route packets. Since
the target platform (see sectibnl3.4) does not natively eupputing of multicast traffic, the
Multicast Routing Daemon (MRD6) [70] software was used.

MRD6 provides the desired interoperability with the infrasture network, listening
to MLD[54] protocol on the ad hoc network, and then transigtio the protocol used in
the infrastructure network. The ad hoc gateway is then amifft entity from the multicast
internet gateway (MIG). The MIG is the last node in the netydrefore the gateway, that
is running MMARP. The MIG listens to MMARP protocol from the addnetwork and
then sends MLD protocol messages towards the GW, in where MRDR&n will pull the
multicast traffic to the ad hoc network.

3.2.4 Quality of Service - SWAN

The QoS modules present in the gateway are very similar t@mies in the mobile node

(see sectioh 3.7.4) both in their architecture and in thetfanality. The most important

difference is that, being the gateway also the access rfmutére network, it will not generate

traffic, only will forward traffic; consequently, the QoS atit present in the mobile node
(responsible for interacting with the applications to ab@oS requirements) is replaced in
the gateway by the QoS Manager.

The QoS Manager will interact with the Access Router Managém&re (ARM) and
with the QoS Broker in the infrastructure in the same way dleotAccess Router's QoS
Manager do, enabling that the reservations request comang &d hoc nodes can be trans-
lated and propagated in the infrastructure.

3.2.5 Charging and Rewarding - PACP

Regarding PACP implementation [58], the MN and the GW are not déferent in terms
of the running software, most of the code is shared among.tfigra main difference is the
main protocol logic. Mobile Node logic is implemented by Qlearging Agent and the Gate-
way code (called Access Router in the PACP context) is impléeaeby the Internetwork
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Adapter. The main functionality of these modules is desdtiim sectiof 2.2]14

3.3 Software Environment

All software used was developed and/or modified und&@NJ/Linux environment. The

official distribution of the Testbed was Mandrake 10.1 O#i¢67] (now discontinued), but
recurring to a vanilla 2.6.8.1 Linux kernel, enhanced withdifications required by some of
the testbed modules. There are several patches applied vaiila kernel, namely:

Support for DSCP marking using Netfilter [71]: Used by the Qa&laies to mark all
packets for posterior identification and differentiation.

Support for Token Bucket Queue.

Host AP wireless driver [65]: the driver of the wireless d@pused.

Netlink Multiplexer.

A IP6_QUEUE multiplexer: Standard kernels only support one tl{gocal client) at
a time in the IPEQUEUE netfilter table. This patch provides the support foitiple
clients simultaneously.

e The MACKILL [64] network topology emulator (custom version)

With exception of (parts of) the AODV-UU and Host AP driveli, @her patches were de-
veloped and tested inside the Daidalos project [60]. Fifleshows a partial vision of the
software modules used, mostly focusing on the customizectifans described above, and
in the functional modules described in the earlier sections

Apart from the already mentioned software, several custonpts were also devel-
oped, in order to easy the management of the overall softWéreintegrated system proven
difficult to manage, following the development phase; thegnation of all the software was
a demanding task. The level of integration achieved wascsetii for running small, short-
duration, trials.
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Figure 3.5: Software architecture

3.4 Testbed Description

3.4.1 Hardware description

The testbed is composed with various types of PC’s ranging fftte most simpler laptop
with a 1.2 GHz CPU and 256MB of RAM to the more powerful Edge Rowtign an AMD
Athlon™ 64 Processor 3000+ (1.8MHz) with 1GB of RAM. All PC’s have pieot storage
space.

The lower limit in terms of hardware requirements was eghbtl by the ad hoc nodes,
since using PC'’s with (even) lower capabilities will cause touch slowness in the system
altering the results. These specifications do not reflegt&ypresource limited, (current)
ad hoc nodes, but are only suited to the extensive testingjljesn a lab, or to yet-to-be-
developed small form factor PDAs.

All terminal (MN and GW) machines are equipped with two netwmterfaces: one
wireless and one wired. The wired interface is used to pekeenote access during the tests
and for administrative tasks. The communications perforfoethe test are restrained to the
wireless interface in ad hoc mode.

The wireless interfaces used were Prism2.5 802.11b cattisthng following config-
uration parameters: channel 12, rate fixed to 11Mbits and/&TS threshold of 1 byte.
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The bit-rate limitation was used to increase reliabilitypiding bit-rate changes and sup-
port a channel with bit-rates easily handled by the mobiléaeso Channel 12 was selected
for interference minimization. Regarding the ad hoc netwopology, and since the tests
were performed in the lab, the MACKILL [64] was used to creaedesired (and emulated)
topology (as mentioned is section3.3).

3.4.2 Network Topologies

Since the evaluation of the testbed is focused on the peaioce) the network topologies
used were chosen in order to evaluate the influence that thbenof nodes has. Due to our
limited number of computers, the chosen topology &g topology where the nodes are
connected sequentially to only two neighbors, thus maxngithe number of hops.

Figure[3.6 shows a representation of the topology used,enigmachines show the
linear topology used. Nodel is the gateway of the Ad hoc nétwod Node6 is the last
hop. Using this topology, without interfering traffic, wercahow a bound to the maximum
achievable performance of the network.

Figure 3.6: String topology used in the tests

This topology was used in two different locations, indoand autdoors. The indoor
topology was deployed in one of the rooms of the IT-Aveiro] [@Gilding, which is a roughly
square building with around 1300%mand normal office/lab divisions. Since there is not
enough physical space inside the building to create theatksdpology without the nodes
interfering with each other, the MACKILL [64] tool was used.A@KILL filters the pack-
ets, in kernel, based on the source MAC address. With thé cyffiguration, MACKILL
provides the desired string topology, at a logical levalliwanterference still exist however).
A final note to refer that all the nearby Access Points wheneettl off when the test were
performed.

The outdoor topology is represented in Figuré 3.7; as caede, she nodes are spread
across a wide space, creating the desired topology natunathout the aid of special soft-
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ware. With this topology the objective was to evaluate tlis@nce of the radio interference
present in the indoor test and also the stability of the adredwork when used in more
real-life network arrangements.

25m

Building 1

Building 3 T

Figure 3.7: Outdoor topology

3.5 Experimental Results

This section will present the results of the performed téBte aim is to measure delay, jitter
and overhead, for a specific set o traffic profiles, specialigeting multimedia applications.
Three UDP traffic profiles were defined, according to diffétehrates, 64kbps, 128kps and
256kbps, in order to evaluate the network without being iesstful situations. These traffic
profiles model close enough voice and video applications.

The experiments were designed and performed with the iotef measuring the
incremental addition of nodes to the network and also theemental addition of function-

alities to the nodes. The experiences are divided in vagomsps, and each group is divided
in various steps.

The group division is performed according to the functidresd to be evaluated. In the
first group only the auto-configuration modules are runnmitpé nodes; in the second group,
the auto-configuration module is added to the unicast rgutiodule; In the third group the
QoS functionality is added, hence three functionalitiesevaluated simultaneously; to the
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functionalities present in the third group, the chargind eswarding functionality is added,
constituting the fourth group. Finally, the fifth group caims only the auto-configuration
and multicast routing modules.

Inside each group, various steps are performed. What defisespas the number
of nodes that are participating in the experience. Hencdirtestep is always considering
two nodes: the gateway (Nodel in figlirel 3.6) and the first reaimde (Node?2), with traffic
flowing from the node to the gateway. For the next step anatbde is added, and so forth
until the last step which involves all the nodes with traffiecaflowing from the last node to
the gateway. The throughput is calculated differentlygasiih aims to measure the maximum
bit rate that can be sent in the network, without loosing p&cland without taking into
consideration delay or jitter. For measuring the througlipuas used a method of trial and
error: starting in the one hop connection (Node2 to Nodeih witheoretical estimation
for the bandwidth, the throughput is adjusted to the maxinonm@ with no losses. For the
next hop, the previous value for throughput was divided b, laad later adjusted. This
procedure was repeated for all hops, achieving a final figuréhie throughput in all hops.
The MGEN tool [68] was used to generate the constant bit G&8dR() traffic flows. This tool
is very versatile, and has facilitated the process of autiogpéhe experiments. For each step,
5 runs were made, with 300 seconds for each run.

In Sectio 3.5.8 a comparison between the performance oésniouting for both the
indoor and outdoor scenarios is used to determine the @ifter of one scenario over the
other. Based on the results obtained, which have no mairreiftes between each other, it
was decided that the remaining results were obtained ortheimdoor scenario.

3.5.1 Auto-configuration

The functionality provided by the auto-configuration malig the configuration of the IPv6
address, so no traffic can be sent in the network, becausaitinge@an be performed. The
measured metrics were the overhead caused by the prototiaé inetwork and the time
needed for the address to be configured.

Measured overhead was 992 bps per link, which, for a 64 Kbprsat®, represents
1.44% of the data. Since for each link, each node sends aKBW) message per second,
and the GWINFO messages are of constant size, the overhead of thecanfigruration
module tends to be constant, only depending on the numberdafspresent in the link.

Auto-configuration time takes an average of 2 seconds anégsepts the time since
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the reception of the first GWUNFO message and the transmission of the first QWO
message to other nodes, that is, when the node is fully coefigiEach node sends a new
message once each second so, when a node moves inside the aetWwork, it receives
a new GWINFO message, from a potential new upstream neighbor, afseccond, in the
worst case scenario. Generally, auto-configuration was seeto have a large impact in
network performance.

3.5.2 Multicast Routing

As was said earlier, the multicast experiments were peddrionly with GWINFO and
MMARP running, no more software was needed. Also in the mastiexperiments, the
source for the flows is Nodel (see figlrel 3.6). In the first stege? sends doin message to
start receiving the multicast traffic, then in the second,9¥©de3 sends alsaJain message.
When Node2 receives this join, it automatically becomes a ftiGhat network. In the
remaining steps all other nodes send a join message andestarting the traffic. Each step
is repeated several times (several runs per step).

The first of the metrics evaluated is the throughput of thevost. The Tabl€3]1 shows
the variation of the throughput with the addition of node#i® network. It is observed that
the throughput in a direct link connection between two hed®2P3 Kbps, which corresponds
to the effective user data transmission. The real througimpihe network is slightly higher
due to additional headers and RTS/CTS mechanism. When thedp® dre considered
the throughput available to the last hop is diminished to BpK Since these tests were
performed in the indoor topology, the results are affectgdhe radio interference. It is
worth notice that, by its nature, MMARP does not need speci@bpol messages between
the gateway and the first hop (direct neighbor of the gatewayly standard IPv6/MLD
mechanisms are necessary. This reduces the overhead iettherk, improving also the
overall throughput.

| Hops | multicast (Kbps)| unicast (Kbps)|

1 1223 1222
2 672 559
3 291 322
4 191 204
5 76 122

Table 3.1: Throughput: routing and auto-configuration
The delay and Jitter were the next metrics measured in tiigetbs The objective of
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this test is to evaluate the impact of multicast routing imtitaffic for different configurations
of the testbed when the network is not fully congested. EBI2 and 313 show the obtained
results. It can be seen that the performance of the multicasing for the first hop is very
similar for the tree traffic profiles used, since the avaddidndwidth is much larger than the
one used. When the number of hops increases, delay alsosesria the two lowest bit rate
traffic profiles studied (64 and 128 Kbps). The third flow (2B%&) shows large delays for
hop count larger than 3, when the maximum throughput is &elielt can also be observed
that the delay value for a direct connection is smaller thardelay increase with the number
of hops. For 256 Kbps flows, delay reaches values larger @tatis, which is not acceptable
for voice; however, video streaming can still be supported.

| Delay (ms)| 64 Kbps| 128 Kbps| 256 Kbps|
1 Hop 3.527 4,184 4.809
2 Hops 8.910 9.912 31.642
3 Hops 13.194 45474 113.267
4 Hops 16.941 67.027| 194.941
5 Hops 21.619 82.823| 252.608

Table 3.2: Delay: multicast routing and auto-configuration

| Jitter (ms) | 64 Kbps| 128 Kbps| 256 Kbps|
1 Hop 0.227 0.224 0.221
2 Hops 1.669 1.930 10.586
3 Hops 0.841 25.286 20.306
4 Hops 1.142 25.119 22.246
5 Hops 1.374 21.743 23.683

Table 3.3: Jitter: multicast routing and auto-configuration

Table[3.4 shows the packet loss results. As can be obseredddbes reach values
higher than 10% for communications of 256 Kbps traversingarban two hops. This
tendency can also be observed with the 128 Kbps traffic ploéy@nd 3 hops.

A final metric measured was the overhead introduced by the RMAnd GWINFO
protocol. This overhead is 3.94% in 64 Kbps of traffic, whioldicates that the overhead
added by MMARP alone is almost twice the one introduced by the-aonfiguration proto-
col.
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| Loss (%) | 64 Kbps| 128 Kbps| 256 Kbps|

1 Hop 0.24 0.35 0.54
2 Hops 3.13 2.39 3.40
3 Hops 2.06 8.00 11.85
4 Hops 2.38 8.04| 22.89
5 Hops 2.82 11.72|  33.03

Table 3.4: Packet loss: multicast routing and auto-configuration

3.5.3 Unicast Routing

Unicast routing, along with address auto-configurationpng of the key functionalities
needed in the network; without it no other functionality denused (except from multicast
routing).

The first measurements taken were related to the maximunonetiwoughput, as a
function of the number of hops present between the sendehanéceiver. Table 3.1 shows
these results. As expected, the throughput decreasedwittumbers of hops. Further, it can
be seen that for the one and two-hop counts the achievedyiyaiiis bellow the maximum
achieved by MMARP. This effect is due to the lower overhead@néed by MMARP in the
first hops. However, as the number of hops increases, thenmiaxithroughput of AODV is
higher that the one of MMARP, due to the increase of MMARP ovadhe

The second measurements are from the packet delay [fablargi5itter (tabld_316)
for the different studied traffic profiles. As can be observaoth delay and jitter slightly
increase with the increase of flows’ bandwidth and with theaber of hops. In the fifth hop,
with the traffic profile of 256 Kbps, the delay introduced by D@ is higher that the one
introduced by MMARP, which is due to the way the protocols woklODV tries its best to
deliver the packets to its destination, so when no more d¢ra#n be sent to the network, it
is buffered and sent later, hence introducing delay. MMARSealids the packets that cannot
be delivered, increasing then the packet loss count.

| Delay (ms)| 64 Kbps| 128 Kbps| 256 Kbps|
1 Hop 4474 4.606 4,535
2 Hops 9.058 9.242 9.045
3 Hops 13.968 15.036 17.691
4 Hops 19.578 20.924 97.502
5 Hops 23.619 24.248| 1333.563

Table 3.5: Delay: unicast routing and auto-configuration
The overhead introduced by AODV and auto-configurationquois is of 2.38% per
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| Jitter (ms) | 64 Kbps| 128 Kbps| 256 Kbps]
1 Hop 0.560 0.741 0.697
2 Hops 1.254 1.236 0.997
3 Hops 1.248 1.434 1.835
4 Hops 2.205 1.975 13.456
5 Hops 1.452 2.228 21.474

Table 3.6: Jitter: unicast routing and auto-configuration

hop with 64 Kbps of traffic flowing in the network, which is siani to the one introduced by
MMARP. The additional overhead introduced by AODV alone i9®&4%.

| Hops | Outdoor (Kbps)| Indoor (Kbps)|

1 Hop 1223 1222
2 Hops 432 559
3 Hops 258 322

Table 3.7: Unicast routing and auto-configuration: indoor and outdoougffput

Unicast routing was also evaluated in the outdoor scenditi@ results were used to
determine the impact of using one scenario over the othdalte[3.Y the throughput results
for the outdoor topology are presented. It can be noticetttiee is no large difference
between the indoor or outdoor scenario, except a througtgamrease with the increase of the
number of hops. This results seems to contradict the exghbeteavior, since in the outdoor
scenario there is no radio interference between all the n(mldy between neighbors), but
in fact in the outdoor scenario the distance between nodesases, and so do the number
of transmission errors, causing also a decrease in theghpoat. Similar results were also
obtained for the delay and jitter values (not presented)hd&ased on these results, it was
decided that the remaining test would be conducted onlyanrttioor scenario.

3.5.4 QoS

Continuing with the incremental evaluation of the modulegwlwvorking together, Quality
of Service (traffic control and service differentiation)nisw evaluated. In terms of traffic
control, the maximum achievable throughput and the inflaesfdhe number of nodes was
evaluated. The maximum throughput decreases with the nuofldeops, from 1.2Mbps
(one hop) to 120 Kbps (5 hops), similar to previous resulteesE values were expected,
since when the traffic is marked real-time, there is no adaéen by the QoS modules, and
processing time is virtually inexistent.
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Figure 3.8: "Less demanding real-time" rate variation

Advancing further, Figuré 38 shows the influence of the neindf hops in the dif-
ferentiation time for the lest demanding real-time clasas& with priority just bellow the
real-time class). In all cases the flow bandwidth is 256 kiigstransmission always starts at
time 0 seconds, and immediately at the maximum bit ratet Fissnoticed, in all cases, that
the requested rate is achieved only after a significant abafuime (between 30 to 40 sec-
onds). This behavior is introduced by the AIMD shaper thagdirly increases the maximal
transfer rate when no congestion is noticed in the netwohks Hehavior will cause several
problems in traditional TCP traffic, due to the TCP slow stagbathm. The second thing
worth noticing is the effect of intermediate shapers, asxeaseen by the variation (decrease)
in the raise of the curve when the throughput is increasing.

In Figure[3.9 the differentiation between classes for timeeshit rate (128 Kbps in this
case) can be observed. In order to observe the desired, ¢ffie ttaffic is flowing from Node4
to Nodel (3 hops). The flows were started all at the same timécagach flow a traffic class
was assigned. What can be observed is that real-time class atats maximum rate and
lower classes take longer to reach the required througlipistalso easily visible that the
time to reach the required throughput increases with theedse of the priority of the class.
These results are consistent with the extended SWAN madelhere the real-time class
does not have any shaper and initiates it service at the nuaxibit rate, since it has absolute
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priority. Best effort classes use the remaining bandwidthictvin this case its almost none.
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Figure 3.9: QoS initial setup differentiation for the first hop connection

In terms of delay and jitter values, for the real-time cldksy are very similar to the
values shown for Unicast routing in the previous section.tke other classes the delay and
jitter values suffer from the strong influence of the shapivg is performed in all the nodes
until the traffic reaches its destination.

The cumulative overhead for real time classes is of 2.1126%.and 0.67%, respec-
tively, for the 64Kbps, 128Kbps and 256Kbps traffic profilagain these values are similar
to the ones of multicast and unicast routing.

The presented results show that with the extended SWAN mbidgbossible to sup-
port service differentiation and regulation of flows. Howewhe number of hops in the ad
hoc network has a large influence in both the maximum achievhiboughput and in the
time to achieve the requested rate. The system behaviorysdependent of the environ-
ment, frequently producing results that were not easilyeusindable in terms of service
differentiation. The results also show that the real-tinadfit class is the only one that does
not compromise the network performance, for the targetimatiia service types to be de-
ployed, so the remaining integration test will only concate on the analysis of this traffic
class, even when QoS modules are active.
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3.5.5 Charging and Rewarding

Finally, the performance of charging and rewarding mearaniPACP [2]), is evaluated.
In this section we will only evaluate the overhead introdubg the charging and rewarding
mechanism. In sectidn 3.6 the measurements achieved Witie ahodules will be presented.

In the used scenario and performed tests (where the traffis fttm Node5 to Nodel)
PACP reports and PACP proofs generate almost the same ratestadldytes. However,
PACP reports are sent in a burst every 37 data packets (eamt ceptains the proof of 37
data packets), while PACP proofs are of constant size in akgia (48 or 88 bytes).

| Overhead (%) 64 Kbps| 128 Kbps| 256 Kbps| Average|

No ECDSA 10.98 21.96 43.90 17.15
With ECDSA 16.33 32.67 65.33 25.52

Table 3.8: Charging overhead (in Kbits) versus bit rate and usaggtbgraphic mechanism

The results of the overhead measurements are present ie[3d@bl These results are
dependent on the packet rate, which is due to the constanitgire and the constant number
of reports issued per data packet forwarded. Another effettie number of data packets
in the network is the number of control bits introduced by PA@Rch increases in a linear
relation. The overhead is presented for two different sibma: with and without security
processing. Naturally the inclusion of security mechanisoreases the overhead of the
charging and rewarding protocol.

The elliptic curve digital signature algorithm (ECDSA) i®tbryptographic algorithm
used for the provision of the security. It is worth noticihgtthis choice will only be realistic
if special hardware exists in the (low-power) ad hoc nodes, t the high computational
requirements of this algorithm.

3.6 Impact on the Usage of Ad hoc as Stubs Networks

In the previous sectiol (3.5) the performance of the sewenmralponents were evaluated and
their results presented. In this section, the results asdyaed in the perspective of the
final network arrangement, with all modules present andinganiThese results will be here
analyzed from the perspective of their impact on the overaiivork performance, taking
into account that all services are running simultaneously.
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The overhead results presented in the last section for tleecamfiguration function-
ality (1.44% in 64 Kbps of data) seems reasonable, sinceaite@ssential feature on a stub
ad hoc network. Further, since the overhead is a constané vaelhen the amount of data
increases, the figure for the overhead of auto-configuratithine smaller.

Multicast routing is a feature of great value for a stub nekwdt permits resource
optimization when delivering typical broadcast serviceseaming multimedia contents).
However, the results obtained in the performed tests hasersithat ad hoc multicasting
should be carefully considered when deployed in real seanam a five hop network, the
throughput available (Table_3.1) does not permit multiraeztintents with high quality, but
is good for low quality video. Albeit the delay values (TaBl&l) are of no great concern
for the target multimedia services (a user can wait a litttrerfor a streaming to arrive).
High jitter values will have impact on the size of the cachat thnust be reserved at the
terminals. The jitter values measured (Tabld 3.3) bring wories. The most worrisome
metric is however the packet loss, presented in thble 3Mestven when there is plenty
of bandwidth to use, multicast traffic still show packet Esgeven when unicast does not
shown losses). Further search for the root of this problemais that it may be connected to
the particular implementation of the MMARP protocol and i$ livtked directly to multicast
in ad hoc networks in general.

The addition of unicast routing clearly introduces pemaltin terms of delay, jitter
(Tabled3.b anf 31 6) and overhead. Considering that voicentonications require a jitter
and delay lower than 50 ms and 150 ms, respectively, it isagdehat all traffic profiles
could be used, with the exception of 256 Kbps in a five-hop echan. Since unicast routing
is a key feature in the ad hoc network, these results clearyduce a figure for the maximum
number of hops allowed in a stub ad hoc network. The 2.38%tl#®@isame traffic profile)
of cumulative overhead introduced by the auto-configunatimctionality plus the unicast
routing functionality is still acceptable, as shown in FigG.12.

The QoS services were designed to be compatible with mruicgenetworks, but the
tests performed to evaluate them revealed that they atfécieet unless traffic belongs to the
Real Time class (with no shaping). These results contraukécapparent adequateness of the
proposed QoS solution for a multiservice network. The maason for the bad performance
outside the real time traffic class is due to the AIMD (Addstimcrease Multiplicative De-
crease) shaper. The shaper takes tens of seconds to intreasa real time classes through-
put to the maximum, raising the delay and/or packet loss bearable levels. This problem
is aggravated for the TCP protocol (due to the slow start nmreshg, and consequently TCP
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based services such as HTTP, which would not easily live utitese conditions. These
results show that only priority traffic (e.g., voice) is albdebe usefully differentiated from
other best effort traffic, with a cost of a little percentagadwidth.
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Figure 3.10: Cumulative delay for the 64 kbits traffic profile

In the complete multiservice network, with auto-configio@at unicast routing, QoS
(only real-time traffic) and charging control active it igoexcted that the delay and jitter val-
ues would increase. In Taljle B.9 and TdbleB.10 the finalteefkulthe delay and jitter values
are presented. As can be seen, without security methodsathes are slightly increased
when compared with the ones using unicast routing, as a qaesee of the packet pro-
cessing and inclusion of proofs (as discussed early, ra@-QoS impact is negligible). In
addition, because PACP is implemented in user space, anamditontext switch must be
performed, as packets flow between kernel and user space. &#&fly controls buffer-
ing and queuing mechanisms, hence, when no cryptograptherication is used, PACP
control lead to more regulated traffic output, which slighthproves the performance of
the network under congestion. The 256 Kbps test for 5 hoplsl€Ta9) leads to heavily
congested network (much larger than the available bantyyisituation where PACP queue
management actually leads to an improvement of performance

Using the security functionality of PACP causes a negativeaich on the one-way
delay measured, significantly increasing it. For each patie is sent into the network, it
will be signed once by the sender, and then the signaturéeviterified in the receiver and in
all nodes that have forwarded it. The ECDSA (Elliptic Curve iRigSignature Algorithm)
signature is not expensive to produce (below 1ms), howdwewerification is. The test
performed in the testbed show that the signatures verificatikes between 3 and 5 ms on
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] Delay (ms) | 64 Kbps| 12 Kbps| 256 Kbps|
1 Hop 6.27 5.20 5.36

2 Hops 9.15 9.18 10.50

3 Hops 14.92 15.07 18.66

4 Hops 23.28 21.26 246.82

5 Hops 31.71 32.87| 1106.62

Delay w/ECDSA (ms)| 64 Kbps| 128 Kbps| 256 Kbps
1 Hop 10.08 10.09 11.16

2 Hops 18.20 18.24 18.39

3 Hops 26.74 27.00 33.37

4 Hops 35.77 35.48 592.29

5 Hops 53.62 67.15| 1702.050

Table 3.9: Delay both with and without data authentication. Unicast routing;cauntfiguration, QoS
real-time and charging are active

the used hosts. Notice that these values are valid using ECIB3Aits, other key sizes will

change this processing time. In the used 5 hop scenario katpagginated in the last node
with destination to the gateway will be verified 5 times arghsid once, this gives a figure
for the minimum delay that a packet will suffer when using E@OS&&tween 20 and 25 ms.
The real value measured in the scenario is of 21.92 ms, whiekdording to the expected
value (computed by reducing the values obtained without E£@$he values obtained with

ECDSA for the five hop corresponding to the 64 Kbps traffic pepBee table 319)

] Delay (ms) | 64 Kbps| 12 Kbps| 256 Kbps|
1 Hop 0.47 0.60 0.74
2 Hops 0.50 0.57 0.83
3 Hops 0.50 0.66 0.92
4 Hops 1.16 0.97 15.68
5 Hops 1.26 2.13 21.22
Delay w/ECDSA (ms)| 64 Kbps| 128 Kbps| 256 Kbps
1 Hop 0.50 0.62 0.95
2 Hops 1.00 1.01 1.09
3 Hops 1.02 0.95 5.79
4 Hops 1.43 1.33 6.90
5 Hops 1.34 7.36 26.62

Table 3.10: Jitter both with and without data authentication. Unicast routingcantiiguration, QoS
real-time and charging are active

Figured3.10[ 3.11 arid 3]12 show the results for delayr pitel overhead, structured
according to the incremental addition of modules, for sorte traffic profiles. The re-
maining traffic profiles show similar results and all consadi®ens bellow are generally valid
for all the tests performed. The graphics show that the malaydsource is the charging
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and rewarding mechanism, more specifically the secure matithéon introduced. All other
services do not significantly impact the delay of the packethe network. The process-
ing weight introduced by MMARP for multicast routing and byetkignature verification
of PACP significantly increases the variation of the delayieaad by the data packets, and
hence, considering jitter, it is concluded that both MMARE BACP with ECDSA introduce
the higher penalties. The charging and rewarding senviieelsiding its security mechanisms,
are also mainly responsible for the increase in the overhead
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Figure 3.11: Cumulative jitter for the 256 kbits traffic profile
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Figure 3.12: Cumulative overhead with the increase of functionalities

The inclusion of an ad hoc network in the operator environmequires that some
significant control information is introduced in the netwdo enable the "revenue” from the
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ad hoc network deployment. However, the extra overheaddotred may be too much for
the gained services (auto-configuration, routing, QoS a@udire charging and rewarding)
and therefore, the operator needs to balance these issihesre3ults may suggest that a
different charging and control mechanism should be rekedrtor commercial networks.

3.7 Conclusion

In this chapter it was shown, by means of the experimentdiliatian of a real test-bed, the
measured effects of introducing several functionalitifadhoc networks serving as stubs
for multiservice networks. The results obtained, overigymultiple ad hoc network func-
tionalities in a very simple scenario raise several coredfor a start, the overall complexity
of the software to be deployed in the nodes, and the numbestehpal interactions, makes
the system quite prone to errors, and raises some intetafiigraoncerns in a commercial
environment with multiple software providers. Another cem is the large behaviour vari-
ability, mostly when routes are changing and/or QoS meshasiare trying to regulate the
network. In fact, during the test realization it was hard lbbain a stable, smooth behaviour
of the testbed. Complete restarts between the several ranesfwere a very frequent prac-
tice. In addition, in small mobility scenarios, the effgetusage of ad hoc networks seems
not to go further than a couple of hops, as already seen ifestfacusing single features.

The incremental addition of functionalities showed the#eaifs that an operator needs
to face when adding this kind of extra functions to its netwyoramely the impact that trust
and QoS have on network performance. Imposing trust in camgations rapidly increase
the overhead in the network, and communications are tetb#ts soon as QoS regulation is
taking place. These results show that a carefully scenaalysis should be developed before
deploying ad hoc stubs in any multiple-service network: albteatures will be effective in
complex environments.

Using ad hoc as stub networks, the so-called "extended bicgspnario”, introduces an
interesting concept and results show that the operatotsianke coverage can be extended for
a few number of hops. This number may vary according to thehar@sm that the operator
chooses to deploy, but will nevertheless be small if voidkeeadervices are considered. A
full functional stub network can support all features presd before, and still be able to
maintain an acceptable performance with delays lower tharb®@ms and jitters lower that
10ms for a maximum of two hops.
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Mobility Architecture for Ad hoc
Networks

In this chapter it will be introduced and discussed the obbf performing mobility be-
tween an ad hoc network and other kind of network (e.g. Iifuature, UMTS, etc.). A
proposal for a solution will be described, and later analyZehis proposed solution will be
developed as a stand alone testbed and also integrated lardglee mobility testbed of the
IST DAIDALOS Il [60] European project.

The Daidalos Il project is a research project that is workingefine and validate the
network architecture of future mobile operators. A key iegaent for these networks is the
support of ubiquitous access. Due to the current evolutidaahnologies it is the vision of
the Daidalos Il project that, to provide this ubiquitousess; users will have to access to the
the services through a heterogeneous landscape of tegnemland through different types
of networks, including mobile ad hoc networks (MANET) andvimgy networks (NEMO).

Daidalos Il is defining a network architecture to providequiiious access integrating
heterogeneous access networks and providing seamlessmaotvamong them. The archi-
tecture will also support: mobility management splittirgfyeen local and global domains;
identity based mobility management solution, through tltependent and general manage-
ments of identities; integration both MANET and NEMO in thelility architecture; host
multihoming — the host owns multiple physical network ifdees and concurrently gets ac-
cess through them; integration of ubiquitous and pervaswveepts for customized services
to the users.

This chapter will address the support of MANETS integrati®veloped under the
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framework of Daidalos Il. The architecture to be proposeadsaat seamlessly support nodes
moving from between infrastructure and ad hoc networksntaaiing its access to the Inter-
net with the same quality. For this purpose the MANET needsifiport routing integration,
QoS support, security of routing and mobility with multihmm support. This chapter will
focus only in the mobility part of the overall architecture.

The remainder of the chapter is organized as follows. Sefid will introduce the
problem of mobility in IP networks, along with the traditi@nsolutions to solve the mobil-
ity problem. Sectioi 4]2 describes the new approaches @ $loé mobility problem. In
section4.B the Daidalos project general mobility architex is introduced and described.
Sectio4.b will introduce the proposed solution for the MBANmobility architecture. Fi-
nally, sectiof4J6 will discuss the issues that the genedliecture and its requirements
could bring to the MANET operation.

4.1 Mobility in IP networks

When the Internet was in its early days (70s and 80s), very tawptiters and users were
connected and using it. Additionally, in those times, cotepiwere large, heavy and fixed
machines, with a well defined set of users, so security waa bag problem. Mobility was
also a problem not present at a time, so the developed ptetand solutions do not where
engineered to cope with it. A consequence of those earlystisiiat TCP/IP protocol stack,
was made to work best with those conditions, resulting inaddress with dual functionality:
localization and identification of the owner computer. kbyades the localization because an
IP address represents the topological localization of théennside the network, that is,
the path to be followed by packets from another computer. t®hie identification function
refers to the fact that back then, an IP address was alsoiatesbwith the same computer,
identifying it fully.

Time passes, and the internet evolves from an academiccbseetwork to a global
network of computers, with commercial interests. The nundfeeomputers connected to
the Internet have had an exponential grow, which implies alggrow of the number of
mistrusted users. Mobile communications began to risedtheeto the appearance of several
wireless communication technologies), with a huge paaémtiimber of users and devices
always connected to the Internet. These developments intdraet landscape began to raise
problems and concerns that do not existed in the days theett@as created. Assuming the
IP address of a computer represents its topological netleogtion, and this specific node
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is in a mobility scenario, like changing its point of attaakmh or performing roaming, the
IP address must change. However, the address is also th#iedesf the computer, so it
should not change. The solution to these problems represstampromise between these
two contradictory concepts.

All the solutions that have been proposed to solve the pnabi@entioned above rely
onindirection to work. Indirection is a technique that adds an intermedeyer to perform
translation of one thing into the other. Itis a techniqueelydised in the computer landscape,
and also in networking, being DNS (Domain Name System) itkesti spread usage.

The normal usage of indirection for mobility consists in separation of the semantics
attributed to the IP address into two planes: one plane femtification and the other for
localization. The indirection mechanism then translatesidentification of a node into its
localization. Mobility in IP networks is a topic with a broaglsearch, hence several solutions
have emerged ([21], [41], [47], [6]). In the next section®tef the mentioned protocols
will be more detailed, since they both will be part of the Cda architecture. Then, new
mobility paradigms will be addressed, based on local mytalpproaches. The IEEE 802.21
for media independent handovers is also briefly described.

4.1.1 Mobile IPv6

Mobile IPv6 [41] (MIPv6 for short) is based on Mobile IP [49)tatakes advantages of the
features of IPv6 addresses. MIPv6 allows that any IPv6 depabbile node can change its
point of attachment to the internet without requiring chesitp the internet routing infras-
tructure, nor to other network entities, nor to the appiaa running in the mobile node.
Mobile IP introduces several new concepts. For a starttribdtuces the concepts of Home
Link and Foreign Link. The Home Link is the link in where the RdNMome subnet prefix is
defined, e.g., the link in where the MN acquires its addreks;Horeign Link or visited link,
is the link that the mobile node visits upon movement, it ig lamk other than the home link.
A consequence of using two different links is that MIPv6iaék two (at least) addresses per
MN: one, known as the Home Address (HoA) that is the addreised¥IN in the home link
and serves to identify the MN; the other address, known as @fateldress (CoA), that is
the topological correct address and is used to deliver pattiehe MN.

The HoA is an unicast routable address and is permanent tmélhde node, so that
the standard IP routing mechanism can deliver packetsnéesto a MN HOA to its home
link. The CoA is also an unicast routable address, and isatéd to a MN when this is
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visiting a foreign link. Also the node can have several CoAs,dnly one is used at a given
time to send packets.

In order to properly function, MIPv6 introduces new netwéirkctional entities:

e Mobile Node (MN): Any node that can change its point of attaeht to the network,
without changing (and been reachable by) its home address.

e Home Agent (HA): A router belonging to the MN’s home link witéhich the MN has
registered its current care-of address. This router haslaésresponsibility of re-route
all packets destined to the MN'’s HOA, to the MN’s registeredACo

e Correspondent Node (CN): any host in the internet commumnigatith the MN. The
CN can also be a mobile node

e Access Router (AR): offers network connectivity and forwagdservices to the MN

In figure[4.]1 is represented an example network architeéoun@obile IPv6, showing
a MN, some CN, and the HA.
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Figure 4.1: Mobile IPv6 example architecture

The basic functioning is as follows: When the mobile nodemeaa foreign link, away
from its home, it acquires (using IPv6 standard mechanismea)or more core-of addresses.
These care-of addresses have the network prefix (subnext)poéfihe foreign link, so as
long as the MN stays in this location, the packets addresséud care-of address will be
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routed to the mobile node. After the mobile node gets its-chddress, it proceeds with
the registration process, in which the MN register the CoAsrhbme agent, that is located
in its home link. This operation will create in the HA a "bimdy’, that is the association
between a HoA and a CoA. The mobile node performs this bindeggstration by means
of a "Binding Update” message to the home agent. Upon recemtidhis message, the
home agent responds with a "Binding Acknowledgment” messafjer this simple message
exchange, a tunnel is created between the home agent andliile node. After this process
is completed, the MN is immediately reachable by its HoAgtlgh the home agent.

The communication between the mobile node and the corregmbmode can happen
in two different ways: using bidirectional tunneling or mgi"route optimization”. Bidirec-
tional tunneling does not require MIPv6 support in the CNg¢sithe packets to the CN are
naturally routed to the HA (home link) and then tunneled te thobile node. Packets to
the CN are tunneled from the MN to the HA ("reverse tunnelirgiyl then routed normally
from the home network to the CN. This tunneling is performadgi#Pv6 encapsulation. To
perform Route Optimization, the CN needs to have support fét\W] and requires that the
MN registers its current binding at the CN, giving its currertation. Packets from the CN
can be routed directly to the CoA of the MN. The ability to ropsekets directly to the MN
CoA allows that the shortest communication path between tNeakld the CN to be used,
allowing also a reduction in the overhead of the MN’s homenadgad home link.

Mobile IPv6 solves the mobility problem by using, and idgntig the mobile node
with, two different address. One is used as the mobile nodetifier and the other is the
mobile node locator. The indirection is then performed athibme agent, which translates
the identifier of the mobile node in its locator, or by the espondent node itself when using
route optimization.

4.1.2 Host Identity Protocol

The Host Identity Protocol (HIP) [47] provides a method fog separation of the locator and
identifier role of the IP address, by means of the usage of acngwtographic namespace,
based on public key cryptography. The new namespace is teeltkntity Namespace. A
name in this new namespace is the Host Identifier (HI), thats&tistically globally unique
name, used to name any system with an IP stack. A system cannhaiple identities
(multiple HI), and some of them can be private and othersipulsi addition, a system may
self-assert its own identity or may use a third-party auticator.
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The usage of the Host Identifier provides a very simple argsti@rward way of
providing mobility and multihoming, since upper (transptayers bind to the host identifier,
instead of binding to the IP address. The locators can thehéeged seamlessly, without
disrupting the ongoing communications. It is also possibiea single identity to have and
manage multiple locators.

HIP adds two main features to the internet protocols: th@uwagng of the internet-
working and transport layers; and host authentication. SBparation of the networking and
transport layers are provided thanks to the usage of the Idestifier by the transport pro-
tocols, as already explained. The host authenticationogiged by the Host Identity, that is
composed by a pair of public and private keys. The public kefié Host Identifier (HI); the
host is only referred by this public component. The possessi the private key defines the
Identity itself, so if the private key is possessed by moaatbne node, the Identity is consid-
ered a distributed one. Host Identities are never usedthinecinternet protocols. Instead,
their public parts (Host Identifier) are distributed andstbin DNS and LDAP directories,
so that they can be used in the HIP Base Exchange.

The locator function in HIP is performed by the Host Idenfligg (HIT), or Local
Scope Identifier (LSI), so that the internet protocols cdarr the Host Identifier. A HIT
Is a 128-bit representation of the HI, created using a cgmajohic hash. The usage of the
HIT over the HI has two main advantages: its fixed length makessier for protocols
coding; and it presents the identity in a consistent formahé protocol, independent of the
cryptographic algorithm used. In the HIP packets, the Hresents the sender and receiver
of the packets, so a HIT should be unique in the hole IP unéyehsring its life time. The LSI
is a 32 bit equivalent of the HIT, being also a representatiaine HI. It has the purpose of
facilitating the usage of HIP in existing APIs and protocolamely providing compatibility
with IPv4. The LSI advantage is its reduced size over the HIT,its local scope, presents
its main disadvantage.

The indirection mechanism introduced, by means of the Hiusitity, clearly performs
a separation between the location and identification fonctlThe IP addresses, represented
by the HIT/LSI, continue to function as locators, at the sdime, the Host Identifiers serve
the purpose of identify a node or group of nodes. The supjporemd-host mobility and
multihoming comes naturally with the indirection mechamigmitroduced. The mechanism
provided by HIP permits that several IP can be linked togethaking multiple IP addresses
correspond to the same Host Identity. When one address beaameable, or a more pre-
ferred address becomes available, the existing transgsotations can be easily moved to
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another address. Address changes during on-going comatiams are straightforward. The
mobile node must send a HIP re-address packet to inform thegiehe new address(es),
and the peer must verify that the MN is reachable througlrethdslresses.

To ensure that nodes are reachable during, and after nypbiéiticated mechanisms
are needed. HIP has a rendezvous mechanism that enablesila noate to start a HIP
exchange with another peer [45]. The MN keeps the rendezaemsr continuously updated
about its current IP address(es). Upon a communicatiot) gtarinitiator must send the first
HIP packet to the rendezvous server (whose address mustdieextbfrom the DNS). The
rendezvous server then forwards the first packet to the dadelress, allowing the HIP base
exchange to flow normally afterwards.

4.2 New mobility paradigms

In the previous section, the need to perform mobility wasothiiced and explained, as well
as the normal approaches to solve it. Both approaches peesfatiow the philosophy of
host controlled movement, with assistance from the netwditkese approaches are good
to perform mobility, but require the intervention of the nilelmode every time movement
has taken place, which will have a negative impact on the ortywerformance, mostly on
large networks. For example, mobile IP has well-known andielyi studied deficiencies in
performance. These issues have been tackled by recentale$eams, producing solutions
that favor the optimization of movement by exploiting theral nature. The IETF NetLMM
Working Group [72] is one of the research groups currentigging the localized mobility
management paradigm, converging to achieve a standarmktpiot

Another issue currently under research is the handoveraorBoth of the detailed
techniques in the previous section follow the philosophiiadt controlled movement, com-
pletely managed by the mobile node. New solutions for detg¢he need to handover, con-
trol the handover realization, and all other actions relatehandover are being researched.
These approaches tend to completely revoke the mobile rmdeot over the mobility func-
tions, letting the network take care of them, or split the fitybcontrol and decision re-
sponsibility between the network and the mobile node. TiEHB02.21 Media Independent
Handover [35] in-development standard is one of the satstioroposing that the network
can control the handover functions of the mobile node, anaihgr things. Next sections
address local mobility management protocols and IEEE 80Pmedia independent han-
dovers.
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4.2.1 Local Mobility Management

All Local Mobility Management protocols rely on the conceptiocal and global domains.
The exact definition of local and global vary from protocolptocol or architecture to
architecture, mostly on the size of the local. The generghgae, however, is the same for
all protocols and architectures.

A global domain generally is considered to be the Internebe Toncept of global
domain is used to express the situation when the global mopiotocol could no longer
work, and then the global mobility protocol (as MIPv6 or HiB)required to perform the
mobility signaling. A local domain can be either an admmave region or a physical
region on the network. For example, a local domain can be ¢heark zone formed by all
the access routers that use the same core router to reachehreet (see figule 4.2), making
all movements outside the scope of that router global. Aerotixample for a local domain
can be an entire operator network (comprising several acoegers and core routers).

\,  Internet <‘
/ )
T >

Edge Router —

\ Local Mobility Domain

s Router /
— \ — Access Network \
_— > - ) Wi Fi ‘

Access Router
) Access Network <
Wi Fi

Figure 4.2: Local mobility domain examples

Localized Mobility Management protocols are divided in HBased protocols, where
the host takes care of the signaling, and Network Based mistowhere the terminal does
not require to perform any signaling since is the network toatrols mobility.

4.2.1.1 Host Based Localized Mobility Management

Local Mobility Management is not new. The first proposalsevieost-based, leaving to the
host the task of controlling all the mobility signaling, niradx them aware of both local and
global signaling protocols. Between the most relevant prevprotocols were Hierarchical
Mobile IP and Cellular IP.
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Hierarchical Mobile IP [53] for IPv6 (HMIPv6) introduces &w Mobile IPv6 node,
called the Mobility Anchor Point (MAP), that is used and It at any level in a hierar-
chical network of routes, including the Access Router. Tiradal Mobile IPv6 requires that
the mobile node sends a Binding Update to all CorrespondeneqNtmdwhich is communi-
cating, and to the Home Agent, every time any movement iopadgd. Combined with the
authentication mechanism, MIPv6 tens to be very heavy ométeork and not very fast,
when there exist several peers and active communicatidms.i§sue is more serious when
using wireless links. The usage of the MAP will limit the nuenlof Mobile IPv6 signaling
that travel outside the local domain, providing also a sotuto the referred problems. The
mobile node will only send Binding Updates to the MAP (and mathe HA and CNs), and
only one Binding Update message needs to be transmittedeti®iMN can resume traffic
reception and transmission.

The MAP acts like a local Home Agent, enhancing in way theqrertince of MIPv6
while minimizing the impact on MIPv6 and other IPv6 protacol’ he local domain is com-
posed by all the Access Routers that the MAP controls, maKintaadovers between that
set of MAPs optimized. Because HMIPV6 is a host based soluitieaquires that the mo-
bile controls both the local and global mobility signalinig. addition, HMIPVv6 introduces
another tunnel over the air, in case of wireless links, cathe data traffic to be inside two
tunnels. The first tunnel is the original MIPv6 tunnel betwéige MN and the CN or HA,;
The second tunnel is established between the MN and the MAP.

Cellular IP (CIP) is a local mobility management protocol mol@se in its concepts
and operation to real cellular networks, like GSM, thanaadlitional IP networks. The mobil-
ity in the local domain is handled by CIP, and in the global donbg MIP. In the Cellular IP
architecture, a node called gateway is the node that preddenectivity of the local domain
to the internet, making it the edge router of the domain. gateway periodically broadcast
its address to the local domain. When a MN enters the local adgmastens these broadcast
messages and then registers itself on its HA and CN with theeadaf the gateway. Upon
registration of the MN, the CIP network, that can be compodeskweral routers (special
routers) and switches between the MN and the gateway, I¢laensddress of the MN (the
HoA), creating a host route from the gateway towards the MiNs Toute is updated based
on the uplink traffic sent by the MN, or by special signalingssegges. Each router learns
from the uplink traffic which is the next hop to which send ttegfic destined to the MN. The
uplink traffic is forwarded hop-by-hop, towards the gatewaygardless of the destination.

Much like cellular networks, Cellular IP has power consumptsaving mechanism.
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When a node does not send or receive traffic during a predetednpieriod of time, the MN
enters an IDLE state. Entering this IDLE state could causeettact location of the node
to be inaccurate. It is up to the gateway to periodically Hoaast paging messages in order
to regain knowledge of the IDLE nodes location, causing #iedVIN to enter an ACTIVE
state.

Cellular IP is a host based solution, since it requires the BlXplicitly register in
the gateway when it arrives to the local mobility domain. sTprocedure allows the node to
discover which CoA to register in its Home Agent and to the ioekwo gain knowledge of
a new MN to which it has to construct routes.

4.2.1.2 Network Based Localized Mobility management

As referred in the introduction to this section, Network Bakecalized Mobility Manage-
ment protocols, are a topic of current research, includisg standardization effort in IETF.
The basic philosophy of network mobility management is teaation of relevant mobility
management functions from the mobile node to the network.

The NetLMM (Network Localized Mobility Management) basaguirements and prob-
lem statement are already defined in the NetLMM WG of IETF by fRi [44]. The adopted
approach requires that the network learns through stanelanihal operation (such as router-
and neighbor discovery or by link-layer support) about #reninal movements inside the
local domain, so that it can coordinate routing state udatéhout any mobility specific
support from the terminal. Following this approach enabivessupport for hierarchical mo-
bility management, since the mobile node signals is looatipdate to a global mobility
anchor point (such as a Home Agent) when it changes LMD asdjerthe LMD, mobility
is supplied by the network to the terminal without any typéesminal originated signaling.

The basic architecture of NetLMM is presented in Figuré Wi¥re it can be observed
the entities involved in the protocol operation. The LocadtMity Anchor (LMA) is the
router that establishes the border between the local (Nbt).tbomain and the global (core)
domain. The Mobility Access Gateway (MAG) is the Access Rotdethe MN. All inter-
mediate nodes between the MAG and LMA are NetLMM unawareycied this way the
signaling needed to maintain mobility information, andoge consumption and overhead.

The area between the LMAs and the MAGs is where NetLMM operak®r every
mobile node, a tunnel is created between the correspondiG/MMA pair. All traffic
destined to the MN is sent through the tunnel to the MAG, aed tine MAG delivers it to
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Figure 4.3: NetLMM basic architecture

the MN. The upstream traffic follows the opposite procedthie, MAG receives the traffic

and sends it through the tunnel to the LMA, which sends itdaéstination. These tunnels
are normal IPv6 in IPv6 tunnels.

When the MN moves from one MAG to another, the new MAG detestpiiesence
and signals the LMA. A new tunnel for the MN is established\sstn the LMA and the new
MAG, and the old tunnel is removed. During this procedureNt¢ does not know of the
movement, maintaining its IPv6 address (CoA) whenever itasaged by the same LMA.

The basic operations described above are from the first NBtIWIG draft [27]. The
solution presently under discussion and development inlEié€ is Proxy Mobile IPv6
(PMIPv6) [33]. PMIPV6 is a network based mobility managetrentocol based on MIPV6,

reusing some of its functionality, namely the Home Agenttion. The operation of PMIPv6
is similar to the already defined, however some differenges.e

In PMIPvV6, the Local Mobility Anchor (LMA) is the the home agefor the mobile
node in the PMIPv6 domain. It has all the functionality of af¥6 home agent, and also
the required extensions to support PMIPv6 operation. Th&NMémains the same, but gains
additional functionality, the Proxy Mobile Agent (PMA)sltesponsibility is to track the MN
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in its link, and perform the signaling with the LMA, on its kadh(proxying).

In a PMIPv6 domain, the network will ensure that the Mobiled&avill always be in
its home network, ensuring also that the mobile node canyalwatain its home address
on the access link, using any of the address configuratiocegdiwoes. As the mobile node
perceives it, the entire PMIPv6 domain is its home link. Pi¥iRlso establishes a tunnel
between the MAG and the LMA, so that traffic is properly routecand from the mobile
node. Mobility is also handled in a similar way to what wagafty described.

Proxy Mobile IPv6 has some additional features. Each matolde has an identifier,
called MN-Identifier. This identifier is communicated to thlA upon the MN’s authen-
tication in the network. Using this identifier the LMA can abit the MN specific policies
recurring to a policy store, such as the Authenticationptization and Accounting (AAA)
infrastructure. This policy information is used to emult#te MN’s home network on the
current access link. Every detail, since which address gordtion method is used, to the
IPv4 support, is personalized recurring to the policy infation.

The interaction between the MN and the MAG is performed neicgrto standard IPv6
operations. These operations are of great importance tprtipger operation of PMIPV6.
When a node enters a PMIPv6 domain, it will send a Router Saticit message, containing
its MN-Identifier. The MAG will then send a Proxy Binding Updatequest to the LMA,
which will contact the policy infrastructure to obtain thé\k8 related information. Next, the
LMA will send a Proxy Binding Update acknowledgment to the MA@icating a proper
authentication and containing the Proxy Care-of AddressonJgceiving this message,
the MAG will respond to the MN with a Router Advertisement @ning the MN Home
Network prefix and, at the same time, establish an IPv6-ut-BBnnel with the LMA, so that
traffic for and from the MN can be properly routed. After thizobstrap operation, the node
can move freely in the PMIPv6 domain, which is presented ¢oMiN as the same link. It
is up to the MAGs to detect the MN movement and update the efdtee LMA and other
MAGS so that traffic can always reach the MN.

4.2.2 |EEE 802.21 Media Independent Handover

The IEEE 802.21 Media Independent Handover standard [386$ & establish a standard
that provides link layer intelligence and other relatedvoek information to upper layers in
order to optimize handovers between heterogeneous neswbhis standard is still in devel-
opment inside the IEEE. The IEEE 802.21 standard currewihgiders the both wired and
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wireless IEEE 802 family of standards, Third Generation)(8@rtnership Project (3GPP)
and 3G Partnership Project 2 (3GPP2),

The main purpose of the IEEE 802.21 standard it to enhancadbeexperience of
mobile devices by supporting handovers between heterogsmetworks. Handover support
is provided for both, mobile and stationary users. For tkerJdandovers may occur due to
several causes, most common causes are sudden changel@ssiieelio conditions of the
mobile node; usage of applications that require a higherdata channel; or also degradation
in a the network performance, that makes it less attraatiecemparison to other neighboring
networks. In any case the service continuity has to be maeidhduring the handover.

Cooperative use of network information is also supportechky802.21 standard. This
information is available at the mobile node and within théwaek infrastructure. In the
mobile node, since it is well positioned to detect the awddasurrounding networks. The
network infrastructure is used to store overall networloiinfation, such as neighborhood
cell list, location of mobile nodes and also higher layewer availability. The mobile
node and also the network points on attachment (base statoness points) may also be
multimodal — support for multiple radio standards and supfoo simultaneous connections
on more than one radio standard.

The 802.21 standard consists on the following elements:

e A framework that enables seamless service continuity wifeobile node switches
between heterogeneous link-layer technologies. Thisdveork presents the Media
Independent Handover (MIH) reference models for diffetektlayer technologies.

¢ A set of handover functions below the protocol stack of thevnek elements, provided
by a new entity called the MIH Function (MIHF). The MIHF pro@s the following
services:

— The Media Independent Event service that detect events @i triggers to
both local and remote interfaces.

— The Media Independent Command service that provides a s#regsnmands to
for the MIH Users to control link states that are relevantaodover.

— The Media Independent Information service that providesiifiormation model
for query and response, thus enabling more effective hardiecision making
across heterogeneous networks.
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e A media independent handover Service Access Point (IAP) and associated prim-
itives, to provide the MIHUsers with access to the services of the MIHF.

e The definition of new link-layer SAPs and associated prireifor each link-layer
technology. These new primitives will help the MIHF to caliehe link information
and control link behavior during handovers.

Figure[4.4 shows the location of the MIHF within the mobilitsotocols stack on a MN
or network entity and the medium layers. In this picture it & observed how the IEEE
802.21 standard can be media independent. As it is cleagilglgj the upper layer protocols
only have to support one interface to interact will all thegorted technologies.

Upper Layers
MIP, SIP, HIP, etc.

Information Command Event
Service Service Service

[ MIH Function ’
Information Command Event
Service Service Service
Lower Layers
802.2, 802.11, 802.16, 3GPP, 3GPP2, etc.

Figure 4.4: MIH services and their initiation

The MIHF does not only interface with the lower layers of tijgiement it is located,
but also with remote equipments in the network, recurringZmr L3 message exchanges.
In figure[4.} there is the representation of the availablesSiARhe IEEE 802.21 standard.

The IEEE 802.21 standard is not a replacement for upperday@bility protocols
such as Mobile IPv6 or HIP (see sectlonl4.1), but aims to Hedpatork of these protocols.
In addition, current 802 family protocols do not support thewver between different types
of networks, nor across different subnets. IEEE 802.21 prtivide traditional mobility
protocols with triggers and information useful to accetersot only the handover execution,
but also the need to perform handover, all in a media indesrangay.
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4.3 General Mobility Architecture

The Daidalos [60] mobility architecture, in which the MANETobility architecture fits and
bases on, is designed to cover the needs of the operators fattlre. This architecture is
based on the currently ongoing work of the Standard Devedmpr®rganizations, such as
the IETF, which split the mobility problem in local and gldbaobility. As explained in
the previous section, in this concept of mobility separattbe network is divided in several
local domains connected via a core network. Inside eacH tmraain, protocols such as
PMIPv6 are used to handle mobility. The global mobility ails are only used when the
node moves across local mobility domains.

Recurring to the mobility management split has several adgas. Local mobility do-
mains (LMD) are independent of global mobility domains (GMBs a result local mobility
protocols (LMP) are also independent of global mobilitytpomls (GMP). A direct conse-
guence of this independence is that operators are free secheir preferred LMP or even
skip its usage completely, leaving mobility managementmshe LMD to the GMP. The
reduction of signaling gained both outside the local domasrbetween the terminal and the
access network (over the air) is also a gained advantageth@nadvantage is that a LMD
could be constituted only by a certain access technolodindpifrom the rest of the network
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the specificities of that technology mobility managemerttisTransparency helps the inte-
gration of technologies such as WiMAX (IEEE 802.16), 3GPH also different types of
networks such as NEMO and MANET.

Figure[4.6 shows the general network architecture, withabmed for each of the sepa-
rated technologies. As can be seen, the mobile terminatapable of perform multihoming,
and the network will provide support for it.

HOME NETWORK D @
GLOBAL MOBILITY MANAGEMENT

|
5. :\ /
. ? 3GPP LTE System
( -

Other LOCALIZED
Mobility Scheme

-1

LAYER 2 DOMAIN
|IEEE 802.3 and IEEE 802.11

MULTIMODE/MULTIHOMED TERMINAL

Figure 4.6: General network architecture

Mobility architecture was designed in order to provide tlesttservice to the mobile
terminals, providing also service continuity for whateaecess technology the terminals
use and for whatever technology change (handover) theriatrperforms. However, there
are various types of terminals. Terminals with only globalaifity protocol support and no
other enhanced mobility function will only be provided witansparent mobility inside the
local domain, and can equally move between local domaimgyukie GMP, but due to their
lack of extended functionalities, their handovers will betoptimized, and therefore some
service interruption may occur. When terminals have the medmobility functions, such
as support for IEEE 802.21 and local mobility protocol, supgor seamless handover is
more straightforward.
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The enhanced mobility functions are a cross layer intertieréved from the IEEE
802.21 which will be present in non-legacy LMD. This funciadity is provided both at the
terminal and at the network side, and provides the LMP witigers and information such
as movement detection for proactive handovers.

The general mobility architecture was designed taking atoount the following re-
quirements:

e R1: Access Network Operators can implement their own mobédltion.
e R2: Minimize complexity in the terminal.

e R3: Efficient use of wireless resources.

¢ R4: Reduce signaling overhead in the network.

e R5: The solution must be security friendly.

e R6: Seamless handover support.

e R7: Multihoming support.

e R8: Scalability for routing.

¢ R9: Minimize network side notes modifications.

e R10: Support for heterogeneous networking.

e R11 The solution must be QoS friendly.

4.4 MANET support for General Mobility

In the next sections the problems and solutions relatedetaléiployment of a MANET net-
work in the previous general architecture will be presentdgk next section will outline the
main issues and problems faced during the development afthéecture. In the remaining
sections each issue will be explored in more detail.

4.4.1 Problem statement

The integration of the MANET on the Daidalos general aratitee must comply with the
requirements established for the general architecture r@$ulting MANET architecture has
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to be fully integrated in the general architecture, makingNET as transparent as possible
to the remaining architecture elements. The key idea istkteatlifference between a termi-
nal that supports infrastructure mode and a terminal thgpastis MANET will only be a
little more software, allowing an MN to handoff between astructure and MANET without
trouble.

The main issue faced is that, although a great deal of co@xiben taken to develop
a mobility architecture that supports heterogeneous nésythe final result is still oriented
towards infrastructure-based terminals. The MANETSs isathly multihop technology been
integrated in the architecture, so it has to adapt to thestrehitectures requirements.

Mobile Ad hoc Networks will be integrated in the same localhitity domain as reg-
ular 802.11 infrastructure networks, forming a heterogeisd_MD. In the LMD, the Local
Mobility Protocol is network based, that means that no saferor modules are required in
the regular infrastructure Mobile Node to support mohility MANET, all the ad hoc net-
work has to cooperate so that the MAG can know when a MN lede=rédtwork and joins a
new one (performs handover), and so the necessary modwesdibe created.

Terminals that have the enhanced mobility functionalitiesy on IEEE 802.21 to trig-
ger and signal the movement of nodes inside the networke®i02.21 is designed to support
only infrastructured networks, the MANET will have to adaporder to support and comply
with IEEE 802.21 standard (see secfion 4.4.3)

Before executing the (soft) handover, the MN has to acquireraéinformation about
the available networks, in order to choose the best destmaétwork available. Establishing
a parallel, in the infrastructure mobility solution no L3u{QoS) information is considered
by the decision logic to determine the best handover degiman MANET L2 information
is not sufficient to determine the best handover targetesine topology of the destination
ad hoc network has a direct impact on the achievable perfacenaThe information about
topology (and related issues) will have to be obtained froemad hoc L3 protocols. This
information is then fed to the decision logic so that the estdover destination can be
calculated. Having this kind of extra information will alsaprove the choice for the target
technologies of the handover. More details can be founddtisd4.4.4.

After handover execution and handover targets selectiaftimoming is the next prob-
lem that needs to be considered, with a solution contentplatie final architecture. In the
Daidalos MANET, multihoming is different from the infragtiture solution: since a MANET
can have multiple gateways, the MN can distribute flows bynth€his distribution of flows
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has to take into consideration topology characteristichefnetwork (i.e. the distance, in
hops, of such gateways). In addition, multihoming can bé&opered with only one gateway,
but recurring to multihop paths towards the only one gatewsdnch will add some extra
requirements to the multihoming management: multihominlghave to consider the ad hoc
metrics, such as number of hops to the gateway, to performebitraffic distribution.

The issues discussed above were the those that have moshaodlun the design of the
mobility architecture for the MANET. The remaining featsrf@oS, ad hoc routing) of the
architecture were adapted to the mobility driven solutiblowever, this remaining aspects
will not be discussed in detail, unless the mobility arottiee has a negative impact on them.

4.4.2 Support for the Local Mobility Protocol

As stated in previous sections (section 4.2.1 4.3),dbalized mobility management
concept envisions that the mobile node can run unchangetbealdmobility operations are

performed by the network equipments. This requirementigsghat it is the responsibility

of the network Access Routers (ARS) to detect the terminadelatbent and detachment to
the access networks, in order to trigger the necessary mschsito perform the terminal’s

movement management.

In infrastructure networks, the movement detection (&tt@ent/detachment) can easily
be done recurring to the standard mechanisms present iR#oeprotocol stack (such as the
ICMPV6 neighbor solicitation and neighbor advertisementimaaism). However, in the
multihop environment provided by the MANETS this standarelchranism cannot be used,
and thus has to be replaced for either an explicit signalerppmed by the mobile node, or
by the help of explicit signaling done by the terminal’s rigagrs in the MANET.

Since the terminal has to perform explicit signaling upondwver to maintain QoS
reservation and to get the needed authorization to perf@nadver, the most reasonable
solution is that terminal also notifies the MANET Access Ro(gateway, GW) every time
it performs an attachment. In this case, the local mobilittqcol will be responsible for the
detachment at the old gateway.

In order to support the local mobility protocol operatioreitransparent way, the pro-
posed solution has the following characteristics:

e When the node joins a new network (or finds a new gateway at therdgunetwork), it
has to register explicitly, in order to configure its addrasd also to signal the GW of
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its arrival;

e The local mobility protocol in the core network will run uraainged, and thus, not know-
ing the difference between a MANET terminal and any othenieal;

e |tis the local mobility protocol responsibility to notifjaé old access router of terminals
detachments, so that the network resources can be comeatigiged.

The crucial part of the support for the local mobility pradbrs that the mobile terminal
will have to directly signal the gateway during the addressfiguration phase, so that the
LMP engine at the access router can be correctly triggertdridg the MN to support local
mobility is preferred over alter the local mobility managarmhscheme in order to support
MANET.

4.4.3 |EEE 802.21 supportin MANET

The IEEE 802.21 standard has not been developed with mpltietworks as objective; with-

out adaptations, it will not work or be useful to ad hoc netgorThe degree of integration
intended for the MANET network in the overall architecturgiies that the mobile node will

not be used exclusive for MANET, instead the same terminklbs&iused to access regular
infrastructure networks, 3GPP networks, etc. possiblyatstame time. This requirement
forbids strong alteration of the MIHF at the mobile nodecsiit is shared among all other
technologies. The solution is to adapt and hide the MANETh®IEEE 802.21 standard,
making it act like a regular single hop technology.

Another aspect that prevents the direct usage of the IEER8G2andard in MANET
is the information transport. IEEE 802.21 supports remsgraithat can subscribe to events
that occur on the mobile node. In addition, the commands i@eltthrough the network
from and into the mobile node. Inthe IEEE 802.11 subfamiligohnologies, these messages
are transported as L2 messages (recurring to managemargsyavhen in infrastructure
mode. This L2 transport is useful since the MN does not nedthte an IPv6 address to
communicate to the Access Router, which facilitates the comaeation exchange between
the mobile node and the access router, also, without the toedsrupt the upper layers.
However, L2 messages transport does not work in the MANHEWGesall the routing and
other basic services are only offered at L3 (i.e. IPv6) layer

In order to make the less changes to the MIHF and to providpgurransport for
IEEE 802.21 messages, the best solution is to hide the MANd&tre from the MIH. This
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is achieved by adding an extra layer between the MIH and thelegss driver. The MIH
layer will see 802.11 mode ad hoc as a different technolog80@f11 mode infrastructure.
MANET is a L3-only technology, and it will be presented thaayamo the MIH layer. All
IEEE 802.21 messages that need to leave the mobile nodeentorceach their destination
in the network, will be transported as payload of IP messaestherefore correctly routed
by the normal ad hoc routing protocol in use.

For a full IEEE 802.21 standard integration in the target MANthere is still an issue
to be solved: internal mobile node link events. In normalrapen all events perceived
by the 802.11 driver (access point found/lost, signal iaseddecrease, etc.) are fed to the
MIHF recurring to linkevents. When in ad hoc mode, these events have no meaning to
the MIHF (e.g. a new AP can really be a new ad hoc neighbor tticin addition, the
events are then fed to all MIH users that have subscribechkosliatus events. In a very
large network this behavior wipam the MIH Users with messages that have no practical
meaning. As discussed previously, the events that arearti@v the MANET are produced
due to L3 protocol operation, such as the ad hoc auto-comtfiigur module and routing
protocols. These L3 events (e.g. a LinkDetected event wheswagateway is found five
hops away) are not possible to be produced by the driverbggydiave to be fed to the MIHF
by other means.

Ad-hoc
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| + e 3 |
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Control and
Comm
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Figure 4.7: Simple MIH architecture in the Mobile Node

The proposed solution, basically sketched in fiduré 4.7¢ imtroduce a new entity
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that operates between the 802.11 driver and the media indepefunction at the mobile
node. This entity will act as a wrapper (its name is MANET Wrapphiding the MANET
operations from the MIH, appearing to the MIH as a driver amdhe driver as the MIH.
MANET Wrapper will also help presenting the MANET as new tedlogy to the MIHF
and will also have an important function in the multihomiraptrolling logic. The MANET
controlling modules will be responsible for controllingetMANET Wrapper, and through it
send the important events to the MIHF.

Summarizing, the MANET Wrapper will be the central entitytthél provide support
for IEEE 802.21 standard to the MANET and provide MANET suppaor the IEEE 802.21
standard. MANET will benefit since it will be integrated waimew technology that provides
mobility support in heterogeneous networks. This integratvill make MANET one more
option for usage in large networks, along with traditiomditastructure networks. The IEEE
802.21 standard not be aware of the MANET issues (multihdgs)i, and will only receive
from the MANET wrapper meaningful information, as if the eod connected directly to
the gateway.

4.4.4 Handover candidates discovery

Before performing any handover, it is needed to know whereetéopm the handover. The
handover target can be obtained in two ways: one it that thieilenaode is informed by
some entity in the network, recurring, for instance, to tBEE 802.21 Information Service;
the other method is an active scanning by the mobile nodethedirst method to work, the
network has to know the exact location of the mobile nodelatien to the network’s access
points, which is difficult to achieve in a ad hoc network. Usactive scanning the MN will
only consider as handover targets the networks that it cachresince they are the results
of the scanning. Scanning for surrounding networks are t@beption for handover target
discovery.

The proposed candidate discovery process is divided in tvasgs: in one phase it is
performed an ordinary wireless scan, and in a second phasedm results that correspond
to ad hoc networks are validated. The scanning performeddrfitst phase is the same
scanning procedure done to determine the handover caaedittatthe infrastructure mode.
This process returns a list of available networks; eachyeamirthe list consists on a tuple
(ssid, channel, mode, etc) that holds the necessary infammto choose the best PoA for
the handover destination in infrastructure mode. Howeer,information gathered is not
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sufficient to choose a good ad hoc PoA since it is required twkwhat kind of routing
protocol is the network running, to what operator belongsrbktwork, if it is possible to
reach at least one gateway, and what is the (IPv6) addrelss gateway. All this information
is gathered from the auto-configuration module.

During the validation process, for each ad hoc network, ¢éneinal will have to as-
sociate to it and wait for the periodic auto-configurationssage to arrive (it can also be
requested, which is recommended to reduce idle times).r Adteeiving this message, the
terminal will extract the needed information so it can bedied by the decision logic. This
approach has some advantages. First, it is independere dfitfer used: it can perform the
scanning and validation with whichever WIFI card the terrhives, and not only the ad hoc
one. Second, it will not require using a special (and pogsibin compatible with legacy
nodes, and thus the 802.11 standard itself) ad hoc wifi driver

The separation of the handover candidates discovery i thnas phases also fits bet-
ter in the 802.21 architecture envisioned in the previousssation (Sectioh 4.4.3). The
MANET Wrapper (MW) (Figuré41]7) is extended to perform two wmslow: support for the
802.21 protocol in order to deliver the correct events toNHEl layer, and to coordinate
the validation phase of the Candidates discovery. Theretiflre@ne issues to consider in
the candidate discovery scenario. This process will ieterivith the normal communica-
tions the node is performing, if for the scanning purposdg one wireless card is used. To
circumvent this problem, the design of the final solution wesle to not having for require-
ment any specific number of wireless cards; this way we cama#swill work in any given
scenario. If the MN only has one wireless card, all the phaséise network scanning will
be performed in the physical card, and in consequence, senfi@mance drawbacks will
have to be expected. In the case the ad hoc modules can h&egrtdisposal two (or more)
wireless cards, then only one of them can be used to perfazradanning and management
tasks, and the other for the actual communications the rodarrying. This second ap-
proach may be absurd, but in the not so distant future thdldevavailable wireless cards
that are multi-radio, and thus supplying all the needs &stedal now. For the time being and
for demonstration purposes, a driver can be built in a wayitltantrols two physical cards
in order to deliver the functionality only present in theutg hardware.
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4.4 5 Virtual identities and Virtual interfaces

In Daidalos architecture there are multiple identifiersdugedifferent levels. Like in tradi-

tional IP networks, IP addresses are used (both Home Addres<are-of Address), SIP
URIs are used in SIP applications, MAC addresses are used anhdifferent other iden-

tifiers are used in multiple system components. The Virtdahtity (VID) concept allows a

binding between all these different identifiers. The amgttitre will support identifier deriva-

tion schemes and identifiers management schemes, in oraeariage the new identifier
space created. Specifically, mappings between identifrergssential for the cross-layer
internetworking of various systems components.

A simple, but yet general identifier model is proposed. Itsedias a reference for
the design, specification and implementation of interastibetween entities and modules
which are part of the MT and the overall network infrastruetuThe model can be briefly
represented by a (1-n-m) notation, where "1” denotes the, VitD denotes the number of
terminals in use by the Virtual User and "m” denotes the totahber of network interfaces
(NIC cards) configured in the terminal. This model permits #h single VID can be used in
multiples terminals, spanning to the various terminalsifgured interfaces. This aspect of
configured interfaces is an essential aspect. The usageohaal by a user does not imply
that all the interfaces will be used; it will depend on itsfdeoand on the contracted network
access. Furthermore, multiple VIDs can be using the samdrtal at a given time. In this
scenario each VID should be managed independently, duevacprreasons. Figuile 4.8
shows a representation of these concepts.

As represented in figufe 4.8, the Virtual Interface ProxyR\&bstracts the terminal’
physical interfaces into Virtual Interfaces (VIF) and mgesithe binding between them. VIF
are usable on a per VID basis, that is, each VIF is bind to tineesponding VID for whom
it was created. The VIP also provides the Virtual MAC infrasture, based on the VIF
paradigm, which enhances the user’s privacy at the Link t.ayes enhances privacy, since
the Virtual MAC (VMAC) paradigm emulates two different deggfrom the network’s point
of view. The VMAC will offer to each VIF a different MAC addresCombining the Virtual
Interfaces with the Virtual MAC implies the generation of M¥C for each VIF.

The usage of Virtual MACs makes the identifier model (1-n-mm)aiyic. For this new
dynamic model, a flexible binding is required. The bindingween the identity and the
identifiers can happen at several levels. For example, ugmgal identifiers, binding can
occur in:
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Interface 1 Interface 2

Figure 4.8: Virtual Interfaces

Interface 3

1. A single user (physical person) is identified in the systéth one or more VIDs. A
VID identifier is a permanent representation (is one-toynatation; permanent).

2. A single MN, under the usage of a specific VID owner, is id&t in the system with
a single Home Address (HoA). HoA is a permanent identifiere(ttone relation;
permanent). Different MNs use different HoOA. A MN is idergil with the HoA and
it remains constant until deregistration with that MN. Thiading is managed at the
Home Agent level.

3. Asingle network interface (NIC) of a MN is identified with ®@or more topologically
correct care-of addresses (CoA). The CoA is transient, sinseesigned to reflect the
current point of attachment to the network (one-to-mangngrent). Different NICs
use different CoA. A single HOA can be associated by the systeane or more CoAs.
This binding is managed at the mobility domain, during thebN® IP registration
procedure of a given CoA.

4. Other identifiers are also used for network interfacesh s, e.g. virtual link local
addresses. These are dynamically set by the MN accordiing tgID using it.

These binding or mapping between one identity and one ifteméire managed at dif-
ferent levels and by different entities. Any change in trensient bindings must be con-
ducted under the control of the appropriate system compg@mehthen made available to all
authorized components that may need to use the binding.
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4.5 MANET Mobility Architecture

The solution for the MANET mobility architecture is preseditnext and is divided in the
mobile node and gateway architecture, where all the modhbkgtsneed to be in place are
represented. The solution is also composed by the mobigjhating diagrams, that explains
how the mobility is executed and how the modules interactveen them to perform the
handover.

4.5.1 Mobile Node and Gateway architecture

The MANET general architecture is divided in two main logiuts, the Mobile node and
the Access Router or Gateway. These two functional entiteesery similar in the way they
operate, but still they have significant differences. Theess Router contains the Local
Mobility Protocol, and thus is also the MAG; the Mobile Nodmtains the Virtual Interface
Proxy (VIP) for managing the virtual interfaces and prorglsupport for the VID paradigm.
The MANET Modules have to be designed taking into accourd little difference — Not
having the Virtual Interface Proxy in the AR.

4.5.1.1 Mobile Node Architecture

The mobile node architecture is represented in figure 4.% ditchitecture is derived from
the Daidalos project main mobile node architecture.

For space limitations and to keep the diagram clean, figdi@ ghows the contents of
the MT_.MANET _MODULES box show in figurg4]9.

The modules that implement the basic mobile node functiteslare also present in
figure[4.9. The IEEE 802.21 MIH function and virtual inteégaroxy (VIP) are easily identi-
fiable. Also represented are the drivers and driver coetr®(RALS) of other technologies, in
order to show that the MN belongs to heterogeneous envirothriitbe MTMTC represents
the mobile terminal controller (MTC), an entity that congréhe most sensible parts of the
MN management architecture. Inside MTC are the Virtual tdgiManager (VID.Manager)
and the Intelligent Interface Selector (lIS). The MTC alsteifaces with upper management
modules, such as User preferences modules, control modantesontext aware modules.
Combining the Upper layers management modules and the Videatities information,
the IIS can chose the best interface that each traffic floweofehminal should use. Also, IIS
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Figure 4.9: Mobile Node architecture

decides to where and when a certain flow or interface shoufdnpe handover. The modules
responsible for handling multihoming and global mobilitamagement (MTMBC_MIPv6)

are also represented

All the necessary modules to provide a proper multiservitda@c network, similar
to the one evaluated in Chapiér 3 (but upgraded to the newtectlvie) are present in fig-
ure[4.10. The routing protocols AODV (MAODV), OLSR (MT_OLSR) and MMARP
(MT_MMARP) are all connected to the Routing Manager (MM). RM is the module re-
sponsible for maintaining the ad hoc related routing tafdesxmon to all routing protocols)
and also for control and select the correct routing protaccbrding to the VID preferences
and the current network. The auto-configuration module (MAGINFO) is the module re-
sponsible for providing the MANET with auto-configuratioapabilities, also participating
in the process of handover candidates discovery, with thdaton of the networks found.
In the right side of the picture are the QoS related modulesS @ provided with the modi-
fied version of the SWAN protocol discussed in the previouspB&3 (sectiof 3.114). The
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Figure 4.10: MANET mobile node modules in detail

only difference is that the wireless hardware used is Qo8ldeIEEE 802.11e), making it
possible to implement the traffic queues in hardware ratraar by a software daemon.

4.5.1.2 Gateway Architecture

The MANET gateway (GW) is a derivation of the infrastructurec&ss Router, the only
difference is the addition of the MANET modules. The MANETig@®ay is also the Access
Router of the ad hoc network and MAG. The ad hoc modules presghe GW are the
same modules used in the mobile node, but without the neegpimost multiple identities.
In addition, the MANET Wrapper at the GW can be much simplecabee it does not need
to support multihoming, only functioning as a IEEE 802.2hpper. Figuré€ 4.11 shows the
gateway architecture.

In the GW it is found the Local Mobility Protocol Engine (ABMP_Engine) and the
Load Balancing Module (AR.BM). The Access Router can also manage several networks
at the same time, thus the several drivers and drivers damschown in the architecture. It
is worth noticing the absence of the Virtual Interface Proygdule in the AR simplifying its
operation.

The detailed architecture of the MANET modules at the gayeisgoresent in fig-
ure[4.12. The differences between the gateway and the muixle are almost none, except
for the multicast routing modules, which, as explained ictisa[3.2.3 do not need especial
MANET modules, using regular multicast routing alreadyserd in the gateway.
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4.5.2 Mobility Execution and signaling

The general mobility architecture (see secfion 4.3) wamyded to support all kinds of han-
dover. The handover can be defined by who initiates the hamdswce both network ini-
tiated handover (NIHO) and mobile node initiated handoHO) are supported. It also
can be differentiated by when the handover is triggered,i# after the current link break-
age, making it a make-before-brake soft handover, of dfietibk breakage, occasioning a
break-before-make hard handover.

The handover process does not only differentiates by whisrpitepared or by whom
starts the process, is is also differentiated by what is édraver. The general mobility
architecture and mobility process was designed to not anppart traditional mobile node
handover from one access network to another, but also handbilows from one interface
to another, when the MN is connected to several differenvords at the same time. In
addition, since the mobile node supports the virtual idgp@aradigm (see sectign 4.1.5) that
makes each VID appear to network as one distinct and independN, all of the handover
types are supported inside one VID, independently of amofie only thing not supported,
by design, is the handover of flows between VID.

All these types and methods of handover gives to the architea good level of flex-
ibility regarding to node movement, hopefully giving thedimiser a great experience when
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Figure 4.12: Gateway MANET modules in detalil

roaming between networks. The diagrams shown and desdnbiils section refer to a
MIHO in a make-before-brake situation.

4.5.2.1 Modules involved in MANET mobility

In a way or another all modules are involved in the handovecgss. However, only a part
of them are involved in the realization of handover or in tlaadover preparation. One of
the most important modules for this task is the MANET Wrapparce is this module that
provides the necessary "glue” allowing that a MANET node participate in a IEEE 802.21
based network.

MANET Wrapper has 3 important tasks related to mobility prapan and execution:

e Performs an abstraction of the MANET to the MIH Function,genting it as a new
technology, different of regular IEEE 802.11 but similar.

e Collects events (MIH Event Service) from the RAMLAN and Information from both
the auto-configuration module and the routing protocolprdtesses this information
and then produces events to the MIHF, that have relevanéeiad hoc context.

e Controls the process of handover candidates validation;dawetting the driver and
auto-configuration protocol.

To provide all these functionalities, the MANET Wrapper (MWishinterfaces to with
the Media Independent Function (MIHF), with the RAL 802.11 (RWLAN), the auto-
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configuration module (MAGINFO) and with the routing protboeanager (RM). From the
MIHF/VIP point of view, the MW acts like a RAL, since it implemes the MIH-LINK-
SAP (MIH link Service Access Point). A MIH-LINK-SAP is alssiplemented towards the
RAL_WLAN, making it appear like a real MIHF. This way the MW becontessparent to
both the MIHF and the RAL. The interaction with the RM is only tntrol the behavior
of routing protocol during handover (activating and deating them) and also to enable
the routing protocols to contribute with relevant inforioatthat can help to detect networks
breaks of connectivity. From MAGINFO, the MW will obtain mfmation about the available
MANETSs and Gateways; information which includes the neagsmetrics that characterize
the path to each available gateway.

4.5.2.2 Candidates discovery signaling

Before the handover execution, the MN will have to search fmtable candidates. This
search can happen whether the node is on ad hoc mode or no¢x&wople, the node can
be using a 3GPP network and decides to scan all availabldaoés for another (better,
cheaper, etc.) type of networks access, this will triggea@moc network scan for handover
candidates.

After the MN has decided that it needs to scan for networles MIHF will receive a
command ordering a scan all interfaces and report resullisl (8tanRequest). The MIHF
will then issue a scan command (Lir8canRequest) for each available interface in the MN.
When the VIP forwards the request to the Ad hoc interface, tRNET Wrapper will in-
tercept the request an control the ad hoc scan from there iost, iEwill order a standard
scan to the driver and receive the list of networks. Then,llta@nnect to each one of the
networks found and request the auto-configuration (MAGINRF@dule to obtain more de-
tails about the network. When the auto-configuration modake dbtained such details, it
transmits them to the MW, who will in turn generate a scana@asp message, providing not
only the standard information but also the ad hoc specifarmétion too. These new results,
enriched with the ad hoc extra information will then be foréled to the MIHF in response
the original scan request (MlScan) by the intelligence in the mobile node (Intelligent In
terface Selector — 11S). Figute 4]13 shows the internal lealbde messages for handover
candidates discovery described above.

After the IIS has received the results for all the scans rsiguak it can take decisions
about what interfaces should be used, and what flows showdddigned to each interface.
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Figure 4.13: Handover candidates discovery, simple MSC
4.5.2.3 Handover Signaling

The MANET was developed in order to fully integrate in the giexh mobility architecture
(see previous section). Therefore, it will use the same agessfor mobility signaling pur-
poses. These messages are defined in the IEEE 802.21 MIHagdarnerom the point of
view of the MANET there are only two situations of intereste thandover is from any other
technology with destination in the MANET, or the handovestarted when the node is on the
MANET and moves to any other technology. Since the mobileenggks the MIHF, it is not
important from where the node comes, or goes, only the MIHFtha related technologies
have to know the detalils.

As stated above, the mobility signaling is performed raogrto the IEEE 802.21 mes-
sages. Figure4.14 shows the external signaling betweemadhéde node and the networks
elements during a handover from 802.11 WLAN to a MANET.

The Handover process can be separated in three phases:veapdeparation, han-
dover execution and handover conclusion. The handoveapagpn phase starts when the
IIS sends the order to perform handover (from interface Aterface B) to the MIHF, which
will coordinate the rest of the handover process. The MNstie process by communi-
cating to the core network its intentions to perform handousing the Handover Initiate
message (HOnitiate.req). This message contains information aboaitiN, the destination
target for handover (destination AR), and QoS related in&tiom. The LMD (by means of
the LMA, the Policy Decision Point and Access Routers) aresythe handover request to
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Figure 4.14: Handover signaling

determine if the handover can be effectuated. In case tleeacat destination access network
have the necessary resources to accommodate the new tésessmn, the necessary net-
work resources are allocated and the MN receives a respod®aiing that it can perform
the handover (HQOnititate.resp).

After proper authorization, the second phase of the hanqoeeess (execution phase)
begins. The MN sends a message to the network Gthmit.req) to indicate it is perform-
ing handover and that the resources need to be committdty (reserved); after receiving
confirmation of the resources commitment (HE@mmit.resp), the handoff to the new net-
work is performed. At this time the Ad Hoc interface must betstrapped and fully con-
figured. During the interface setup, the new AR (GW) detea@tiesence of the MN in its
access network and triggers the Local Mobility Protocol palate the new location of the
MN (LocationRegistration messages).
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The third and final phase of the handover process is the ceinolphase. It is started
when the ad hoc interface finishes the bootstrap. The MN sendeplete handover request
(HO_CompleteResquest) to the network, so that all network elesriamblved in the han-
dover process can acknowledge a successful handover. dothigprocess, the LMA also
de-registers the location of the MN still present on the otitdss Router. The network re-
sponds with a complete handover confirmation to the MN, aaihinb that way the handover
process.

4.5.2.4 Internal Signaling during Handover

The signaling presented in the previous section is not tiye refevant signaling occurring
during the handover process. The Mobile Node is composedvsral different modules
(see sectioh 4.5.1.1) that exchange messages internallylém to coordinate the handover
process. FigurB4.15 shows the MSC of the internal signdbnghe same handover de-
scribed in the previous section (MIHO from infrastructureatl-hoc).

Not long after the conclusion of lsandover candidate discovery the MTC provides
the 1IS with the scan results, the IIS then decides to perfarhmndover. The handover
starts when the IIS gives to the MTC the map of flows and inte$dor each VID; the MTC
compares with the current map and if there are differentestiates the handover to comply
with the new allocation map.

The MTC starts the signaling when it sends a Handdré#itateRequest to the MIHF,
which will then send to the Network. The MN then exchangesatiner 802.21 messages
until the HandoveiCommitResponse arrives to the MIHF from the network. At thigetihe
MIHF sends a SwitchRequest to the 802.11 driver controllerl(R#ausing the L2 handoff
(change from managed mode to ad hoc mode). Until this pomibtassages exchanged are
common to all handovers performed by the MN and to all teabgiek supported.

After the 802.11 driver changes to ad hoc, the Manet Wrapetssits operation.
First it activates the Auto-configuration module, which iegirately requests to the network
an AH AUTOCONF message. The MW also starts the Routing protocol (¥@Dthis
case), so that multihop messages can be sent and correatgdroOnly when both the
Auto-configuration and routing protocol have acknowledgedctivation, is the switch con-
firmation (SwitchtConfirm) forwarded by the MW to the MTC. By thime the MN has
performed the handover and is ready to integrate in the m&two

The final step, once again common to all handover procesdéfgMis the conclusion
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of the handover, done by the MTC and MIHF with the exchangdefitandover complete
(HandoverComplete Request and Response) messages with the network.

4.6 Issuesin MANET Architecture

The mobility architecture described in the previous secailbows the integration of MANET
in an architecture designed, primary, to support singledugess networks. One of the key
elements in the design that permits this seamless integratthe MANET Wrapper module.
The location of the MANET Wrapper, just above the 802.11 drigermits that the MANET
appears as a regular, single hop network, to the Media Imdkgpe Handover function in the
terminal, while at the same time, enables the correct fanotg of the MANET. However,
this solution only provides a clean integration with the EE8D2.21 MIH standard.

Another key module in the architecture is the Virtual Inded Proxy (sele 4.4.5), which
allows the virtualization of the mobile node physical ifiéees. This module will then create
a set of interfaces for each VID, appearing as if each VID isfi@rént and independent
mobile node.

This design of the MANET architecture, focused on the corbpay with the IEEE
802.21 MIH standard, with support for virtual identitiesdanith support for multihoming
has some issues in normal ad hoc operation. These issuesthard, will be discussed in
the next sections.

4.6.1 Multiple routing protocols

The architecture presented in secfion 4.5.1 has suppdworouting protocols: AODV and
OLSR are present in both the gateway and the mobile node. nidhgsion of two routing
protocols was performed to give the operators more choegerding what routing protocol
to use according to the type of access network deployed.diti@n, operators can implement
a mechanism that changes the routing protocol dynamicedigraing to network conditions.

This scenario can lead to an access network that is runmmgjtsineously both rout-
ing protocols (with one or more gateways), which is a sitwrathat prevents the efficient
operation of the MANET. Consider the following scenario fobetter explanation of the
issue.
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An operator has one MANET access network in the LMD, and iteway has the
two routing protocols running, in order to provide bettemgmatibility. Currently in the
network are 6 nodes, arranged in a string topology. From #étewgny to the 4th node, the
OLSR protocol is in use and the network operates properlywvédver, the 5th node, which
has just made roaming from another operator network, omyrga AODV protocol, due to
policy restriction, for instance. In this situation, onhetfour nodes closest to the gateway
have service, although all the other nodes, except from Bdugve OLSR available. This
scenario could be prevented if only one routing protocoll@ged for all nodes.

Another example, that proves inefficiency, is when in a netwehere the gateway
has the two routing protocols running, but where then node® only either of then. In
this scenario, instead of only one, more robust and codpgraetwork, there will be two
overlay networks, one running AODV and other running OLSR¢t ttan only communicate
with each other through the gateway, even if the actual paerdink layer neighbors. In
addition, in this scenario, nodes can get easily get istlateer movement, when they reach
an area that does not have ‘routing protocol coverage’.

The fact that the architecture is designed with support én lbouting protocols, is not
synonym that all mobile nodes will have both. For instancepperator can have different
service plans, and only the more expensive supports botbquis simultaneously, whether
other service plans support only routing protocol. Handav®ices may also get affected,
since the target network can not have (at least close to thxenmode location) the routing
protocol needed to support the mobile node.

The cleanest way to solve these problems is to enforce adistmlhave both routing
protocols available regardless of the service plan, aral alsly permit that only a routing
protocol is used per gateway. This simple measures wilbauigi, if not prevent, the problems
presented.

4.6.2 Virtual interfaces

The implementation of the Virtual Identity paradigm is daheough virtual interfaces. Each
VID active in the terminal will have a set of virtual interlag; that map to real interfaces,
in the mobile node. The virtual interfaces of one VID are asetl from other VID virtual
interfaces, providing this way the desired privacy for é ¥/1D running in the mobile node.

The virtual interfaces area also present for ad hoc mobitleesovhich may introduce
some problems. One of the problems relates to the routinggobissues described in the
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previous section(4.6.1). Since a VID is defined by a set adsand policies, even if the
node has both routing protocols available, a VID can onlyarse of them. This behavior
increases the routing protocols issues previously desitrib

Another problem created by the virtualization of interfac® related the behavior of
the software responsible for implementing the routing@eot functionality. In the presence
of several virtual nodes (one for each active VID), the magtiral solution is that each VID
has an instance of the routing protocol running. Howeveés,gblution is not optimal, since it
will create more network overhead for each mobile node (twhiitl be seen as several nodes
by the network), and also, upon a routing protocol messaggptmn, it is not clear to which
VID will be delivered. For example when the network is rurqiAODV and a neighbor
sends a RREQ (Route Request) message, it is not clear whichdestbiine AODV software
running in the mobile node will respond (and possibly for#jao the request. However, two
routing protocols can be running at the same time, provitied ®ne VID runs one (e.g
AODV) and other VID runs the other (e.g. OLSR). This scenasipassible but limits the
number of VID using the MANET to the number of available rogtprotocols. One routing
protocol can only be shared by more than one VID when the Bignmessages’ reception
problem is solved.

Another possibility is that only one instance of the routprgtocol is running at each
time for all VIDs. This solution eliminates the ambiguityegent if multiples instances are
running, but has other problems: for start, it will add mooenplexity to the software, since
it will have to manage several interfaces, each one with dfexent address; and it will need
that the routing protocol will be identity aware, bringinggsible privacy issues.

The second option appears to be better, since it is more easytement software to
manage several interfaces than to cope with the ambiguignwéceiving multiple messages.

The problems presented and exemplified here for the routiomqols exist also for
all other protocols. From auto-configuration to QoS, pagby multicast, all software will
suffer with this virtualization of interfaces.

4.6.3 Multiple gateways and multihoming

Multihoming at the Global Mobility Domain requires the exsgon of Mobile IPv6 so that
it supports multiple CoA registration. The registration e&fprmed using Binding Update
messages either to the Home Agent or the Correspondent Nadsenof routing optimiza-
tion. In order to handle distribution of flows based on pelg;ieach flow has to be identified
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by a 5-uple (IP source address, IP destination address;espart, destination port and pro-
tocol type). This 5-uple is identified by a Flow ID (FID). FICave to be communicated to
the Home Agent or Correspondent Node. FID are then bound wisCdsing this scheme,
each time a packet arrives to the Home Agent marked with ioel§®, the HA can chose
the right CoA as the destination. This extension support Mddbdes in a MANET with
multiple gateways (each gateway in a different LMD).

When the multiple gateways are present in the same LMD, nauiting has to be
executed at the Local Mobility Domain Level. In the same LMiyltihoming is offered in
a per-gateway basis, that is, for each gateway reachableeosmnobile node, a new virtual
interface is created (for each VID). The multihoming awa@ie (MT_LBM) will the be
responsible for taking advantage of the multihoming ciekate

In a network with two gateways, each VID will have, apart frtme normal ad hoc
interface, one virtual interface for each gateway. Eachhisf virtual interface represents a
tunnel (IPv6-over-IPv6) created between the interfacethadjateway. When traffic is sent
through one of these interfaces, the MANET Wrapper will escégite it and send it directly
to the respective gateway, which de-encapsulates thecteafl sends it to its destination.

The presence of the interface, not bound to a tunnel, is redjwo provide better net-
work operation. In the first place, traffic addressed to locales (neighbors) do not need to
go through the gateway and then back to the destination smnbde. Also, this original’ in-
terface is useful so that traffic not needing multihomingdess, can travel in the air without
the tunnel overhead.

Traffic reception is other issue present in multihoming & tMD level. When a
node has two or more gateways available in the same LMD, titeaVviinterfaces created
for multihoming will all have the same Care-of Address. Thisation brings the issue of
how a correspondent node sends traffic to the mobile nodeolVe this issue the LMD has
to be multihoming aware. When a mobile node creates a vinwetface for multihoming,
it has to mark the traffic that uses the new interface with a fitemtifier (FID), and has to
communicate this FID to the gateway. The gateway then withmanicate the FID, along
with the associated CoA and the gateway identifier to the LMiAe TMA will construct a
tree-way routing table, so that traffic coming to the locaihéin, destined to a certain CoA
and marked marked with one FID can be directed to the rigtevgmst.
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4.7 Conclusion

In this chapter the traditional solutions for performinglmity in IP-based networks were
presented, along with the motivation for supporting mépilNew mobility paradigms, such
as the in development standard IEEE 802.21 Media Indep¢htigrdover and the Localized
Mobility Management concept being developed inside theHEiere also presented and de-
scribed. The DAIDALOS general mobility architecture, wiicombines in a seamless way,
both traditional and new mobility management paradigms wasduced and explained.
This architecture integrates several different acce$stdogies, making the network ubiqg-
uitous to the user, and provides the ability for a node to baadfrom one access technology
to another in a seamless way.

After the proper technologies were introduced, the MANE&édtions needed to in-
tegrate in the general mobility architecture were intraticTHe underlining problems that
appear when a MANET is integrated with a network designedufipsrt only single-hop
access technologies were identified. Then each of the gegsproblems were further ana-
lyzed and a solution presented. The presented solutioresadeseloped with the objective of
maintaining the core network MANET unaware, which origeththe MANET to be molded
and changed according to the requirements.

The final MANET architecture supports all the features ofdkeeral architecture. a
MANET mobile node will be able to use the MANET in the same waytases infrastructure
networks, suffering only of a performance decrease. Whertarlb@etwork is found by the
mobile node, it can seamlessly handover to that better mktf@ompletely or partially).

Although the developed architecture is well integratedhangeneral architecture, there
are some issues that still need a proper solution. Thesesisgere identified and a compro-
mise solution was presented for each one. Further resealldievperformed so that these
issues can have a solution more adequate to the desiredoheldly and not limiting the
functioning of the network.
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Conclusions

In general, self-organization in the context of networka igry attractive concept. Network
solutions that can automatically configure and organizerdeioto provide the best solu-
tion and performance possible will be of much interest, mdy dor operators and service
providers, but also for regular users. The leading reseaxgards these self-organized net-
works is the research performed in the various types of achebworks. Current proposals
for ad hoc networks already provide good solutions for irial problems, but there are
still work to do regarding integration of the various sabus.

The testbed presented in this thesis, and developed as and&ator for the integration
of mobile ad hoc networks as hotspot networks extensiong, px@ven that it can be possible
to integrate an ad hoc network, making it part of the infrastire, and offering the full set
of services needed for a good integration. The tests wensiened to be conducted in an
incremental way, by adding one functionality on top of aeotipreviously evaluated func-
tionality, was easy to determine the functionalities thatevintroducing the most penalties
in the network operation.

The obtained results from the complete evaluation have shioat the resulting ad hoc
network has modest performance. The maximum throughpig\aghis just a sample of the
networks performance. The obtained results shown thatvliéable throughput decreases
almost by a factor of two, for every hop that is added to thevogk, thus, imposing a limit
in the number of hops that the network can have. The addedquiobverhead, needed to
support the required services, may be too much for the gaerdces.

Assembling a testbed with so many different protocols, astens and other software
has also proven to be a complex task. In addition, the maayaaotions between the protocols
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makes the complete system very prone to errors and crashesexperience showed that,
in order for an integrated solution to be resilient to alldsrof users and usage, the quality
of the software has to be very good.

The integrated testbed developed has almost all the pablessted requirements cov-
ered, except for user mobility from and to the ad hoc netwdtierefore, there is still work
to be done regarding that problem. The developed tested ara®fpthe phase one of the
DAIDALOS project. The second phase if this project, kickioffJanuary 2006, has inher-
ited the mobility problem. The overall mobility architectuof the DAIDALOS project was
updated and so it was the ad hoc architecture, in order tgraie whit the new mobility
architecture.

New protocols and paradigms were also included in the nelataature. Among then,
the IEEE 802.21 Media Independent Handover, and the netivaskd localized mobility
management are some of the most important. Localized rlbilanagement is a good
added value to the network. It separates the mobility mamagein local and global domain,
promising to reduce handover times at the same time thatesdthe network overhead
caused by the mobility support. The IEEE 802.21 protocoledlthat the traditional mobility
protocols (such as mobile IP) do not have to know the spedifieach technology used
at the terminal. However, the inclusion of this protocol keasditioned the design of the
architecture of the MANET in a way that the solution is contpligintegrated and dependent
of the presence of IEEE 802.21 in the network.

The mobility architecture developed allows the integmatad MANET in an archi-
tecture designed, primary, to support single hop accesgoniet. The introduction of the
MANET Wrapper, just above the 802.11 driver, permits thatNANET appears as a regu-
lar, single hop network, to the Media Independent Handoueickon in the terminal, while
at the same time, permits that the MANET continues functigmormally. However, this
approach can have performance penalties in the responsédiink breakage events.

The MANET Wrapper has also a key role in the way multihomingasdied at the
local mobility domain level. When a mobile node can reach ntbam one gateway in the
same network, the MANET Wrapper is responsible, in conjamotvith other modules in the
terminal, for the creation of the virtual interface for eaelchable gateway. The multihom-
ing aware modules in the mobile node will then use these newaliinterfaces to perform
the multihoming and load balancing.

This mobility architecture still contains some issues. Wl#rnngs can cease to work
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properly if no care is taken during the implementation of sadution. Among the most
problematic modules are the routing protocols. The sugdpotivo routing protocols in the
network increases the challenges in the ad hoc networktaothie. Future developments
and research is still needed to clearly address these opate

The near-term future work consist in implementing a newbegfor the demonstration
of the newly engineered architecture. With this new testiygetational, the tests performed
in the existing testbed should be repeated, so that botti@aucan be compared, from the
point of view of the evolution achieved.

Long term future work will be focused on solving the issuessgnted in sectidn 4.6.
Especially, the case of multiple virtual identities rurgnihe same routing protocol, without
causing problems in the message reception, will be one daheesearch topics. Related to
this issue is the possibility of two different routing protiss sharing the same interface. This
scenario will permit that an ad hoc network with only one geatg can have both routing
protocols active.
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