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Resumo

IEEE 802.21, Media Independent Handovers, NIHO, MIHO, Terminais Multi-
modo, Arquitecturas de Redes 4G

O desenvolvimento das capacidades tecnolégicas dos terminais moveis, e das
infra-estruturas que os suportam, potenciam novos cenarios onde estes dis-
positivos munidos com interfaces de diferentes tecnologias vagueiam entre
diferentes ambientes de conectividade. E assim necessario providenciar meios
que facilitem a gestao de mobilidade, permitindo ao terminal ligar-se da melhor
forma (i.e., optando pela melhor tecnologia) em qualquer altura.

A norma IEEE 802.21 esta a ser desenvolvida pelo Institute of Electrical and
Electronics Engineers (IEEE) com o intuito de providenciar mecanismos e
servicos que facilitem e optimizem handovers de forma independente da tec-
nologia. A norma 802.21 especifica assim um conjunto de mecanismos que
potenciardo cendrios como o descrito acima, tendo em conta a motivagao e re-
guerimentos apresentados por arquitecturas de redes futuras, como as redes
de quarta geracéo (4G).

Esta dissertacdo apresenta uma andlise extensiva da norma IEEE 802.21, in-
troduzindo um conjunto de simulacdes desenvolvidas para estudar o impacto
da utilizacdo de mecanismos 802.21 em handovers controlados por rede, numa
rede de acesso mista composta por tecnologias 802.11 e 3G. Os resultados
obtidos permitiram verificar a aplicabilidade destes conceitos a ambientes de
proxima geragao, motivando também uma descricdo do desenho de integracédo
de mecanismos 802.21 a arquitecturas de redes de quarta geracgao.
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The development of the technological capabilities of mobile terminals, and
the infra-structures that support them, enable new scenarios where these de-
vices using different technology interfaces roam in different connectivity envi-
ronments. This creates a need for providing the means that facilitate mobility
management, allowing the terminal to connect in the best way possible (i.e., by
choosing the best technology) at any time.

The IEEE 802.21 standard is being developed by the Institute of Electrical and
Electronics Engineers (IEEE) to provide mechanisms and services supporting
Media Independent Handovers. The 802.21 standard specifies a set of mech-
anisms that enable scenarios like the one described above, considering the
motivation and requirements presented by future network architectures, such
as the ones from fourth generation networks (4G).

This thesis presents an extensive analysis of the IEEE 802.21 standard, intro-
ducing a set of simulations developed for studying the impact of using 802.21
mechanisms in network controlled handovers, in a mixed access network com-
posed of 802.11 and 3G technologies. The obtained results allow the verifi-
cation of the applicability of these concepts into next generation environments,
also motivating the description of the design for integration of 802.21 mecha-
nisms to fourth generation networks.
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Chapter 1

Introduction

"The Right Tool for the job" is a commonly employed phrase in engineerimgitirout many different
areas. It involves more than just a selection of what is available to execetgaén task. It combines
the effort of assessing a number of issues and requirements that leaddev#lopment of a specific
mean for delivering the optimal execution of whatever task or mechanisds te®e done.

In this chapter the reader will be briefly introduced to the subjects thatmatigated the work
done on this thesis, providing an environment surrounding the task (@, ‘§e the phrase mentions),
which will present a series of challenges and requirements for modsretecommunication net-
works concepts. The "tool", IEEE 802.21 [1] is presented and thdgwsgudied in this work, consid-
ering not only the presented requirements but its application into eurapidandesign architectures
and standardization mechanisms will also be presented.

1.1 Environment

The fast pace of modern life enforces technology to evolve more and mi@weting empowering
means for the common man that enable him to perform tasks in a better, fadteroam satisfying

way. Central to that, modern telecommunications allow users to be reachabkt alrarywhere, able
to exchange important data across the world. However, in the future tivdtejust isn’t enough.

New paradigms arise, where users desire accessibility to the Internetubiguitous way, able to
communicate anytime, anywhere and in anyway mean possible. This not onbpvenspusers but
also presents business opportunities for operators as well as potengateservices from service
providers.

In order to support this soon-to-be "ideal" a background researdlcanception effort is ever
present. Mobile communication technologies have evolved into cellular anteggraetworks, of-
fering a plethora of devices that co-exist, each with it's own intrinsic andestig capabilities and
characteristics. However, the next big challenge is the combination of a# teehnologies into a sin-
gle mean of access provision, allowing user devices equipped with Egteréaces to be connected
through the best access possible, with the best throughput and thedstst

This heterogeneous environment, however, requires technologgabitin the form of an op-
erator (or several operators) network(s) architecture, able to witheuser mobility and demand.
More over, concepts such as Quality of Service have to be conside@der to provide a gratifying
experience to the user.

These considerations represent the motivation for studyingnablerthat aims to smooth the
effort that brings these concepts together. Témableris the IEEE 802.21 standard, which is the



major focus of this thesis. The study of this subject was further enhanitedhe application of
802.21 mechanisms to the design of systems that supported mobility scendri&s aetworks.

1.2 IEEE802.21

The IEEE802.21 standard, or Media Independent Handoversrmissthe means and mechanisms to
support technology abstraction to higher layers, which typically are irgehat control and decision-
making, affecting areas such as mobility, admission control and load bajgticét are performed in
the network or directly at terminals. The standard aims at providing informatittnthe objective

of enhancing handover procedures. In several chapters of tlsis thieis standard is explored and
applied to a simulator and insighting results are obtained.

1.3 Publications

The work developed under the subject of this thesis was published iresevaferences. Results on

a simulator implementation of 802.21 Network Controlled Handover Mechanismsteréjeneous
Networks was published in [2] at tHEEE Wireless Communications and Networking Conference
2007 and presented in Hong Kong this March. The conceptual application o280&echanisms

to DAIDALOS?, a Information Society (ISTth Framework PrograntFP6) integrated project, also
resulted in publications at tf@penNET Workshap Brussels [3], théEEE Symposium on Computers
and Communications (ISCC'0T4] in Aveiro and thel6th Mobile and Wireless Communications
Summit (MobileSummit 200#) Budapest. Also, pending acceptance, a paper was submitted to the
Elsevier Computer Networks JourHral.

Lastly, an Internet Draft [6] was also submitted to théernet Engineering Task Force (IETF)
more concretely th#lobility for IP: Performance, Signaling and Handoff Optimization (MIPSHOP
Work-group, which was presented in Prague at@B&h IETF Meetingthis March. A new version
of this draft is currently under development to be presented tdl&teork-based Localized Mobility
Managementork-group.

1.4 Document Outline

The remainder of this document is organized as follows: Chapter 2 intredeegeader to the con-
cepts that motivated the study of the 802.21 standard, where an overvgovisied in specific
technologies and mobility mechanisms and how their integration into Quality of Seeviabled-
architectures is possible. Chapter 3 presents the IEEE 802.21 staritfaitbwoncepts, services and
mechanisms. In chapter 4 an existing simulator is analyzed, where a mobile tdseigaipped with
802.21 technology enabling it to execute optimized handovers betweend3@IlahN networks. Re-
sults are also studied. In chapter 5 the core of the work is presentert thieesimulator presented in
the previous chapter was extended with new code to support networolbed handovers, present-
ing new simulation results. Chapter 6 presents an overview of the applicat8i2d1 mechanisms
to 4G network architectures. In chapter 7 final considerations conthede/ork done in this the-
sis. Lastly, the Appendix presents some descriptions of the OMNeT++ Simitasection A and
implementation details in section B.

http://mww.ist-daidalos.org/



Chapter 2

Supporting a Mobile World

With the early development of wireless and cellular networks a new paraigigtnmmunication
became available for users that were mostly concerned with the public slaetgphony network.
Users started to be mobile and since then wireless communications gained choreranmportance.

A plethora of new wireless technologies enables new scenarios whesgeans no longer "fixed",
but always on the move, carrying with them their on-going connectionscallsl These wireless
technologies, however, have limitations: some can present low covereagea low throughput, and
many do not take into consideration Quality of Service, to maintain a good xiserience. It is ver-
ifiable that a single technology is not able to economically accommodate all thendsrinam users
and applications. Thus a combination of several technologies is reqgivaty birth to new devices
supporting multiple technologies and with the ability to select the most appropniatat@ach time.
However, increased and multiple link layer capability is not enough. A commaung had to be
found which enabled applications and entities residing "over" the techjpédogommunicate in an
uniform way. This is achieved through usage of the Internet Prottiephé the convergence layer for
data and voice communication. Technology specific mobility protocols haveusbimitations when
different kinds of technologies are at stake. Thus, although multipleogedp have shown increased
benefits of spectrum and network usage [7], [8], [9], they canedlifectly used in a multiple tech-
nology environment. Layer 3 protocols are required for this environnagut,n particular IP-based
protocols. As such, considering the mobility environments pointed out earlility over the IP
protocol, or Mobile IP, has to be considered, as well as it's implications wmeéwork architectures.
The combination of these concepts have been the source for the calzspion of 4G architectures,
enabling a common approach that supports several technologies, moliliQueatity of Service.

In this chapter an exploration of these concepts is proposed, empowbkenmgader with the
requirements and facilities that enable a future heterogeneous environmen

2.1 Wireless Technologies

In the recent years, wireless Internet access via e.g. Wireless LANdw@me widely spread both
in private/corporate or public environments, making Internet accesamaltiie and ubiquitous. The
merging of the Internet world together with the wireless communication worlesbated with the
availability of mobile devices supporting multiple wireless technologies (suchiadéas LAN and
2G/3G) created new business opportunities for mobile operators. In thisvoed, users can ac-
cess services anywhere and anytime, always being best connedte@mbying a great variety of
applications. In this section a brief overview of three relevant wirele$stdogies is presented.
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2.1.1 IEEE 802.11

This section briefly highlights the architecture and common services of tHe 8E.11 standard.

An 802.11 LAN is based on a cellular architecture where the system isvadédiiinto cells,
where each cell (called Basic Service Set or BSS, in the 802.11 nomestliataontrolled by a Base
Station (called Access Point, or in short AP). The BSS consists of aageerea within which the
member stations (STA) of the BSS may remain in communication. If a station move$itiBSS,
it can no longer directly communicate with other members of the BSS. The indepeBSS (IBSS)
is the most basic type of IEEE 802.11 LAN.

To become a member of an infrastructure BSS, a station shall becomeidasdbcrhese associ-
ations are dynamic and involve the use of a distribution system service (DSS)

A minimum IEEE 802.11 LAN may consist of only two stations. Because this typ&BE
802.11 LAN is often formed without pre-planning, this type of operationterofeferred to as an ad
hoc network.

Even if a wireless LAN may be formed by a single cell, with a single Access Puoig} instal-
lations will be formed by several cells, where the Access Points are ctathéhrough some kind
of backbone (called Distribution System or DS), typically Ethernet, or in sceses wireless itself.
IEEE 802.11 logically separates the wireless medium (WM) from the distribstistermn medium
(DSM). The DS enables mobile device support by providing the logicalces necessary to handle
address to destination mapping and seamless integration of multiple BSSs. eéss aoint (AP) is
a STA that provides access to the DS by providing DS services in additiactitgas a STA. Data
is transferred between a BSS and the DS via an AP. Note that all APs ar8Bds, thus they are
addressable entities. The addresses used by an AP for communicatian \&tvitland on the DSM
are not necessarily the same.

The whole interconnected Wireless LAN, including the different cells, trespective Access
Points and the Distribution System, is seen to the upper layers of the OSI medekiagle 802
network, and is called in the standard [10] as an Extended Service S8).(Ehe key concept is
that the ESS network appears the same to an LLC layer as an IBSS neStatikns within an ESS
may communicate and mobile stations may move from one BSS to another (within th&e&8he
transparently to the Logical Link Control (LLC).

There are two categories of IEEE 802.11 services: the station senggea(dl the distribution
system service (DSS). Both categories of service are used by theGEEE1 MAC sublayer. This
set of services is divided into two groups: those that are part of &/8fy and those that are part of
a DS. Each of the services is supported by one or more MAC frame typese 8f the services are
supported by MAC management messages and some by MAC data messages.

To integrate the IEEE 802.11 architecture with a traditional wired LAN, a fogital architec-
tural component is introduced, the bridge. A bridge is the logical poinhatiwMedia Access Control
Service Data Units (MSDUSs) from an integrated non-IEEE LAN enter tieEB02.11 DS.

2.1.1.1 IEEE802.11 protocol stack layers
The 802.11 protocol stack layers have this form:
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The 802.11 physical layer (PHY) is the interface between the MAC and itleéeas media where
frames are transmitted and received. The PHY provides three functi€irst, the PHY provides
an interface to exchange frames with the upper MAC layer for transmissidmegeption of data.
Secondly, the PHY uses signal carrier and spread spectrum modulati@ms$mit data frames over
the media. Thirdly, the PHY provides a carrier sense indication back to the tdAerify activity on
the media.

The 802.11 MAC layer provides functionality to allow reliable data deliverytifi® upper lay-
ers over the wireless PHY media. The data delivery itself is based on antasyous, best-effort,
connectionless delivery of MAC layer data. There is no guarantee thdtames will be delivered
successfully. It supports mechanisms such as scanning, authentieassocjation, WEP and frag-
mentation.

The LLC provides end-to-end link control over an 802.11-based Véisdl&N. It supports ser-
vices such as Unacknowledged Connectionless Service, Connectmmted Service and Acknowl-
edged Connectionless Service.

The PLME and MLME are the Physical Layer Management Entity and MA@etdanage-
ment Entity, respectively. This entities supply access to information abooinadration in a MIB
(Management Information Base).

The SAPs (Service Access Points) provide the interfaces between tieiflayers. More in-
formation can be obtained in [10].

2.1.1.2 Station service (SS)
The SSis present in every IEEE 802.11 station (including APs, as APslmstation functionality).

e Authentication This service is used by all stations to establish their identity to other stations

with which they will communicate. This is true for both ESS and IBSS netwofksmutually
acceptable level of authentication has not been established betweenttamsstn association
shall not be established.

e De-authentication The de-authentication service is invoked whenever an existing authentica-

tion is to be terminated.

e Privacy IEEE 802.11 specifies an optional privacy algorithm, WEP, that is dedignsatisfy
the goal of wired LAN "equivalent" privacy. The algorithm is not desidrior ultimate security
but rather to be "at least as secure as a wire". To bring the function&libeavireless LAN
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up to the level implicit in wired LAN design, IEEE 802.11 provides the ability torgptthe
contents of messages. Recent amendments to the standard have impcaviegd significantly
with the introduction of WPA2 in IEEE 802.11..

MSDU Delivery Delivery of MAC Service Data Units

2.1.1.3 Distribution System Service (DSS)

Services are used to cross media and address space logical bosintlae®SSs are provided by the
DS. They are accessed via a STA that also provides DSSs. A STA thawvisglipg access to DSS is
an AP.

AssociationBefore a STA is allowed to send a data message via an AP, it shall firstnieeco
associated with the AP. The act of becoming associated invokes the éissos@vice, which
provides the STA to AP mapping to the DS. The DS uses this information to acconiglis
message distribution service.

DisassociationThe disassociation service is invoked whenever an existing associatiohés to
terminated. In an ESS, this tells the DS to void existing association information. Atdmp
send messages via the DS to a disassociated STA will be unsuccessful.

Distribution The AP gives a message to the distribution service of the DS. It is the job of the
distribution service to deliver the message within the DS in such a way thafviesuat the
appropriate DS destination for the intended recipient.

Integration The Integration function is responsible for accomplishing whatever isatktd
deliver a message from the DSM to the integrated LAN media (including amjrezgjmedia
or address space translations).

ReassociationThe reassociation service is invoked to "move" a current associationdre
AP to another. This keeps the DS informed of the current mapping betwieemé STA as the
station moves from BSS to BSS within an ESS.

2.1.1.4 Scanning

Wireless scanning is a method to find an available wireless network acdes®pother nodes, in
ad-hoc networks.

Beacons: In an infrastructure the AP (or the nodes, in ad-hoc mode) periodicallgrris
special frames calleeaconsthat contain a copy of it'Simer Synchronization Functioto
synchronize the other stations in a BSS. The interval between beacaimidby a parameter
of a station. The AP will define the timing for the entire BSS by transmitting beaamwding
to an attribute in the AP. The beacon period is included in Beacon and PesdpoRse frames,
and STAs shall adopt that beacon period when joining the IBSS.

Synchronization and scanning: A station will operate in either a Passive Scanning mode or
an Active Scanning mode depending on a parameter configured thengs$rschn is initialized
with the reception of a primitive, which includes the type of scanning as oite parameters.
Another parameter is the SSID for which to scan. Upon reception of this pranttie station
will passively scan for any Beacon frames, or actively transmit Prodoads containing the
broadcast SSID.



— Passive Scanningin this case, the station will listen to each channel scanned for a dura-
tion defined in a parameter, waiting for a Beacon frame sent from a AP.

— Active Scanning:involves the generation of Probe frames and the subsequent pracessin
of received Probe Response frames. A station will reply to a Probed3egith a probe
response, only if the SSID in the first is the broadcast SSID or it matclee83HD of the
station. Probe Response frames shall be sent as directed frames tdrémesanf the STA
that generated the probe request.

2.1.2 |EEE 802.16

IEEE 802.16 is a broadband wireless access solution for metropolitanetsgarks (MANS), reach-
ing long coverage ranges and having very high throughputs, in theddsmdf Mbps range. The aim
for this technology is to enable operators to reach costumers in areas tndditional wired solutions
would impose high costs, and where wireless LAN reachability would nobbsilple. Coverage, for
the IEEE 802.16 technology, can reach distances from 15 km in NondfiSght environments to
50 km in Line of Sight environments.

This technology is also backed-up by a standardization effort in the dbithre Worldwide Inter-
operability for Microwave Access (WIMAX) Foruf This body’s aim is to standardize equipment
interoperability in order to reduce equipment prices.

The IEEE is responsible for specifying a connection-oriented Mediuoegs Layer (MAC) with
QoS capabilities, and Physical (PHY) layers considering differemjueacy operations regarding
Line of Sight or Non-Line of Sight operation. The IEEE also standardstaf convergence sub-
layers that map upper layer packets into the IEEE 802.16 system, suppattigrgstandards such
as the Internet Protocol (IPv4 and IPv6) and Asynchronous Teaiode (ATM). As of late, the
standard now also supports mobile nodes, allowing for mobility scenarios.

2.1.2.1 802.16 Layers

The following figure shows how the 802.16 protocol stack layers look like.
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Figure 2.2: 802.16 layers
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The 802.16 MAC layer is composed of three other sub-layers: the Sepieeific Convergence
Sublayer (CS) which is responsible for interfacing the MAC layer with hidgnger entities, the Com-
mon Part Sublayer (CPS) responsible for important MAC functions ssieudressing, construction
and transmission of the MAC PDUs, and the Security Sublayer which isms#pe for authentication
and data encryption functions.

The 802.16 PHY layer supports multiple physical layer specifications custdnfiar the fre-
quency band of use and their associated regulations. More informatidreclund in the standards
[11] and [12].

2.1.2.2 Basic Mode of Operation

As referred previously, the 802.16 is a connection-oriented type ofitdatyy and all packet traversal
only occurs after a connection was established. Moreover, it oparatks a Point-to-Multipoint
mode where a special node, the Base Station (BS) is connected to a twoeknand is in contact
with other 802.16 nodes, the Subscriber Stations (SS). The 802.16 conatimmimccurs between the
BS and SSs, where the downlink direction is from the BS to the SS and the wipledtion is from
the SS to the BS.

In the downlink direction the BS is the sole transmitter and dataframes arechisiad to all SSs.
Each SS then analyzes the Protocol Data Unit (PDU) and checks footiveeCtion Identifier (CID)
to see if it is the recipient of said packet. In the uplink direction the uplink Bbkis shared amongst
all SSs using a dedicated scheduling service, determining the transmissitsntoigach of the SSs.
Four uplink scheduling services are available: Unsolicited Grant Se(UGsS), real-time Polling
Service (rtPS), non real-time Polling Service (nrtPS) and Best Effdt}).(B

Other than the Point-to-Multipoint operational mode, there is a Mesh modegewine SSs can
communicate with each other. Also, in the 802.16e standard extension [@&Sthcan be mobile.

2.1.2.3 Connections

The establishment of a new connection between the BS and the SS assumdastdree of several
pairs of management connections which are created upon SS activdirse are: the basic connec-
tion, the primary connection and the secondary connection. Each ofttiteseconnections reflects
three different QoS requirements for traffic management. The basiecton is used to transfer
short, time-critical MAC messages. The primary connection is used to trdostger, more delay tol-
erant messages. The secondary connection is used to transfer telagtistandard-based messages
such as Dynamic Host Configuration Protocol (DHCP) and Simple Netwakagement Protocol
(SNMP).

Besides these three pairs of management connections, another grommettions is also de-
fined: the broadcast management connection, the multicast polling conrmantidhe transport con-
nection. The first one is configured by default and pertains to the trasismisf MAC management
messages to all SSs. The second connection is used by SSs to join multiliagtgroups, allowing
for bandwidth request via polling. The last kind of connection referseaoties that are allocated to
satisfy contracted services.

2.1.2.4 SS Network Entry and Initialization

Upon network entry the SS proceeds in the following way:
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e Scan for downlink channel and establish synchronization with the BSthe SS scans for BS
eliminating the need for manual configuration;

e Obtain downlink and uplink parameters: SS establishes and maintains synchronization, ac-
quiring parameters;

e Perform ranging: SS tries to find an initial ranging with the BS, which answers with the CID
of the basic management and primary connections;

e Negotiate basic capabilitiesthe SS and BS share knowledge of each others capabilities;
e Perform Registration: the SS registers with the BS, thus becoming manageable;

e Establish IP connectivity: the SS tries to configure an IP using DHCP via the secondary
management connection;

e Establish Time of Day: for time-stamping management events and actions, the SS and BS
must share the Time of Day;

e Establish Provisioned connectionsthe BS signals the SS to establish pre-provisioned service
flows.

2.1.3 3G Systems

3G Systems are intended to provide global mobility with a wide range of seimidesling telephony,
paging, messaging, Internet and broadband data. Internationabffetamication Uniof (ITU)
managed the process of defining the standard for third generation systéensed to as International
Mobile Telecommunications 2000 (IMT-2000). In Europe the Europed@cdenmunications Stan-
dards Institute (ETSI) was responsible for the Universal Mobile Tetgoonications System (UMTS)
standardisation process. In 1998 the Third Generation PartnershgcP{®@GPP) was formed to
continue the technical specification work. 3GPP has five main UMTS stdisdtion areas: Radio
Access Network, Core Network, Terminals, Services and System fsspad GSM-EDGE Radio
Access Network (GERAN).

The 3GPP Radio Access group is responsible for tasks such as sp@mifiof radio layers and
interfaces, UMTS Terrestrial Radio Access Network (UTRAN) operaind maintenance require-
ments, radio performance specification, conformance tests and spenififta radio performance
aspects from the system point of view.

The 3GPP Core Network group is responsible for defining the mobility managieand call
connection control signalling between the user and the core networkgtiedlsg between the core
network nodes, the interworking functions between the core and ektextveorks and packet related
issues.

The 3GPP Terminal group is responsible for defining service capabibitpgols, interworking
of end-to-end services, servicing and interfacing with the mobile termirglcanformance tests
specifications of terminals.

The 3GPP Services and System Aspects group is responsible for thidoleff services and fea-
tures requirements, developing service capabilities and architecturapglications (cellular, fixed
and cordless), charging and accounting, network management, sexgpégts and maintenance of
the overall architecture.

Zhttp://www.itu.int



The standardization effort has generated numerous documents pertaitéchnical and applica-
tional specifications. More information regarding specific subjects cdourel on 3GPP documents
such as: [13] for network architecture, [14] for handover proces, [15] for group services and
system aspects and [16] for WLAN interworking.

2.1.3.1 UMTS Services

UMTS offers teleservices (like speech or SMS) and bearer servitesh provide the capability for

information transfer between access points. It is possible to negotiateenegatiate the character-
istics of a bearer service at session or connection establishment angd earongoing session or
connection. Both connection oriented and connectionless serviceffenetdor Point-to-Point and

Point-to-Multipoint communication.

Bearer services have different QoS parameters for maximum traredfegr, delay variation and
bit error rate. Offered data rate targets are:

e 144 kbits/s satellite and rural outdoor;
e 384 kbits/s urban outdoor;

e 2048 kbits/s indoor and low range outdoor.

UMTS network services have different QoS classes for four typéasiffic:

Conversational class (voice, video telephony, video gaming);

Streaming class (multimedia, video on demand, webcast);

Interactive class (web browsing, network gaming, database access);

Background class (email, SMS, downloading).

UMTS will also have a Virtual Home Environment (VHE). It is a concept ff@rsonal service
environment portability across network boundaries and between termieisonal service environ-
ment means that users are consistently presented with the same persdeatises, User Interface
customisation and services in whatever network or terminal, whereverehenay be located. UMTS
also has improved network security and location based services.

2.1.3.2 UMTS Architecture

A UMTS network consist of three interacting domains; Core Network (CNRAN and User Equip-
ment (UE). The main function of the core network is to provide switchingjmgland transit for user
traffic. The core network also contains the databases and network emeagfunctions.

The basic Core Network architecture for UMTS is an evolution of the Gl8lgatem for Mobile
Communications (GSM) network with General Packet Radio Service (GPRS)

10



2.1.3.3 Core Network

The Core Network is currently divided in circuit switched and packet $wiicdomains. Some of
the circuit switched elements are Mobile services Switching Centre (MSQ)pMscation register

(VLR) and Gateway MSC. Packet switched elements are Serving GPR®®Nnue (SGSN) and
Gateway GPRS Support Node (GGSN). Some network elements, like ELRpf&gnt Identity Reg-

ister), HLR (Home Location Register), VLR (Visitor Location Registry) andCA(Authentication

Center) are shared by both domains.

The Asynchronous Transfer Mode (ATM) is defined for UMTS coamémission. ATM Adapta-
tion Layer type 2 (AAL2) handles circuit switched connection and pacehection protocol AALS
is designed for data delivery.

The architecture of the Core Network may change when new servicdsaudes are introduced.
Number Portability DataBase (NPDB) will be used to enable users to chamgetiork while keep-
ing their old phone number. Gateway Location Register (GLR) may be usgditoige the subscriber
handling between network boundaries. MSC, VLR and SGSN can mergetote a UMTS MSC.
It is necessary for a network to know the approximate location in order &bleeto page user equip-
ment. System areas can be (from largest to smallest) UMTS systems (inchadidige), Public Land
Mobile Network (PLMN), MSC/VLR or SGSN, Location Area, Routing Aré&S domain), UTRAN
Registration Area (PS domain), Cell or, lastly, Sub cell.

2.1.3.4 Radio Access

Wide Band Code Division Multiple Access (WBCDMA) technology was selkébe the UTRAN air
interface. UMTS WCDMA is a Direct Sequence CDMA system where uat & multiplied with
quasi-random bits derived from WCDMA Spreading codes. In UMT%dadition to channelization,
Codes are used for synchronisation and scrambling. WCDMA has two imexies of operation:
Frequency Division Duplex (FDD) and Time Division Duplex (TDD).

A Base Station is referred to as Node-B and the control equipment foeB&dis called Radio
Network Controller (RNC). The functions of a Node-B are transmissiaraception of air interfaces,
modulation/demodulation, CDMA physical channel coding, micro diversitgyéandling and closed
loop power control.

The functions of a RNC are controlling the radio resources, admissianotoallocating chan-
nels, setting power controls, handover control, macro diversity, dipfiesegmentation/reassembly,
broadcast signalling and open loop power control.

2.1.3.5 User Equipment

The UMTS standard does not restrict the functionality of the User Equipmemy way. Terminals
work as an air interface counterpart for the Node-B and have margreiff types of identities. Most
of these UMTS identity types are taken directly from GSM specifications.

¢ International Mobile Subscriber Identity (IMSI);
e Temporary Mobile Subscriber Identity (TMSI);
e Packet Temporary Mobile Subscriber Identity (P-TMSI);

e Temporary Logical Link Identity (TLLI);
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e Mobile station ISDN (MSISDN);

e International Mobile Station Equipment Identity (IMEI);

¢ International Mobile Station Equipment Identity and Software Number (IMBISV
UMTS mobile stations can operate in one of three modes of operation:

e PS mode of operation: The MS is attached to the PS domain only and may only operate
services of the PS domain. However, this does not prevent CS-likeseno be offered over
the PS domain (like VoIP);

e CS mode of operation: The MS is attached to the CS domain only and may only operate
services of the CS domain.

e Packet Switched (PS) / Circuit Switched (CS) mode of operationThe MS is attached to
both the PS domain and CS domain, and the MS is capable of simultaneouslyirgp&a
services and CS services;

The UMTS Integrated Circuit Card (UICC) has the same physical cteistics as GSM Sub-
scribed Identity Module (SIM) card. It has several functions suctugporting User Service Identity
Module (USIM) applications, user profiles of the USIM, update USIMc#peinformation over the
air, security, user authentication, payment methods and secure dowmgla@dew applications.

2.2 Multimode Terminals

Over the past few years, the range of wireless network services@mtblegies has increased rapidly.
In addition to this, user expectations regarding what services they wowddilaccess whilst on
the move have become more demanding. For example, users are beginnarganddbandwidth
intensive applications, such as real-time movie players, but want to pay addittleis service as
possible.

In response to this, the next generation of mobile terminals will include multiple ateitech-
nologies, allowing the reception of data over multiple system bearers, wittrediff characteristics.
For example, GPRS provides country wide coverage, but with restrigedviadth and compara-
tively high cost per bit, whereas WLAN coverage provides low cost, bighate services, but with
restricted coverage. By integrating both these technologies into a singée digvs possible to sup-
port the establishment of application sessions across whichever ietdrést meets the application
requirements and user preferences, and to dynamically switch this applibetween interfaces as
the user moves in and out of the vicinity of a particular technology.

A number of requirements for multimode terminal operation include:

e Operating with minimal inputs from the user. From a user experience [@rspet is prefer-
able to carry out these decisions in an automated way without having to thesuser every
time a new interface becomes available, or an old interface disappears.

e Selecting interfaces based on user preferences, application requiseane information about
the network

e Balancing traffic over available interfaces in a way that is transparenetodér, i.e. as seam-
lessly as is possible.
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2.2.1 Deployment Issues

To support intelligent multimode terminal operation, two issues must be coadider

e Network Detection: The availability of connectivity must be detected by the terminal. For
some interface technologies the resources used to maintain the interfamegdon, even when
not active, are relatively small and the interface is able to stay permanentya scan for
coverage. In the case of IEEE 802.11 WLANS, this approach is ubfeatue to the amount
of power needed to keep the interface actively scanning for accésts.p&o, the question
arises as how to activate the WLAN interface when in the vicinity of a hotspatre@tly, this
activation of the interface is left up to the user, who manually enables thekNWard when
in a hotspot. However, since one of the noted requirements was to minimisgigsaction,
a desirable goal might be to automate this process. One solution that woiddeattiis result
would be to advertise the presence of nearby services (or covefagieeo technologies) via
the currently active interface. For example, an indication of the pres#racbotspot could be
sent via GSM, which would then activate the WLAN interface automatically.

e Network Capability and Characteristic Discovery: One key issue that has become apparent
recently with the proliferation of different link layer technologies is hower providers can
offer a consistent service across heterogeneous networks (agedilmdross access networks
that they do not own themselves). From an operator perspective, ti@ytovpresent a single,
easily understood brand to their costumers, but they have to have maenedifi/ariants for
different layer 2 technologies. From a terminal perspective, the dasisimde by Interface
Selection and Session Transfer Management are only as good as thesitibm made available
to them. Whilst configuring the terminal with local preferences and applicatiguirements is
fairly simple, finding out information about the network to support interalection decisions
needs some additional solutions.

2.2.2  Multihoming

A computer system is denoted as multihomed when it has multiple connections togbiryseparated
networks, either wired of wireless. Also, computer systems with only onsigdlyinterface, but with
several configured global IP addresses, can be seen as multihomed.

2.2.2.1 Types of Multihoming

Several types of multihoming exist:

e Host Multihoming: when a host has multiple physical network interfaces, with the same or
different access technologies, getting access through them at the samig kimogvn as host
multihoming. At least one IP address per network interface has to be ooedig

e Site Multihoming: when a host is connected to a site supplied by two or more access routers,
is known as site multihoming. The terminal can send and receive packetglheach one,
provided it has an IP configured for each of the access routersth&aerminal can choose
which access router (which, in turn can belong to difference ISPs)edaisommunicate, or
even balance the communication.
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2.2.2.2 Usage Scenarios

Multihoming is commonly used as a mean to apply load balancing, increase avaitatdevidth,
provide connectivity redundancy and disaster recovery. Multihomingvalfor improved coverage
and the ability to switch between different types of access, when more tigais available. Through
the use of MobilelP, it is possible to maintain a session when switching betweeases. Examples
of scenarios in which multihoming can be used are:

Increase Bandwidth: bandwidth can be increased through the use of load balancing between
multiple interfaces, wired of wireless. Multiple flows can be distributed adtussnterfaces,
or a single flow can be split across the interfaces.

Increase Availability: a change of interface can be done in case the main one suffers a failure,
securing connectivity.

Improve QoS: a change of interface can be done in case the main one suffers frorded®S
rioration, providing better connection conditions.

Transfer Cost Optimization: selection of the best interface considering flow type.

Reduce packet loss on slow Handoffsusage of multiple interfaces in parallel to provide
sustained connection during a slow handoff to another interface.

Routing/Gateway functionality with multiple interfaces: a user with multiple interfaces can
share, for example, one of his connections with nodes found throughaihnections, through
IP forwarding.

The following items depict some considerations exploring network appesatchachieve multi-
homing.

Mobility Support In a multihomed environment, a mobile terminal owns more than one IP
address. MIPv6 allows the use of such addresses as CoA, but tisegirspecification only
allows a single CoA to be registered with the HoA. To achieve a multihoming emagaot)
the mobile terminal should consider all configured IP addresses as CmAadwertise them
on the Binding Update messages, thus binding the different CoAs to a siogleEach CoA
could be bound with many HoAs and vice versa. Those bindings are rchisggy some kind
of policying like bandwidth requirement, network load, delay, etc. The pamsayer uses the
HoAs to establish a new session: if the terminal is in the Home Network, the rehtss is
used by the network layer for the communication. When the mobile terminal is ireayifo
network the transport layer still uses the HoA for the communication, buvBiwrites the
data packets using one of the CoA associated to the HOA.

Routing One approach to achieve multihoming is the routing protocol, extending it ta IPv6
The aim of this approach was to avoid modification to the hosts, which wasvadhierough

the assignment of a global prefix to the multihomed site. This prefix is, in tuvertisked within

the network by routing protocols of the networks to which the multihomed site isemted to.
From the host point of view, a device connected to a multihomed site owns oaeljyooator
which also identifies it within the Internet. Nevertheless this approach give® concerns
regarding scalability and the time required by the routing protocol to updat®titieg table
after a topological change.
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e SHIM6 SHIMG is a protocol based on modifications at the IP level. This protocatfised
to achieve site multihoming, mainly preserving established communications thrailigies.
At the start of a session, the mobile terminal and the correspondent rodange their list
of available IP addresses. The session is started with the choice of dme I6f addresses. If
this IP address becomes no more usable, the SHIM6 layer choosesrasfdtieavailable 1P
addresses and tests its usability. When a usable IP address is founahgesthe packets’
headers to comply with the new conditions. Nevertheless, the SHIM6 is stdlrudefinition
and it only covers the challenge of reliability. Also it is not designed to safeblpms such as
host mobility.

e 3GPP As IPv6 allows to have multiple addresses in each interface, the 3GPP tewmitima
single interface can be multihomed using multiple IPv6 addresses with a singecoamhec-
tion. Furthermore some 3GPP terminals are available with more than one int@@&ee and
WLAN) can be multihomed using one or several IP addresses in eachaggerSimilarly, a
GGSN can have multiple IPv6 addresses per interface and severaamginks.

2.3 IP Mobility

Discussions on heterogeneous networks agree on the need of a comuttmolfor communication,
the IP protocol. IP Mobility stands as the convergence point at whichreliffeechnologies are able
to be used to allow a terminal to maintain its ongoing session. This section preseogpts and new
directions related to this subject.

2.3.1 Mobility Related Terminology

Handover terminology is related to different perspectives and aplpesaio the several aspects of
mobility. Distinctions can be made according to the scope, range overldpyrpance, diversity,
state, mobility types and control modes of handover techniques.

Handover, also called handoff, is a process by which an active MNgdsaits point of attachment
to the network, or when such a change is attempted.

2.3.1.1 Scope

The scope of a handover can be classified as:

e Layer 2 Handover This handover is characterised when the MN changes APs connected to th
same AR'’s interface. This kind of handover is transparent to the routitig 4P layer.

¢ Intra-AR Handover A handover which changes the AR’s network interface to the mobile. That
is, the Serving AR remains the same but internal routing changes to the ARl¢alee

¢ Intra-AN Handover A handover where the MN changes ARs inside the same AN. This han-
dover may not be visible outside of the AN. This happens in case of a el Gateway,
due to a change in the MN’s data flows.

e Inter-AN Handover A handover where the MN moves to a new AN. There is a requirement
for macro mobility support concerning this handover, as well a possibleeddress to the
MN.
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Intra-technology handover A handover between equipment of the same technology.

Inter-technology handoverA handover between equipment of different technologies.

Horizontal handover A handover which involves MNs moving between access points of the
same type.

Vertical handover A handover where the MNs are moving between access points of differen
types.

Inter-technology handovers are of special importance due to the sobjdxs thesis. A mobile
node may be equipped with multiple interfaces, where each interface cparsapdifferent access
technology (802.11, CDMA). A mobile node may like to communicate with one irderdany time
in order to conserve power. During the handover the mobile node may muadwvef the footprint
of one access technology (e.g., 802.11) and move into the footprint ofeaedlif access technology
(e.g.,CDMA). This will warrant switching of the communicating interface on theileas well. This
type of Inter-technology handover is often called Vertical Handoveresthe mobile node moves
between two different technology cells, with different sizes. A verti@aldover can be termed as
upward vertical handover or downward vertical handover basetth@ulirection of movement such
as smaller cell to larger cell or vice versa. A mobile node moving from 802etdark to cellu-
lar network can be viewed as upward vertical handover. An inter-tdobg handover may affect
the quality-of-service of the multimedia communication, since each accessrkeiffers different
bandwidth.

One has to note that horizontal and vertical handovers might not be aatice level. For
instance, an AR could control WLAN and Bluetooth access points, and tidermode could do
horizontal and vertical handovers under the same AR without changinB &sldress or even the
network interface.

One of the major issues involving heterogeneous handovers is the lartiday. As a mobile
node goes through a heterogeneous handover process, it is dobfestdover delays because of
the rebinding of properties at several layers of the protocol stacis ddiay mostly pertains to fac-
tors such as access characteristics (e.g., bandwidth, channeltehat@s), access mechanisms (e.g.
CDMA, CSMA/CA, TDMA), configuration of layer 3 parameters, re-auttieation, re-authorization,
rebinding of security association at all layers, etc.. [17] proposes soga@s to optimize handover
delay such as performing the authorization and authentication phasetogherhandover.

2.3.1.2 Control

Handover control takes place at instances such as origin of the hemgowvnary control and assis-
tance. A handover must either Mobile-initiated Handover (MIHO), when the initial decision for
handover starts in the MN, dtetworked-initiated Handover (NIHO), when it is the network who
makes the initial decision to initiate the handover. Also, the handover csiobie-controlled when
the MN is the primary controller of the handover,detwork-controlled, when that role falls to the
network. The measurements made that indicate when and where to targahttevér are also as-
pects of distinction of handovers. So, depending on the occurrerstebfimeasurements, a handover
can be assisted or not. In case of a assisted handover, it can eithdidigle-assistedhandover,
when information and measurement from the MN are used by the netwoadNetwork-assisted
Handover, when such details are collected by the network and sent tanieak A handover can
also be consideredRush handover, when the previous network attachment point is involved in the
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handover initiation, of @&ull handover, when the new network attachment point is involved in the
handover initiation. Lastly, Rlannedhandover is a proactive handover where signalling was done in
advance, and ddnplannedhandover is a reactive handover where no signalling was done in@&lvan

In [18] a problem statement on network-initiated handovers is preseritedewnew potential
deployment scenarios, and associated functionalities, are consiégreding support for decision
making and execution of handovers. One can regard the addition of mketwntrol to local and
global mobility domains, as a way for mobile operators to gain additional comtraiser mobility
while taking into account the allocation of resources and more reliable emditsegvices guarantee.
Application areas such as Mobility (for handling user mobility from the netwside), Resource
Optimization (for network optimization) and Inter-Domain Handovers (whessing administrative
domain borders) can be considered.

Also in [19] challenges and possibilities on NIHO scenarios are analyredomplex diverse
heterogeneous network scenarios it is often difficult for the mobile noawe enough information,
or even the possibility, to execute intelligent handover decisions. In theleatcess scenarios,
preferred network selection is not necessarily based on accessditgilaut rather on policies and
commercial roaming agreements at access network, access provideraicd provider levels. Also,
this information can be dynamic, changing periodically making it impossible to stdhee mobile
node, and some of the information is only available to the network. Radio msounagement
information, which resorts to mechanisms and algorithms able to gather meastg@me force ter-
minal handover between cells, is an example of information only available t@riewr his network
information ultimately leads to better service provision to users, additionallyiggngvthe network
operator with increased resource usage: flow balancing, optimizedreesce-allocation, mecha-
nisms for user traffic performance optimization and mechanisms for usgling.o This document
also references two kinds of network initiated handove@pportunistic Handovers", performed
for resource optimization; andessential Handovers, performed for link layer condition changes
such as degradation of the received signal level.

The network needs to be aware of the mobile terminal view of the networkdar tw execute an
informed and optimized network initiated handover. On NIHO scenariospbtiee major concerns
is the freshness of information conveyed to network from the mobile nodenifial mobility and
channel interference can impact the accuracy of the conveyed intforma hus, considering these
issues, the serving radio entity, upon measurement reports, cantracuaaticular mobile device to
move to another point of attachment.

This serves as the background approach for studying how MIH méesharcan support and
optimize network initiated handovers in heterogeneous networks, desamnibbapter 5.

2.3.1.3 Connectivity

Regarding simultaneous connectivity to Access Routers, a handovéreddake-before-break of
Break-before-Make. In the first case, the MN makes the new connection before the old onakisrbr
So, the MN can communicate simultaneously with the old and new AR during thevem(.e.,
multimode terminals). The second case occurs when the MN breaks the oldctiom before the
new one is made.

2.3.1.4 Performance

Performance and functional aspects are important for handoveificiaissn. For example, handover
latency is referred as the difference between the time a MN is last able tasdfa receive an IP

17



packet by way of the previous network link, and the time the MN is able to sedtbareceive an

IP packet through the new network link. SoFast handoveris a handover that aims primarily to
minimize handover latency. This type of handover, however, incurs plicéxnterest in packet loss.
Under this conceptSmooth handoversare the handovers that aim primarily at minimizing packet
loss. ASeamless handoveis defined as a handover in which there is no change in service capability,
security, or quality. In practice, some degradation in service is to be ®dduut it might not be
perceptible or affect high layer applications. As a consequence,wdhdtl be a seamless handover
for one less demanding application might not be seamless for another rmoaadiag application.

2.3.1.5 Types of mobility

e Macro mobility or Global mobility Related to mobility over a large area. This includes mo-
bility support and associated address registration procedures thested when a MN moves
between IP domainsnter-AN handovers typically involve macro-mobility protocols. Mobile-
IP can be seen as a mean to provide macro mobility;

e Micro mobility or Local mobility Occurs over a small area. Usually this means mobility
within an IP domain with an emphasis on support for active mode using handadthough
it may include idle mode procedures also. Micro-mobility protocols exploit thalitycof
movement by confining movement related changes and signalling to the aetessk.

2.3.2 Common Mobility Approaches and Enhancements

IP mobility (namely Mobile IP [20]) provides Internet connectivity to mobile rodeaming from
one access router to another, regardless of the access techngbpgyted in the router. Mobile IP
is based on the existence of a Home Agent, the creation of a Care Of Addhes roaming, and
the establishment of tunnels and/or specific route update mechanisms thiéé tee traffic from the
home to the visited network. To reduce handover latency and incredabiBgaextensions have been
developed (e.g.[21], [22]). Although some of these approachesay]potentially support network
initiation of the handover procedure, none of them takes into considethBaxistence of a backend
combining mobility, resource management and roaming scenarios. Previskd28] shows the
advantages of having a mobile initiated handover considering informatiaidecbby the network,
in wireless LAN environments where HMIPV6 is implemented. Both implementatiorsiamaation
results are provided, however the system considers only wireless &AdNhandovers are triggered
only by terminal mobility. In [24], the IP2 Mobility Management Protocol wasealeped to satisfy
mobile operator’s requirements for next-generation mobile networks. NP2kploits the network
controlled approach instead of a terminal controlled mobility management. Thecowdtusion is
that with this type of protocols a better performance of the network can lievad but the paper
mostly addresses the performance in mobility control and packet throughput.

However, it should be noted that none of the mentioned approachas@&oascenario in which
mobile initiated handovers (MIHO) are combined with network initiated handofdiHO). 4G net-
works will require this combination, allowing personalization in the user’s teah(imetwork pref-
erences) and resource usage optimization by the network. Also, thenthmacell coverage, and
multi-technology environment is different from the traditional scenaricetiitar networks, thus the
results of network initiated handover in those networks are not directlycapte to 4G networks. In
[25] initial simulation results and implementation experiences prove the feasiliittg dG approach
covering a wide range of access technologies.
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2.3.3 Extending Mobility-based Architectures: Localized Moblity

Mobile IP [20] allows for mobility support at the IP level and is becoming intdally supported in
IPv6 (or with novel proposals such as HIP [26]). MIP has neversisaleell-known deficiencies both
in terms of performance and functionalities. Thus most of the researct teire recently has been
focused in these aspects, in particular along the lines of localized optimizdtioakility behavior,
separating the local mobility from the global mobility (MIP-based).

The localized mobility proposals aimed initially to reduce signaling outside the locahih, and
improve efficiency by managing the "local" mobility closer to the mobile node Mbugang the time
needed for the signaling required by the mobility). Recently, operatiomdbigation considerations
are gaining increasing relevance.

2.3.3.1 Host Based Localized Mobility Management

Initial localized mobility techniques were host-based, i.e. hosts had to haigdilisg, and to be
aware of local and global signaling protocols. Most relevant previmotocols were Hierarchical
MIP and Cellular IP.

Hierarchical Mobile IPv6[22] is a protocol that extends Mobile IPv6 by introducing a dedicated
device, named Mobility Anchor Point (MAP), whose task is to handle the moreaiea MN within
a defined set of Access Routers (AR). Thus the MAP handles local molliitg Home Agent (HA)
handles movements among different local domains. The introduction of thés¢tig (i.e. splitting of
mobility management between HA and MAPS) aims at optimizing overhead dunupbers among
ARs of the same local domain: signaling control is reduced since it is egeldamly between Mobile
Node (MN) and MAP and therefore handover latency is reduced. WBII® a host based solution
which requires MN to control both local domain and global domain signalimmptiéer drawback of
HMIPV6 is that it introduces an additional tunnel over the air.

Cellular IP (CIP) [27] is slightly different. MN registers as its CoA the IP address of a node
(called Gateway) in the LMD. So all the traffic addressed to the MN will rebelGateway. To send
the traffic from the Gateway to the MN, host routes associated with the Hi#edfIN are used inside
the LMD. To create these host routes, the (non standard) routers bfitbeause the uplink traffic of
the MN (or special purpose signaling packets) to update or refreslotite in the reverse direction.
Each router will learn from the uplink traffic which is (for the downlink traffthe next hop to which
to send the packets destined to the MN. All uplink traffic is forwarded hepdp to the Gateway
regardless of its destination. Cellular IP is a host based solution, as thiedso® register explicitly
in the Gateway when it arrives to the LMD. This allows the MN to discover th& @mt it must
register, and it allows the Gateway to learn that it must start forwardinkgpsto/from the MN. Also
route updates may require the MN to send special purpose packets.

2.3.3.2 Network Based Localized Mobility Management

Aspects of network control and operation have led to the renewed geweld of localized mobility
solutions, particularly at standardization level in the IETF. Unlike hosedasobility where mobile
terminals signal a location change to the network to achieve reachability, mkelhased approaches
relocate relevant functionality for mobility management from the mobile terminaktodtwork.

The NetLMM [28] approach was designed in the IETF NetLMM Working Group. [28] §9]
define the requirements and rational for NetLMM. The network learnsifiretandard terminal op-
eration (such as router and neighbour discovery or by means of ligk-$aypport), about a terminal’s
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movement and coordinates routing state update without any mobility specifiorsdimm the termi-
nal. This approach allows hierarchical mobility management: mobile terminald kigation update
to a global mobility anchor only when they change the LMD and, in the LMD, molisgitsupplied
to terminals without any support for mobility management. NetLMM complementsidassted global
mobility management by means of introducing local edge domains.

Figure 2.3: NetLMM domain

Figure 2.3 depicts the entities involved in a NetLMM architecture. The Localiltyp Anchor
(LMA) is a router defining the edge between the NetLMM domain and the cetvgank. If a global
mobility scheme is used, it is the boundary between GMD and LMD. The Mobiligeas Gateway
(MAG) is the Access Router for the MN. Note that the host routes are anifigured in the LMA
and the MAG,; all intermediate nodes are totally NetLMM unaware, which ceraidy reduces the
signalling in the LMD and avoids the extensive use of resources (routirigsiain the intermediate
nodes (which is not the case with Cellular IP, for example).

The NetLMM area of operation is located between the LMA and the MAG. Thedrding
method used between the MAG and the LMA (IPv6 in IPv6 tunnelling) can bended to General
Routing Encapsulation [30] or Multi Protocol Label Switching [31].

The NetLMM protocol builds an overlay network on top of a physical nekwehere the terminals
are capable to roam across MAGs without changing IP address catfaqu The basic protocol
defines only reactive handover and does not consider the sumgpariuitiple technologies within
the same LMD. Both functions, enabling proactive handovers acrosdiffeeent technologies are
required.

More recently, attentions have been turned to another localized mobility ptoRroxy Mobile
IPv6 (PMIPV6). According to [32] PMIPV6 is a network-based mobility mgement protocol aimed
at local mobility support, while reusing when possible Mobile IPv6 [20] entdies concepts. In this
protocol the mobile nodes are differentiated by a network address ide(itifid), with an associated
set of information stored in the network, such as a profile containing the poefig. This information
is typically kept in a policy store (e.g. AAA), accessible by all the PMIP entitighe local mobility
domain.

PMIPv6 assumes that upon L2 network attachment, the node is authentidaisdattachment
provides the necessary information (e.g. the nodes NAI) to ensure ¢haettvork is able to retrieve
the Home Network prefix. The prefix will then be used in Router Advertisesnenthe node, in-
forming that it is on the Home Domain. In this scenario the MN configures its Hoduzess on the
network interface, even when roaming across foreign networks foramisig the visited LMD into
a single link, from the node’s point of view. The Proxy Mobile Agent (P)yilbcated in the access
router, performs signaling on behalf of the node and is also the entity tiiaes the MN informa-
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tion and sends the customized Router Advertisements, emulating the home neeliaxkor. The
PMA mobility signaling consists on Binding Updates to the MN’s Home Agent, infogntiie HA
that the current Care-of Address of the registered MN is the PMAsemdd These procedures also
lead to the establishment of tunnels between HA and PMA.

The PMIPv6 concept has also been applied to the NetLMM conceptrgessearlier. The Proto-
col for Network based Localized Mobility Management (PMIP-LMM), ascribed in [33], includes
several entities: the MAG, the Proxy MIP Client (PMIP-Client) and the LMAe behavior, shown
in figure 2.4, differs from the previously presented solution in both djgerand addressing.
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[

L2 Handoff-
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Figure 2.4: Message flow for PMIPv6 concept applied to NetLMM

While on visited networks the MN acquires a proxy Home Address (pHoAjchvis the MN’s
address on the LMD. The acquired pHOA is in fact the CoA registereckatitime Agent, in Binding
Update procedures. The address representing the MN’s location theidéviD is the Proxy Care-
of Address (pCoA), which corresponds to the MAG’s address eadlyy serving the MN. Upon L2
attachment of the MN to the LMD, the MAG obtains the MN’s Link Layer ID. ThA&GlIthan sends a
Router Advertisement to the node, allowing it to configure the pHoA, whichbeaused on to update
the Home Agent. With the pHOA and the Link Layer ID, the MAG registers the NiNle PMIP
Client, storing the current pHoA and the pCoA, which are later used injBoding Updates (PBU)
to the LMA, creating the necessary tunnels for packet delivery insideNtie.

2.4 Towards a 4G Heterogeneous Mobile Network Environment

4G networks do not represent specific technologies but rather a aistba market concept enabled by
different technologies. From a high-level perspective, 4G netw@&sely on three main principles:

e 4G networks are implemented in such a way that the functions performed bytiverk are
separated into functional planes. These include access, transpurgl & intelligence, and
service. Each layer is independent of the others in terms of modificatiehs@gradability.
This architecture provides a flexible and scalable network, reducing time itketrfar the
implementation of new services.

e The functional planes are separated by open interfaces that allowointexction to other opera-
tor's networks but also the integration of third-parties’s services aplicapions. Provided that
commercial agreements are established between the different partiesjrtbigle can widen
the operator’s coverage and service scope, providing end-ugbraagess to a greater number
of services.

e 4G networks are multi-service networks, as opposed to legacy netwaksiri only used
for specific services. This kind of network allows operators to implememierged and new
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services. From the user’s perspective, the convergence of eewilt enable the emergence of
the seamless service concepts, where users can access their "honogssfeom any type of
access network.

2.4.1 General Architecture for 4G Networks

As stated before, the architecture is composed of functional planesetfatm tasks at different
levels:

e Theaccess plang@rovides the infrastructure, i.e. the access network, between thesendnd
the transport network. The access plane may be wireless or wirelingt eaud be based on
different transmission media e.g. wireless, cooper wires, cable and fibce Dechnologies in
the access plane can be circuit-switched or packet-switched. Thesamtasork is connected
to network nodes at the edge of the backbone network.

e Thetransport plane provides transport between network nodes to which the access nestwork
are connected. The transport plane consists of one or severdidrecketworks based on
packet or cell switched network nodes. Links are mainly based on ofiticallinks but can
also be satellite or terrestrial links. The transport plane is capable ofihaguiifferent kinds of
traffic, e.g. voice conversation, streaming video, interactive data, aoth llata. Gateways at
the edge of the transport network convert traffic to and from legatwyarks, e.g. telephony,
Internet and real-time data applications.

e Thecontrol plane includes network control elements. As such, the control plane controls all
other planes. The control plane can, for instance, be responsititeefoontrol of communica-
tion sessions, e.g. establishing or disconnecting voice calls or multimediarsgsaielligent
service provisioning or resources provisioning depending on thecserequested. A core
principle of the 4G architecture is to separate the control logic from therlyiatg switching
hardware.

e The service planeoffers elementary service functions that can be used by service previd
to build more complex or comprehensive services. The elementary funetrenselated to
transport, traffic, content and service AAA & billing. The service plaise arovides interfaces
towards service providers who want to use these elementary servicgofisito access the
underlying infrastructure. Such access will depend on commerciadagats between service
providers/third parties and network operators. The interfaces may benmapted in different
ways, e.g. in the form of APIs for service specific software to be rusemwers within the
network, or in the form of open standardised interfaces between therkeamd application
servers. Such interfaces will enable the unbundling of services atetlyimg technologies.

The demands on telecommunication networks today and in the future aree@fbdearly in the
societal changes around the world. Customers of all services havedaiyowanted more for less,
more flexibility, and sometimes just "more"! This can certainly be seen in the gapicth of mobile
network usage. The mentality of anytime, anywhere is becoming prevalemichthe world, the
primary differences between regions being largely a matter of degre®, élstomers are seeing
innovation across all areas of consumer goods and services with "jtistéh services tailored to
their specific needs and timeframes. These too will be key demands plamedelgcommunications
networks as they evolve.

Key characteristics of 4G networks are:
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e Geographic transparency:boundaries are disappearing and economic benefits independent of
service "density" must be realized,;

e Transport efficiencies: transport costs (price/bit) are continuously declining, 4G networks
must share these efficiencies for both bearer and signaling traffic;

e Internet technology economics:leverage services and service delivery through the Internet,
as well as the "silicon economics" of Internet hardware (servers,aterjemory and processor
price/performance improve;

e "Old World" to "New World" interoperability: existing PSTN infrastructure, and its asso-
ciated investment must be fully utilized.

The development of access technologies is an important driver forveéogenent of 4G networks
and will impact the development of broadband services and content. #®nke will rely on a
number of heterogeneous networks of different size and diffel@mrage linking together servers,
workstations and terminal devices, as the Internet does today. In theelonglP will be the common
interworking technology for 4G networks.

If 4G networks are to provide convergent services and to become modics@etworks, a number
of interworking issues between networks has to be overcome, suchtaggrand QoS.

In the service convergence environment of 4G networks, one couwdduaks the same types of
tools and the same technologies to implement any type of services, e.g. tglegghoices or Web
Services. A number of standards have already proven to be suddestfis area and will play an
important part in the 4G migration: Java, standardised APIs such as Baliyy and OSA, XML,
etc.

A direct consequence of the emergence of such standards andltgibeads that an 4G envi-
ronment offers opportunities for third party service providers. Initi@ual telco networks such as
PSTN and GSM networks, the services accessible by the end-uséiraited by what has been im-
plemented by the operators on their networks, most often by using proprosaelopment tools.
Users can "control" these services (like for instance by enabling obldigacall barring) but only
within the scope of what has actually been allowed by the operator. In andi@®nment based on
IP and the tools and technologies described above, third parties cara lgmeater importance and
the end-users will also have more choice with regards to services aimdrenent personalisation -
provided that there are not exclusionary practices and that 4G netwaoekopen to the third-party
service providers.

2.4.2 Network-Initiated Handovers Centralized Framework

Traditional Mobile Initiated Handovers are triggered by mobile devices spbection of events such
as radio signal level degradation, application requirements or the like.OMttéchanisms can be
further improved by retrieving from the access network information [B®jud available bandwidth,
network load in a specific access point/access router, etc.. Howewdgsitigy such information to
mobile devices is subject to access network policies and might not alwgasbkible to provide such
data. It would be desirable to gather information in the access network Efzaliconditions (in a

network-to-network relation) as well as from mobile devices (in a mobile toartvelation) leading

to the composition of an accurate and dynamic map that handover decisioe®igcated in the

access network) could benefit of. Hence, NIHO via a centralizedappraims at improving network
operations where required. The concept of MIHO and NIHO appliestto intra-technology case or
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inter-technology case, the former being potentially layer two specific, the ledtging to an IP based
approach. A simulation study comparing MIHO and NIHO performance edound in [19], where
it is shown that NIHO provides improved resource allocation when heteexmus wireless/wired
access technologies are deployed. It also quantifies the benefits ofHedpproach and identifies
conditions that affect the relevance of NIHO support.

A set of functionalities and associated protocol operations are regoirggpport, in a common
framework, MIHO and NIHO. An architecture should specify modules implg¢ateim the terminal
side, in the access part of the network and in the home domain. The mobile dbwigkel offer a
cross layer design for wireless/wired technology management, compbbgda intelligent module
for interface selection based on several parameters spanning fremtey related information up
to user preferences and context aware applications. Protocol conatiang between the mobile
device and the access router (first layer-3 hop in the access netstarid also allow exchange of
information for neighbor discovery, handover preparation and hardexecution. Handover target
selection is done through the combination of mobility and resource managememamsms such
as admission control. That is, handovers could potentially be denied to mobiteesleTo improve
performance and avoid as much as possible these situations the archi&hotudeoffer the possibility
to initiate handovers from the network upon, for instance, load detecticonalitions changed due to
the availability of new access technologies.

2.4.3 The DAIDALQOS case

Some of the previously presented concepts have already been dersahistithe framework of sev-
eral European founded projects. One of those is the DAIDAL@®ject, standing for Designing
Advanced Network Interfaces for the Delivery and Administration ofdtam Independent, Opti-
mised Personal Services. This project aims to successfully demonstrééasitglity of a platform
where mobility, security and quality of service are tightly integrated, consigledvanced mobility
procedures looking at technology specific requirements as well at ndienoperator requirements,
under an heterogeneous environment.

Daidalos exploits the so-called MARQS concept. This concerns the integadth obility Man-
agementAAA, Resource ManagemeroS andSecurity aspects. The interaction of mobility pro-
cedures with authorisation and authentication, quality of service provigji@md resource control is
of fundamental importance in mobile systems. In this view, mobility managememnhassa novel
and fundamental role. The architecture recognizes the current treredvilorks deployment to a het-
erogeneous landscape of access providers [28], [15]. In suemadronment it is important to give
to the access providers (e.g. ISP or Network Access Point (NAP) )dkibifity for managing users
mobility inside their own domain without requiring an interaction with the mobile opedmain.
Thus, it is envisioned the separation of mobility management [36] into difféeeeals: a global level
associated with the Mobile Operator network and a local level associateti¥onk access providers.
The key aspect of this partitioning is the association of mobility managementraniattative do-
main. This brings considerable flexibility to operators allowing each one tosehtheir preferred
methods without being dependent of a particular scheme. The managentiemhaobility in these
two levels is kept completely independent, this being a key characteristic af¢higecture, absent in
the traditional hierarchical mobility management approaches.

The architecture addresses as well the case where the local mobility mesrggomain is imple-
mented either at layer three or at layer two. The advantage of making tHerlobdity management

Shttp:/iwww.ist-daidalos.org
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independent of the global allows the access provider to implement legdotegies such as WiMax
architectures [12], 3GPP architectures [15] as well as layer two témfiies such as IEEE 802.11r.
To allow easy integration with the terminal side it is envisioned the specificatiarsiigle interface
abstracting the communication with the local mobility management scheme. On thewomehe
terminal always generates the same set of triggers/events and respdoinelsame set of commands
independently of local mobility management scheme. On the other hand therketapbages user
mobility according to its own scheme transparent to the end user.

Mobility management is tightly coupled with Resource Management and Qo$tagpeusing
therefore on the MRQ of the MARQS concept. To efficiently support Resomanagement and QoS
the architecture proposes the development of a single framework faléign Starting from the up-
coming standard IEEE 802.21 [1] a new set of functionalities and extenisitnesng investigated to
provide heterogeneous support for network/mobile initiated handouel@iMIHO) as well as opti-
mal QoS integration during handover. In this view protocols natively targ&@mdover improvement
are extended opening possibilities for new research challenges.

Figure 2.5 depicts the Daidalos goal for a 4G mobility architecture. The actiiéeconsiders the
separation of local and global mobility. Under this concept, the networkvideti into several local
domains connected via a core network where mobility is supported througbal grobility protocol
(GMP), such as MIPv6 [20] or HIP[26]. Inside a local domain terminal iitglis handled through
local protocol operations transparent to the core network, like NeTLRBJ| which are independent
of the global mobility protocol. The GMP only operates in case of terminal mobititpss local
domains.

Gilobal
Mobility Core Network
Management

Routers
/Gateways

Local
i L2 Domain L3 Cloud
Mobility WIMAX o (8023 (AD HOC

Management Braie] 1802.11) NEMOY]
Multimode VWAL
Terminal

Figure 2.5: 4G Architecture

The design principles of this architecture are built upon local and globbilitygartitioning and
include the following advantages:

e Making LMP and GMP independent of each other allows operators tosehtheir preferred
LMP or even avoid the maintenance of a mobility infrastructure by direct Gs@MP for
mobility inside their networks;

e Performance is improved via reduced signalling outside the local domainbetmegen the
terminal and the access network (e.g. reduced signalling over the air #reldore);

e Support for terminals that only operate with global mobility protocols (e.g. &HRMIPv6
installed);

e Seamless handover support for terminals with enhanced mobility functions;
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Reduced overhead for data path in the air interface;

The partitioning of LMM and GMM helps in security related issues;

Architecture of the terminals with enhanced mobility functions common to all LM®siran
dependent of their particularities. Standardization of these functionassutiated signalling
between the terminal and the access network;

Interoperation with 3GPP and WIMAX networks which are seen as local ohenfeom the
global domain perspective.

The terminal operations resulting from the above principles are furthailein the following:

e Terminals with only global mobility support implement only the basic GMP with no roba
ments. They are provided with transparent mobility inside local domains antoege between
local domains using the GMP. Due to the lack of enhanced functions, harsfor this type of
terminals are not optimized,;

e Terminals with enhanced mobility functions implement the GMP plus some additiorcidn-
ality for optimized operation, including seamless handovers. The enhamaeitity functions
implemented by the terminal need to be standardized and are independenL bfRis.

As result, LMDs can potentially implement network based mobility managementssfer resource
control thus efficiently combining handover procedures with user allatatience, dividing mobility
control in GMD and LMD enables network controlled handovers, regiias an essential add on
when targeting heterogeneous wireless access.

Going further, there are a number of possible choices that the abdvieeatare gives to mobile
operators:

e An operator has the flexibility to choose any LMP to handle mobility in its own ndéwaiter-
natively, a mobile operator may decide to directly use the GMP to support mobility dnvn
network and thus avoid installing any mobility related infrastructure. In this letétse mobility
functions are supported by equipment located in other networks outsidpéhator's domain;

e Running its own LMP brings a number of advantages for the operator. n@rhand, perfor-
mance is improved as a result of avoiding signalling outside the local domantheFmore,
running a LMP allows for more optimized and efficient operations (like e.gdbwers), as mo-
bility is handled locally and closer to the terminal. Finally, from an operationalpoént LMPs
give the operator a greater control of mobility operations as these deepend on functions
external to the operator’s network;

e One of the key advantages of the architecture is that it nicely integratesylegavorks that
are running their own mobility management scheme, such as the 3GPP Land:=Velution
Architecture and the WiIMAX Forum mobile architecture. Indeed, a terminalsinaports the
functionality described above plus 3GPP/WIMAX would be able to interoperaites architec-
ture, with 3GPP/WiIMAX acting as local domains, without requiring any furthedification.

With the above architecture, interconnecting different access opefaoomes simpler, as each one
can not only manage his network at will, but even select which technolobgssfor him, while
retaining the overall interoperation. In addition, this architecture also edithe requirements on the
terminal side since as long as the operator is running a LMP, it can provi@ditnéeransparently
within the local domain to terminals that do not implement any mobility function.
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2.5 Requirements

From this chapter it is possible to infer a series of requirements for theodupiall these concepts,
particularly when integrated into a single 4G architecture. In a broad s#émese requirements can
be:

e Support of multiple technologies in an abstract way, allowing fully integrattdrbgeneous
environments;

e Supporting mobility schemes with the objective of maintaining a user sessiomtiooua call;

e Realizing the existence of network management entities responsible for maigtairstem
integrity, as well as providing valuable and reliable services to users;

e Enhancing information existing in the network (used to take actions and maksahs re-
garding load balancing, call admission, etc.) with information from the termiabidsying the
network to have indications from the terminal’s view of the network;

¢ Division of the network into different hierarchical domains, separatiegititess functions that
deal directly with individual terminals, from the core mechanisms which aim totaiaithe
network’s operability;

e Consider Quality of Service for costumers enabling an enjoyable experighile using the
services of the network.

These requirements are the motivation to study the IEEE 802.21 standamdeastzler for the
integration of these concepts. In the next chapter a study of the st&ngandces and mechanisms
is presented. Chapter 4 presents the study of an existing simulation model avkerminal is en-
abled with 802.21 mechanisms. Chapter 5 presents simulation results obtaimenmiplementing
network and terminal extensions to the previous simulation model, in order emealit with new
code able to support Network-Initiated Handovers. This standard sastudied for application to
4G architectures, where a general overview is presented in chapter 6.
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Chapter 3

The IEEE 802.21 Media Independent
Handovers Standard

This chapter provides a brief overview of the IEEE 802.21 standardhidhlighting where possible
information relevant for the development of the thesis.

3.1 Definition

802.21 is a standard from the IEEE, currently under development, wiogese is to define ex-
tensible media access mechanisms that may facilitate handovers betweeas8@2pbotocols and
cellular systems, as well as optimizing handovers between 802 systemsenthethare wireless or
not. More specifically, it aims to provide link layer intelligence and other relagtdiork information

to upper layers, or to the mobility management entity responsible for handegeion making, to
optimize handovers between heterogeneous media.

The standard supplies a framework allowing for transparent servitgnady while a mobile
node is switching between heterogeneous technologies. For sesstoruitgnt is important that
the framework can properly identify the mobility-management protocol sesikling in the network
elements supporting the handover.

Both hosts and network entities will feature a new entity, the Media Indep¢htdsdover Func-
tion (MIHF), available within their protocol stack, with correspondentvi®er Access Points (SAPS)
and associated primitives, to access the services therein.

The services available are:

e Media Independent Event ServiceProvides event classification, filtering and reporting, cor-
responding to dynamic changes in link characteristics, status and quality;

e Media Independent Command ServiceEnables MIH clients to manage and control link be-
havior related to handovers and mobility;

e Media Independent Information Service Provides an information repository, for query and
response, supplying details on the characteristics and services prtwidlee serving and sur-
rounding networks.

The information exchange occurs between lower layers and highers)ayking always as a
reference the MIH Function. Furthermore, the information can be sHacatly, within the same
protocol stack, or remotely, between peer MIHFs.
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Primitives are used to access these services. A primitive is a unit of informatiech is sent
from one layer to another. There are four classes of primitives: RggQenfirm, Indication and
Response. The request is issued by the layer that wants to get theesawitie information from
another layer, and the confirm is the acknowledgment of the requesindibation is the notification
of the information to the layer that requested the service, and the resigahseacknowledgment of
the indication.

A primitive consists of five fields: the protocol layer identifier to which this priveitshould be
sent, the protocol identifier through which protocol entity this primitive shdaldent, the primitive
class (i.e., request, confirm, indication, or response), the primitive nardgaaameters.

There are three different usages of primitives:

e To immediately provide L2 information to upper layers A "Request” primitive is an acquisi-
tion request for L2 information. As a "Confirm" primitive, L2 information retaimmediately.

e To notify upper layers of L2 events asynchronouslyRequest" and "Confirm" primitives are
used just for registration. When an event occurs, an "Indication” pvienis asynchronously
delivered to an upper layer.

e To control L2 actions from upper layers A "Request" primitive is a request for operation.
Ack or nack returns immediately as a "Confirm" primitive.

The primitives’ purposes are to collect link information and control link behavduring han-
dovers.

3.2 Handovers

The 802.21 specification defines mechanisms to support MN-initiated, Miteatied, network-initiated
and network-controlled handovers. It also considers handoversdbile users and stationary users.
In the first case a handover can occur due to changes in wireless lktioos, or due to gaps in
wireless coverage that result from mobile node movement. In the seceadtba environment sur-
rounding the stationary user can change, making one network moregieféhan another. Another
example can be the selection of an application which requires a transition tbex bigta rate link.

The 802.21 standard aims to facilitate handovers of different methodsifiddss "hard" or "soft"
depending on whether they are made break-before-make or make-teéak.

Handovers can be affected by diverse factors such as servitieuitn application class, etc. The
standard supplies essential elements which address the following hafalioes:

e Service Continuity: this refers to the continuation of the service during and after the handover
minimizing data loss and break time without requiring user intervention, for teescahere
the handover is done between two different access networks or betweedifferent points
of attachment of a single network. The standard can, for instancelysimgrmation to an
application regarding the QoS available on a candidate network, and dezgéfminandover is
viable of not, considering if the required QoS is supported.

e Application Class: the 802.21 standard can provide characteristics for application aware ha
dover decisions, taking into consideration the different tolerance fay@and data loss.
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e QoS:this is a very important factor to consider in handover decision making. riergé the
decision is taken by considering the network which best provides the ppsi@iate level of
QoS. This standard specifies the means by which QoS information can leeokfar each of
the supported access networks and be made available to upper layéredrimahe process of
handover decision making.

e Network Discovery and Selection: the standard defines the network information to aid in
providing new possibilities for network discovery and selection, as welkdising the means
to obtain it.

e Security: the message exchange between the MIH services of the MN and a PoitithohA
ment (PoA) must be secured until the MN has a secure connection with feTRs associ-
ation can either be achieved through lower or higher layer security msohanThe 802.21
standard supports the means for security information to be made availablpdblaypers for
setting up secure connections.

e Power Management:the 802.21 standard allows the availability of media dependant informa-
tion to higher layers and remote entities, without having to use the specific mealiaio it.
This allows for efficient "sleep"” or "idle" modes that optimize the use of batter

e Mobile Node Movement: the 802.21 standard allows for the supply of fresh link information
to local and remote entities for efficient handover decision making.

The 802.21 standard then proposes to enhance handover operatiaghtbooperative use of both
the mobile node and the network infrastructure, allowing for access tmhiandelated information
such as neighbourhood cell lists, location of mobile devices, high-leveices availability, etc..
The aim is to optimize network selection enabling better and increased harmbmartunities. Both
the mobile node and the network can make network selection decisions, agngito an optimum
network selection, based on the information available.

One has to note that handover control, policies and algorithms are handlemhimunication
system elements which fall away from the scope of the standard. Nelesxtheome aspects of the
overall handover procedure must be described in order to bettelydlagifrole of the MIH function
services.

3.3 The Media Independent Handover Function

The Media Independent Handover Function is a logical layer in the mobilityagement protocol
stack, both in the mobile node and the network elements. Its purpose is to datditate handover
decision making though the supply of inputs and context to the upper ldgetsandover decision
and link selection. Figure 3.1 displays the MIHF regarding its placement batWpper Layers
and Lower Layers. One of the key goals of the MIHF is to facilitate the neitiog of handover
occurrence, as well as the discovery of information that enhancadie&f§ handover decisions.
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Figure 3.1: MIH Function and offered services

The MIHF provides abstracted services to higher layers, offeringgesimified interface to them,
through technology independent primitives. The MIHF itself relies on telcyy specific interfaces
to communicate with the lower layers. The specification of these interfacesiis the scope of this
standard, since they are already defined as Service Access Pointsthéihirespective standards.

3.3.1 The Communication Model

MIH Functions in different entities can communicate with each other, for instan exchange infor-
mation about the network with the terminal, in order to aid in the handover decigking process.

The standard defines the communication relationships between the elemertsetitbrk that have
a MIHF.
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Figure 3.2: IEEE 802.21 reference model

The IEEE 802.21 communication reference model (figure 3.2) specifiefaicds between mobile
devices and points of attachment to the network and between network mottess network. The
information exchange occurs between lower layers and higher laykirgg taways as a reference the
MIH Function. Furthermore, the information can be shared locally, within déimeesprotocol stack,
or remotely, between different network entities. As shown in figure 3.2fates R1 and R2 are
specified at layer two and layer three, while interfaces R3, R4 and R&paciied only at layer three
aiming at technology independence, thus allowing approaches suchH&s RI3 is a special case
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where layer two communication is possible in specific cases, like Etherngtrigjobr multi-protocol
label switching (MPLYS).

The Point of Attachment (PoA) is an endpoint of the network side that iesladVIN as the other
endpoint. This is associated to an interface instead of the whole node.

The Point of Service (PoS) entity is an element in the network side whoseRdldtion ex-
changes messages with a MN’s MIH. One has to note that a network entispppty more than one
Point of Service and provide different combinations of MIH services MNy based on subscrip-
tion or roaming conditions. Also, a network entity composed of more than ondgicgehas the PoS
associated to the network entity itself and not with just one of its interfaces.

In case of a network model that includes a MIH proxy, the MIH netwotikethat communicates
with that proxy does not have a direct communication with the MN and thus & RoS for the MN.
Nevertheless, the same network entity may still act as a PoS for a diffefént M

Between the different instances of MIH Functions, the communication camelde as following:

MIH on MN and MIH PoS on the serving PoA, where L2 or L3 communicatiom@ecur;

e MIH on MN and MIH PoS on a candidate PoA where L2 and L3 communicatiarocaur;

MIH on MN and the MIH PoS on a non-PoA entity where L3 communication canig@nd
also L2 is possible through Ethernet bridging, MPLS, etc.

MIH on the PoS and a non-PoS in another network entity can encompassiir8unication;

MIH on two PoS instances in distinct network entities can encompass L3 comaionic

3.3.2 The MIH Services

The MIH Function provides synchronous and asynchronous sertliceugh well defined Service
access points for link layers and MIH users. These services haveithese to manage, determine
and control the state of the underlying interfaces.

3.3.2.1 Media Independent Event Service

Mobile nodes using MIH services receive indications from link layersafynchronous operations
like the Event service. Events can indicate changes in state and transrbislsaviour of the physical,

data link and logical link layers, and also, with a pre-indicated confiderves, lpredict changes in

these layers.

Events can have origin in the MIH Function, called MIH Events, or from tieeldayer, called
Link Events. The typical flow of events has its origin at lower layers aadeant to the MIH Function.
Upon registration to the MIHF, a high layer entity can receive the eventsatadidn the registry
message.

Events can also be local or remote. Local events are propagated kgresswithin the local
stack of a single device, whereas remote events traverse across thekfetwn one MIH function to
a peer MIH function. These events can then traverse from the localfiyhiEtion to the local upper
layer entity, supposing prior registration to receive that event.
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Figure 3.3: MIH Events

Event registration is a mechanism that allows upper layers to indicate to themith events
they are interested in receiving. The event service typically is used to aiet@tting the need for
handover. For example, it can supply an indication to the higher layerthénlibk will go down in a
near future (through analysis of the signal level and crossing a idskhich can be used to prepare
a new point of attachment ahead of the current one going down.

From the recipient’s point of view, these events are mostly advisory ineatat not mandatory.

Also,

higher layer entities might have to deal with freshness, reliability abdstoess issues related

to these events, specially in the case that they are remote.
The Media Independent Event Service supports several typegofsev

MAC and PHY State Change eventswhich correspond to changes in MAC and PHY state;

Link Parameter events: triggered due to change in link layer parameters. Can be triggered
synchronously (i.e. regularly) or asynchronously (i.e. when a totdst crossed);

Predictive events:express the likelihood of a future change in a certain property, with arcerta
degree of certainty, based on past and present events;

Link Synchronous events: give indications of precise timing of L2 handover events that are
useful to upper layer mobility management protocols;

Link Transmission events: indicate the transmission status of higher layer PDU’s by the link
layer. This information can be used by upper layers to improve buffer gesment for achieving
low-loss or loss-less handovers.

Currently defined events are:

Link Up This notification is delivered from the lower layers of a terminal or a PoA,rno a
MIH-user (local or remote) when a layer 2 connection is successfuiipkshed with mobile
node;

Link Down This notification is delivered from the lower layers of a terminal or a PoOAnto a
MIH-user (local or remote) when a layer 2 connection is disconnectedala certain reason
with a mobile node;

Link Going Down This message is transmitted when a layer 2 connectivity is expected (pre-
dicted) to go down (Link_Down) within a certain time interval;

Link Detected This message is transmitted when a new link has been detected;
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e Link Parameters Report This message indicates changes in link parameters that have crossed

pre-configured threshold levels;

e Link Event Rollback This message is used in conjunction with Link_Going_Down. If the link
is no longer expected to go down in the specified time interval, a Link_Evetibdgk message
is sent.

e Link Handover Imminent This message indicates that a link layer handover decision has been

made and its execution is imminent;

e Link Handover Complete This message indicates that a link layer handover has been com-

pleted.

When exchanging events and commands between hosts, extreme cautlericbe exercised
in establishing communications securely. Unless endpoints are identifieditirogtized for commu-
nications, one or more service entities may be affected by state changessast f inappropriate
registration, event or command reception. [37] identifies that unautlidihirel parties impersonating
legitimate ES entities can generate hints, attackers can cause damage to cortomgriicar from a
mobile node. Event indications are therefore likely to be interpreted as himthbr protocol layers,
without necessarily modifying protocol state. Unless an appropriateisemechanism and a secu-
rity model are adopted, attacks may be particularly simple on a wireless mediwaTe w¥en valid
event messages may be replayed at a later stage by an attacker. Commiaed sgperience most of
the same attacks as event services, although their effects may be evesenvere since commands
imply state changes.

3.3.2.2 Media Independent Command Service

The Media Independent Command Service allows higher layers to configurgol and get infor-
mation from the lower layers. The information provided by these commandsemyg in nature
comprising of link parameters such as signal strength, link speed, etse Tbenmands can be issued
by higher layers, called MIH commands, as well by the MIH Function, called Commands. Typi-
cally, messages propagate from the upper layers to the MIH Functiothamdrom this to the lower
layers.

MIH Commands may be local or remote. Local MIH Commands are sent byrUggyers to the
MIH Function in the local stack, whereas remote MIH Commands are sentpbpgrlayers to the
MIH Function in the peer stack.

‘ MIH Users (L3 and above) ‘ ‘ MIH Users (L3 and above) ‘
v MIH Command ‘ MIH Command
I

‘ MIH Function \ -l MIH Function

| |

Remote MIH Command .
* Link Command

‘ Lower Layers (L2 and below)

\ Lower Layers (L2 and below)

Local Entity Remote Entity

Figure 3.4: MIH Commands
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The commands generally carry the upper layer decisions to the lower ayertocal or remote
device entity. An example is a policy engine entity to request a mobile node to dimitch
Currently available commands are:

e MIH Get Status This command is used to discover the status of currently available links;
e MIH Switch used to switch an active session from one link to another;

e MIH Configure used to configure the link and control the link behavior;

e MIH Configure Thresholds used to configure link parameter thresholds;

e MIH Scan used to scan a list of PoAs for a specific link type;

e MIH Handover Initiate used to communicate an intent of handover initiation. The handover

may be initiated either by the client or the network.

e MIH Handover Prepare used to prepare the new link resource for impending handover and to

query the available link resource of the candidate network.

¢ MIH Handover Commit used to communicate the intent to commit to a handover request to a

specific link and PoA.

e MIH Handover Complete used to communicate the status of handover operation. Also used

to communicate the preferred action to be taken w.r.t resources associttetievprevious
connection. If the handover is successful, the resources may bsaéjea

e MIH Network Address Information used to discover a mobile node’s network address re-

lated information before handover. Upon reception of this message cigireg remote MIHF
may interact with its upper layers to obtain the information or forward this medsagnother
MIHF which may have the requested information. Serving FA Address/i8eAccess Router
Address/ DHCP Server Address parameter is chosen dependingabRinth of IP address con-
figuration methods is set. For example, if the IP Address configuration mith®d4 dynamic
configuration (DHCPv4), then the IP address included in "Serving Fédvésk / Serving Access
Router Address/ DHCP Server Address" is the DHCP Server ad(Rags).

e MIH Get Information used to retrieve the Information Elements provided by the information

service.

3.3.2.3 Media Independent Information Service

The Media Independent Information Service provides a frameworkcan@sponding mechanisms
by which a MIHF entity can discover and obtain network information, with thgpse to facilitate
handovers.

This service provides a set of Information Elements, the structure to stareahd its representa-
tion, and a query/response mechanism for transferring the informatitfiarddt types of Information
Elements may be necessary depending on the type of handover. Forlexé&mgorizontal han-
dovers across different PoAs of the same access network, infornfedimriower link layers can be
sufficient. But, in the case of vertical handovers, the mobile node may nwussadifferent access
networks. Then, it is necessary to select an appropriate PoA in theetewonk based in good lower
link connectivity as well as in the availability of higher layer services.
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This information can be made available via both lower and upper layersif aed¢essary, be ob-
tained through a secure port. The information service also providessatxstatic information such
as neighbour reports, which help in network discovery. It also include® dynamic information
such as channel information, MAC addresses, security information, Tétis, in conjunction with
high layer information (such as application requirements) may help in a moctieff@andover de-
cision. The set of different Information Elements may evolve. Also, theaenised for flexibility and
extensibility in the way this service provides the information, since, for exartipdist of available
access networks is always evolving. For this, the standard definpseseatation schema, which al-
lows a client of MIIS to discover the entire set of different access nétsvand Information Elements
supported, in a flexible and efficient manner. This schema can be eapedsn multiple ways, such
as Resource Description Framework (which is basedXtensive Markup LanguadXML) ), Ab-
stract Syntax Notation number O(&SN.1) (which is used in 802 MIBs), variants or a simpige
Length Valu€TLV) representation of different information elements.

This service allows access to heterogeneous information about nefwmbesaccessible by both
the mobile node and the network. A media-independent neighbour grapberatystracted through
the neighbour reports of specific technologies. This capability allows thertal to use its current
access network technology to query information about other technolaigsut activating that in-
terface. One can also, for example, obtain knowledge of supportadelssby different PoAs without
resorting to scanning or beaconing. The MIIS and MICS information cbeldsed in combination
by the mobile node, or network, to facilitate the handover.

The information elements can be classified in three groups:

e General Access Network Information: provide a general overview of the different networks,
such as list of available networks, operators, roaming agreementsfaastnections, security
and quality of service;

e Points of Attachment Information: such as addressing, location, data rates, etc;

e Other: information specific information and vendor specific.

In [38] the deployment of information services is discussed. For thesemation services, it
is possible that network information may be either centrally stored on a sardéstributed in each
individual access network. Presumably, an L2 or L3 based mechanisiarttify or discover a valid
information server would be required. In order to accomplish this, it will éeessary to describe IS
discovery and specify transport services over IP. Interactions With Helivering handover services
over IP therefore need consideration in the IETF, both for use with 8Gh@ for other instances of
handover services.

3.3.2.4 Information Representation

A schema defines structure of information. A schema is used in the 802.2matfon service to de-
fine the structure of each information element as well as the relationship afifargnt information
elements supported. The MIIS schema is classified into two major categories.

e Basic schema that is essential for every MIH to support

e Extended schema that is optional and can be vendor specific

In [39] a new DHCPvV4 option is defined for discovering MIIS information.
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3.3.3 Service Access Points

Service Access Points are used to exchange messages between therdlidri-and other planes, us-
ing a set of primitives that specify the information to be exchanged andtimaf@f those information
exchanges.

The 802.21 standard includes the definition of media independent SAR$IHh&SAP, that allow
the MIH Function to provide services to the upper layers. These upperslaye called the MIH
Users and use the services provided by the MIH Function through the SR. The MIH Users
have to register to the MIH Function in order to obtain access the MIH geteesents and the Link
Events, which are generated by the layers below the MIH but are passguvards through the MIH
Function. MIH Users may also send commands to the MIH Function. Also, Mikt#on entities
may also send remote commands to other remote MIH Function entities.

The standard also includes recommendations to define or extend existingdepdiadent SAPs.
These allow the MIH Function to use services from the lower layers of thdlitgainanagement
protocol stack and their management plane. All the Link Events generdimaer layers and all the
Link Commands sent through the MIH Function are part of the media specic/MHY SAPs and
are already defined by their specific technologies.

Lastly, the MIH_NMS_SAP interfaces with the Network Management Systespansible for
configuring parameters in the MIHF.

These concepts can be combined in the following general MIH ReferendelM

MIH Users (L3 ar higher Makilty PratocoliL3MP), Handaver
802.21 Scope Policy, Transpot, Applications)
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Figure 3.5: MIH Reference Model

3.3.4 The MIH Protocol

The MIH protocol defines the format of the messages (i.e. MIH packetheitder and payload) that
are exchanged between remote MIH entities and the transport mechanisssppeart the delivery
of the messages. The selection of the transport mechanism is dependéet access technology
that connects the MN to the network. These messages are based on thevgsimhich are part
of Media Independent Event service, Media Independent Commamides@end Media Independent
Information service.

MIH messages require reliability for remote communication on an end-to-esisl toeensure the
receipt of data to the destination. Reliability may be provisioned with an optiekabavledgement
service as part of the MIH protocol. The source endpoint may optionedjyest for an MIH ACK
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message to ensure successful reception of a certain event, commanahfmranation service mes-
sage. When this MIH ACK is received by the source, it may conclude teattssage was reliably
delivered to the destination. In case of a lost MIH ACK message, thesghgdl timeout and retrans-
mit the same MIH message. This timer may be related to the RTT between the two nodes

This mechanism is used through two bits in the MIH message header: the AGKiRs set by
the source and the ACK-Rsp is set by the destination. The underlyingptridniayer takes care of
verifying the MIH message integrity, and thus not required at MIH Fundé&uel.

The packet payload for these services may be carried over L2 managieamees, L2 data frames
or other higher layer protocols.

3.3.4.1 Services Provided by the Protocol

The MIH Protocol provides the following services:

e MIH capability discovery: so a MIH Function can discover MIH Functions on other entities.
This allows for the negotiation and selection of an optimum transport for corcation, as
well as discovering the list of supported events and commands.

e MIH remote registration: so that a MIHF in an entity can receive remote events;

¢ MIH message exchangeusing the messages supplied by the MIH services.

3.3.4.2 Protocol Identifiers

Successful communication between two MIHF peers requires addressihnigentifying the session
between them. Three identifiers exist to serve this purpose.

e MIHF ID Media Independent Handover Function Identifier is an identifier thatgisired to
uniquely identify MIHF end points for delivering the MIH services that audscribed for it.
As described in earlier clauses, MIH registration enables two MIH entitiesetate an MIH
pairing based on the policies configured in the MN or after capability disgawechanism.
MIH network entities may not be able to provide any MIH services to the MN wiithibis
signaling from MN. Use of MIHF ID also enables the MIH protocol to be $@ort agnostic.
MIHF ID may be assigned to the MIHF during configuration process. MIBIks used during
MIH registration and all messages that are required to identify the end ploaitare currently
not in a session;

e Session IDSession Identifier is assigned during a session establishment for remyisteare
tion. Each remote registration needs to be associated with the MIHF that tkeeggistration
information for a particular MIH service;

e Transaction ID A MIHF Transaction is a combination of an MIHF Request or Indication mes-
sage and the corresponding MIHF Response message (if applicabkreleachanged between
two MIHF peers. Transaction Identifier is an identifier that is used withyeMdH initiator
and its response message. This is also required to match each requuestseesr indication
message and its acknowledgment. This Identifier shall be created at thanitmating the
transaction and it is carried over within the fixed header part of the Mhdfmé. In order to
handle the case of duplicate transaction identifiers at the respondingthisddentifier is used
in conjunction with the Session Identifier. In messages where TransaEtimnnot used it is
setto 0.
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3.3.4.3 Frame Format

The frame format for MIHF has the following appearance:

MIH Function Frame

MIHF MIHF MIHF
Fixed Header Variable Hdr. Payload
{6 hytes) {Variable bytes) {Variable bytes)

Figure 3.6: MIH Function Frame Format

The MIH Function Header consists of two parts: one with fixed length anthanwith variable
length. The first one accommodates the essential information which is prnessery packet and is
used for parsing and quick analysis. The second carries informatim wghoptional in some cases.

, MIHF Header
MIHF Fixed MIHF Variable
Header Header
A

A

~

B bytes Waiable

Figure 3.7: MIH Function Header

Table 3.1 lists the fixed header fields.
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Field Name | Size| Description \

Version 4 This field is used to specify the version of protocol used.

ACK-Req 1 This field is used for requesting an acknowledgement for
the message.

ACK-Rsp 1 This field is used for responding to the request for an|ac-
knowledgement for the message.

Reserved 4 This field is intentionally kept reserved. In un-used case,
it all the bits of this field are to be set to '0'.

MIH Message ID 16 | Combination of the following 3 fields.

- Service ldentifier (SID) 4 Identifies the different MIH services, possible values are:

1:System Management
2:Event Service
3:Command Service
4:Information Service

- Operation Code (Opcode) 3 Type of operation to be performed with respect to the
SID, possible values are:
1:Request
2:Response
3:Indication
- Action Identifier (AID) 9 This indicates the action to be taken w.r.t. the SID
Number of additional header Iden-8 Indicates the no. of header identifiers (TLV for each) jn-
tifiers cluded in the variable MIHF header part
Transaction 1D 16 | This field is used for matching Request and Response as
well as matching Request, Response and Indication tp an
ACK.
Variable Load Length 16 | Indicates the total length of the variable load embedded

into the MIH Function frame and is the sum of MIH vatri
able header length and MIHF payload length.

Table 3.1: MIH Function Fixed Header Description

The variable header presents additional elements that help analyzingaddhating the payload.
These identifiers are represented in Header-TLV format.

Header Type Length Yalue
{4 octets) {(Variahle octets)\, (Variahle octets)

Single Header-TLY element

Figure 3.8: Header TLV Format

The Header Type field indicates the type of header identifier embedded Valine field. The
Header Length field indicates the length of the Value field, and the Value fidickites the value of
the element.

Table 3.2 lists the function messages.
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[ No [ MIH Action Identifier [ MIH Opcode | MIH Service ID

1 MIH Capability Discover Request, Response System Management
2 MIH Event Register Request, Response Event Service

3 MIH Event Deregister Request, Response Event Service

4 MIH Link Up Indication Event Service

5 MIH Link Down Indication Event Service

6 MIH Link Going Down Indication Event Service

7 MIH Link Detected Indication Event Service

8 MIH Link Parameters Report Indication Event Service

9 MIH Link Event Rollback Indication Event Service

10 MIH Link Handover Imminent Indication Event Service

11 MIH Link Handover Complete Indication Event Service

12 MIH Get Status Request, Response Command Service
13 MIH Switch Request, Response Command Service
14 MIH Configure Request, Response Command Service
15 MIH Configure Thresholds Request, Response Command Service
16 MIH Scan Request, Response Command Service
17 MIH Handover Initiate Request, Response Command Service
18 MIH Handover Prepare Request, Response Command Service
19 MIH Handover Commit Request, Response Command Service
20 MIH Handover Complete Request, Response Command Service
21 MIH Network Address Information Request, Response Command Service
22 MIH Get Information Request, Response Information Service

Table 3.2: MIH Function Messages

The parameters in MIH Protocol Messages are expressed througkidodings.

The messages are divided in messages for System Management Servieeent Service, for
Command Service and for Information Service Category.

3.3.4.4 Capability Discovery

The MIH Function in the terminal, or in the network, may discover which entity inngtevork, or
terminal, supports MIH capability by using the MIH capability discovery pdage. This procedure
consists of a handshake and capability advertisement, and is achievaiehaynging MIH messages.

(Poa2]| [ARIFA| [PoA3)
L(W."MIHFJJ L(W."MIHF) | L(M’D MIHF)_J

TERMINAL] [ PoA1 )

hd

H_Capability_Discove_r_ =]
(Broadcast) "1 MIH_Capabilty_Discovef req

L MIH_Capabkility_Dise:over reg N
l Cannat Answwer l

Broadcsst

MIH_Capabilty_Discover fes

WIH_Capabilty_Dizcover fes

& A

Figure 3.9: MIH capability Discovery Procedure

The mechanism depicted here is directly invoked by the MIH Service. A timtefor example,
has just powered up broadcasts a MIH_Capability_Discovery.requessage that is further propa-
gated through the access network. Entities that are MIH-enable are atdleognize the message
and reply their capabilities with a MIH_Capability_Discovery.response.fifsienode then acquires

42



information on which nodes around it have 802.21 support, and whichts@ad commands are
available.

In [40] it is discussed the possibility of integrating the capability discoveryarctimmon protocol
functionality being defined in IEEE 802.21 and IETF. In this case, the Miiise would simply
request the delivery of a message from the common protocol functioreatityJeave the discovery
and resolution procedures to the lower layers. Regarding candidatiesefgration, we can think of
DHCP, SLP and mDNS. More information on IETF involvement is discussedatia 3.5.

3.3.4.5 Encapsulation

Regarding encapsulation, although the standard supports high-lavgbara protocols such as TCP
and UDP, [41] suggests that the MIH message shall be inserted insid€alakagram which can fit
in either an IPv4 or IPv6 packet. Nevertheless, the draft, for IPvds dot mention problems such as
firewalls or NAT traversal.

MNs will feature a MIH Application that sends and receives MIH messaigesigh UDP on
a unique port number that shall be registered and obtained from IANA.dlso assumed that the
Mobility Management Entity, in case it exists and it is external to the MN, will HésdP address
discovered as per DHCP special option for discovering IEEE802.21.

The process of a MIH message received in an MN has the following steps:

1. The Network layer receives an IP packet from its lower layers #iyps<off the IP header,
processes it and then forwards it to the appropriate Transport pfotoc

2. The Transport layer then receives a UDP datagram. Its headens @wrn removed and pro-
cessed. The UDP protocol then forwards the contents of its data fieldappinepriate Applica-
tion layer. This is determined by the value of the destination port number. THeNdplication
shall have a newly defined port number. Therefore the MIH messagklwe forwarded to the
MIH Application.

3. The MIH Application would then decode the MIH message according ta&BE 802.21 spec-
ifications and shall then react as required.

The steps taken by the MN to transmit a MIH message are symmetric to the stégaeckpbove
and the flow shall be in the reverse path as follows:

1. The MIH Application shall generate an MIH message and pass it to tinsdoa Layer through
the newly defined port.

2. The UDP shall encapsulate the data in a UDP datagram and shall setadher ffields accord-
ingly.

3. The datagram is then sent to the Network Layer where it is in turn enleagd in an IP packet

and all the header fields of the packet are set accordingly. This packieen sent to the
appropriate lower layer for transmission to the network.

These processes are similar in network nodes also.
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3.3.4.6 Reliability

[41] refers to the optional ACK mechanism present in the IEEE 802.2&ifsgion. It proposes
timers as a solution for lost or delayed MIH messages. Because the casfteaetsain MIH messages
are more sensitive to delay than others, the values of the timers shoulddremtiffor the three MIH
message types. For example, messages that contain information can pergatitally to update
the mobile node and can have the longest timer. On the other hand, in a netwtrédled handover
scenario for example, the MM may issue a command to a mobile node to handeviarget access
technology. Since this node manages the available network resourcésa snessage would be
required to arrive as fast as possible. Thus, the timer associated with cahmessages should be
shorter than those of messages with information. Thus, three timers shausedhelepending on the
type of MIH message that is sent:

e Information timer that is set after the transmission of a message that is relatgfdrnmation
Elements.

e Event timer that is set after the transmission of a message that is related ts.Even

e Command timer that is set after the transmission of a message that is related to Glsmman

In addition, relying on the service layer to handle all reliability issues opeagjtiestion of
whether timer values should be based on message transfer latency oca@mplirocessing latency,
and these two can differ significantly.

During the course of this project, several versions of the IEEE80p&dification where released.
After version D1.00 this acknowledgment feature was included.

Reliable delivery for the mobility services may be essential, but it is difficult addrthis off
against low latency requirements. It is also quite difficult to design a robiggt,performance mech-
anism that can operate in heterogeneous environments, especially ereetiv link characteristics
can vary quite dramatically. The option of an Acknowledgment mechanisrm,asithe one used in
802.21, has a number of disadvantages associated with it. The protempislends-up re-inventing a
lot of the functionality already available in lower layers at a higher layera/hecess to information
about what is going on in the network is restricted. It also adds to the coityptdthe higher layer
protocol, and makes successful deployment less certain.

Nevertheless, allowing the option of a reliable transport service meartbéhadditional recovery
mechanisms within the service layer can be made very simple and robussédicay do not need to
be optimised for efficient recovery of message loss within the network.

3.3.5 Specific Technologies Integration

The intent of the IEEE 802.21 standard is to provide generic link layer intatligéndependent of
the specifics of mobile nodes or radio networks. As such the IEEE 802.8dasthis intended to
provide a generic interface between the link layer users in the mobility-mareageprotocol stack
and existing media-specific link layers, such as those specified by 3GPR2Zand the IEEE 802
family of standards.

The IEEE 802.21 standard defines SAPs and primitives that provideigding layer intelli-
gence. Individual media specific technologies thereafter need to emltiagir media specific SAPs
and primitives to satisfy the generic abstractions of the IEEE 802.21 sthnSlaitable amendments
are required to existing link layer (MAC/PHY) standards of different megigcific technologies such
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as IEEE 802.3, IEEE 802.11, IEEE 802.16, IEEE 802.15, 3GPP, 3@&Ps2isfy the requirements of
generic link layer intelligence identified by IEEE 802.21. However, suetifipations of the MIHF
interfaces with the lower layers generally do not fall within the scope of taisdsrd. Such interfaces
may already be specified as service access points within the standausrthat to the respective ac-
cess technologies. This standard may however contain recommendatiomesio #he existing access
technology specific standards when modifications of the lower-layeracesimay enable or enhance

the MIHF functionality.
This section presents the reference models for the 802.16, 802.11 &RI&@Bess technologies,

being the last two the selected technologies for the simulation work presertiedgters 4 and 5.

3.3.5.1 802.16 Integration
The following figure shows the MIHF for 802.16 based systems.

MIH Users (L3 or higher Mobility ProtocoliL3MP, Handarver
802.21 Scope Policy, Transport, SApplications)

( MIH_SAP

—
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|
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|
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CS_SAP

Service-Specific Convergence Sublayer
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MAC_SAP

MAC Common Part Sublayer hanagement
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C_SAP

Metworlk Control Management System
e e - - - o o e . . . .

Security Sublayer
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Physical Layer

{PHY)

Data & Control Plane Management
Plane

Figure 3.10: MIH Reference Model for 802.61

In the figure it is visible that the M_SAP and C_SAP are common service po@sts between
the MIHF and the NCMS. The SAPs specify the interaction between the MhdRte control and
management entities, also helping in MIH message transportation betweeardif#HF entities.
Also, the C_SAP specifies the interface between the MIHF and the managelares enabling MIH
messages to be encapsulated in 802.16 management frames. An importakisémadathe primitives
supplied by the C_SAP allow messages to be encapsulated before ard\Aftieite Node has entered
a network with a Base Station, whereas the convergence sublayer APSn8y be used to encap-
sulate messages after network entry has been accomplished with a BSinthig kehavior clearly

45



indicates that 802.21 considers the mobile node version of the 802.16 rstaimdal EEE802.16e.

3.3.5.2 802.11 Integration

MIH Users (L3 or higher Mobility ProtacaliL3MP),Handaver
Paolicy, Transpot, Applications)
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Figure 3.11: MIH Reference Model for 802.11
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Figure 3.11 shows the MIH functions for 802.11 stations and network R&S), The LSAP defines
the MIH interface to the data plane and may encapsulate MIH payload in deltatpa However,
since 802.11 does not currently support Class 1 data frames, traffibensgnt over the data plane
only when the client has associated with the AP.

The MLME_SAP specifies the interface between MIH and the managemert (NLME) and
allows MIH payload to be encapsulated in management frames (such asfeati@s). Thus primi-
tives specified by MLME_SAP may be used to transfer packets befdediarshas associated with
an AP, whereas the LSAP SAP may be used to transfer packets afteiatissohas been established
with an AP.

The MIH_SAP specifies the interface of MIH Function with other higher lagrities such as
transport, handover policy function and L3 Mobility protocol.

The MLME_SAP includes primitives for system configuration and link statdication/triggers.

3.3.5.3 3GPP Integration

Figure 3.12 illustrates the interaction between MIH Function and 3GPP bgstzirs The MIH
Function services are specified by the MIH_3GLINK_SAP. Howeven&w primitives or protocols
need to be defined in 3GPP specification for accessing these servicesMI Function services
may be easily mapped to existing 3GPP primitives. The architecture placentaetMfH Function
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Figure 3.12: MIH Reference Model for 3GPP

shall also be decided by the 3GPP standard. The figure above is foraliustpurposes only and
shall not constrain implementations.

For example events received through LAC layers SAP such as "L2ittamdlotification” may
be mapped and generated through the MIH-3GLINK-SAP as a Link Ugk Diown or Link Going
Down. Likewise events generated at the PPP SAP within the PPP layerasudBP-Link-Up or
IPCP_LINK_OPEN could be mapped and generated through the MIHISKSISAP as a Link Up
event.

3.3.5.4 Multiple Protocol Stacks

All the previous protocol stacks can co-exist in the same entity. The MlldBlesto determine which
media-dependent SAP should be used, via parameters included in theoiidands invoked by the
MIH-users. In the same manner, events originated from a specific link tegienology are correctly
identified to the upper layers.

This abstraction provided by 802.21 allows, for example, to obtain informatmut specific
technologies using other links reducing the need to power-up interfetces,

3.4 Media Independent Neighbor Graphs

Neighbor graphs are a mean to represent MIIS information regardighbehood. In the specific
case of homogeneous networks, network PoAs are of the same kindagtfer heterogeneous net-
works they are different. Media Independent Neighbor Graphs, NG are then composed of
heterogeneous and homogeneous elements. Mobile Nodes may obtain needia gmph informa-
tion directly from the access networks. In those cases, however, itjigbioe graph is limited to the
media type the mobile terminal is directly attached. 802.21 media independenboeigtormation,
on the other hand, may help obtain a global view of the network neighbphg@nsisting of multiple
media types.
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Figure 3.13: Media Independent Neighbor Graphs

The MING contains a set of different types of neighbors relative tovargPoA. This set may
be kept by the MIIS functional entity and may eventually help a MN to quicklyiid potential
candidate PoAs for handover. Other uses exist for MING. For exartieneighbor list supplied by
MING can inform the MN about the media types of neighboring networksrdemto avoid powering
up unnecessary interfaces, and then scan for neighbor information.

The MING is compiled by the MIIS in the network side. A MING may be manuallyfigumed,
e.g. manually introducing the neighbors for a given AP, or obtained via timagesnent interface, or
other access networks. Rather than incurring such managementadetihe PoA may learn about
its neighbors belonging to other media type dynamically through the coursessiage exchanges.
However, how this information is reported and the corresponding reggare outside of the scope
of the standard.

A neighboring information element only contains entries of neighboring Rodtsare legitimate
neighbors relative to a given PoA satisfying the query. A MING also gme/the addition of fake
neighbours. The exact form of implementing the MING is vendor depdratgh it is outside the
scope of the standard.

If a MN is anticipating a handover, it may request information service fra@MHS entity at the
network side. Whenever such request is received, this MIIS entityeatéhwork side replies with a
partial set of the MING. This partial concept contains only entries ofifi@gng PoAs with legitimate
relationship of the PoA the MN now makes a connection to. If supporteafiaited advertisement
may also be used for distributing the partial set as well.

3.5 Usage of 802.21 in IETF Standardization Activities

The IETF has been working on how handover services can be useslisb mobility signaling proto-
cols, and has been analyzing interactions between handover semicestevork/transport layers. At
the same time, other groups (e.g. IEEE 802.21) have been taking a moraltyesygplicable view.

The MIPSHOP working group is currently working on common functionality necessarytter
support of media independent handover (MIH) protocols, initially foayen the architectures being
developed with the 802.21 working group of the IEEE. Although the MIHgwols carry link layer
information, the protocols themselves are not tightly bound to any specific lyak. ldnstead, they
can be carried at the network layer, both within the radio access infcasteland over the air.

There are on-going activities in the networking community to develop solutiatsaid in 1P
handover mechanisms between heterogeneous wired and wireless systems including, but not
limited to, IEEE802.21. Intelligent access selection, taking into account lirge kEtyributes, requires
the delivery of a variety of different information types to the terminal fraffecent sources within the

http://www.ietf.org/html.charters/mipshop-charter.html

48



network and vice-versa. The protocol requirements for this signalliag bath transport and security
issues that must be considered. The signalling must not be constrairtificdink types, so there
is at least a common component to the signalling problem which is within the sttpe I&ETF.

A problem statement [42] is in progress, decomposing the overall MIkbpob problem into a
common part, and a set of specific MIH services layered over it. Thdgirotatement itself outlines
a division of functionality between the common part and the individual sesyiwith the intention
that the common part will be generally useful even in non-802.21 architsctlihe expectation is that
the MIPSHOP waorking group will develop a solution for the common part whietets the 802.21
requirements as expressed in the problem statement draft.

A second draft [40] outlining more detailed design considerations forahewon part has also
been prepared which formalises some of the open issues the scope offrtt@ie functionality, and
lists the key design choices that have to be made and the criteria that shaaleétbénto account in
doing so. Although it refers to components of possible solutions as exaritgless not intend to be
a solution proposal.

The IETF view on MIH Services is consistent with the architecture defiye8DR2.21, where the
services in question have been identified as the Event, Command and Itiéori8arvices (ES/C-
S/1S). A draft [37] further analyzes the main relevance of ES and CET& knd the MIPSHOP WG
is the exchange of information related to ES and CS between peer nodess rEfierred to as Remote
ES and Remote CS.

3.5.1 Conclusions

This chapter provided an overview of the IEEE 802.21 standard. Here identified the services,
entities and protocol details as defined in the version D1.00 of the draftestanit should be noted
that while this thesis is being written the standard is not yet finalized, potentiakingthis section
outdated in some parts.
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Chapter 4

Studying IEEE 802.21 in Mobile
Initiated/Controlled Handovers

In this chapter an evaluation of the design of mobile devices implementing thelayes design ad-
vocated by the IEEE 802.21 standard is done. More concretely, thisa¢iesdiwas done analysing
the code of an existing simulation framework implemented in OMNéTasrd respective simula-
tion results. In this simulation framework, the study shows how the interactitowefr layers (e.qg.
WLAN and 3G technologies) with upper layers (e.g. Mobile IP) producesgimized handover
performance. This terminal design for enhanced handovers is thefbatie follow up work pre-
sented in the next chapter, where the the simulation framework code wadedtt® support network
and terminal side components for network controlled handovers, allowmgefv study and analysis
opportunities.

4.1 Motivation

Tomorrow’s customers will widely exploit multi-mode terminals (i.e. integrating an@are access
technologies) to get better services depending on the environment @ogr,ioutdoor). Scenarios in
which 3G coverage is complemented by 802.11 or 802.16 access techea@mgecoming available.
Upcoming standards, such as IEEE 802.21, propose methods to suodity across heterogeneous
technologies.

However, while standards specify functional entities (either implemented etimenal or in the
network) and associated protocol operations, they do not specifigaaations of terminal or network
components, upon which events are generated.

Considering scenarios in which a terminal can freely move across 3G aAdNWoverage cells,
the configuration of the terminal for network detection (e.g. WLAN signatlleletection) and at-
tachment is a critical issue. For instance, a user preferring WLAN ativitg (when available) over
3G may need a threshold configuration different from a user prefe®@ IEEE 802.21 provides a
method to configure (upon events or timers) specific thresholds for Wenacaovers between 3G
and WLAN. However, the values required for a particular scenarimaraspecified. In this chapter,
an evaluation of a simulation framework using a realistic WLAN signal level [msth model ([43]
and [44]), where the the effect of terminal speed on handover peaiace has been investigated,
considering a MIH-enabled terminal.

Iwww.omnetpp.org
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In the simulation environment, terminals move according to the random way podelrabdif-
ferent speeds. Performance of handovers is measured basedadesd/lrtAN time utilization, packet
loss and number of handovers processed. According to the 802.2iadathe handover algorithm
configures the power thresholds, and then handovers are triggesaghlals received from lower lay-
ers. This study takes into consideration the effect of the mobile terminadl syse® factor for optimal
threshold configuration. The results indicate the configuration to be wgszhding on the value of
the primitive"Link_Configure_thresholdsLink speed’of the IEEE 802.21 specification [1]. A po-
tential application scenario, could be a IEEE 802.21 based terminal with bR® devices, that
could dynamically adjust thresholds’ configuration and sampling technigu&¥LAN signal level
prediction, according with to speed variation.

A number of papers in the literature [45], [46] and [47] have analyzagtbpmance issues of han-
dovers based on Mobile IP between cellular networks. However thedes woly study the problems
related with upper layers (mainly TCP) due to the differences between thethoologies involved.
Some previous works (e.g. [48]) study the integration of WLAN hot-spdts 3@ networks; these
previous works however, are not based on the 802.21 frameworkiresb to the one described here.
The first work, to the best knowledge of the author, that treats the spefilems of inter-technology
handovers based on IEEE 802.21 (taking as Mobility handler SIP) is M8jever, [49] does not
analyze the effect of terminal speed. The WLAN signal level model irsétk analyzed simulation
framework is based on the model of [43] and [44], where an accurnadly ®n indoor environments
is proposed. It is foreseen that indoors WLAN environments complemégtdl 3G coverage will
be of a great interest in the future.

4.1.1 Terminal Architecture in the Simulation Framework

As seen, the IEEE 802.21 specification defines a middle layer called the Mddjaendent Handover
to centralize functionality related to handover. The studied simulation frankempiements the MIH
functionality in the OMNeT++ simulation tool. It consists of three elements: the FiHction, the
Service Access Points (SAPs) with their corresponding primitives, antthleFunction Services
(Figure 4.1). The MIH Function (MIHF) is defined in the current IEER&1 specification [1] as

' MIH LAYER
MIH_SAP
MIHF g
( :: ) ..MICS ( :: )j
= ==
1 1]

. ¥

Figure 4.1: MIH Architecture

a logical entity and the specific MIH implementation of the Mobile Node and the mktare not
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included. In fact, it is important to note that in order to facilitate the overaltbaer procedure, the
MIH Function should be defined following a cross-layer design, allowiegtimmunication with the
management plane of every layer within the protocol stack.

The Service Access Points (SAPs) are used to enable the communicatieebeis MIH Func-
tion and other layers. In the presented architecture there is one techniottgpendent MIH_SAP
which allows the communication between the MIH function and upper layenselydP, transport,
and application. Two technology dependent SAPs are also specified simth&tor: WLAN_SAP
and 3G_SAP, which allows communication between the MIH Function and thegeaemt plane
of the 802.11 link layer and the 3GPP link layer, respectively. Note thay &P defines certain
number of primitives that describe the communication with the services in the Mitdtion. Since
the implemented scenario does not cover all possible use cases, this imptenetly defines the
primitives needed for the studied scenario.

The MIH Function is supported by the three basic services specified ir0th@Bdraft: events
(MIES), commands (MICS) and information (MIIS). As previously stateddntion 3, these services
can be defined as local or remote. However, since the focus of this sinmulatidementation relates
to specific scenarios where the terminal does not need to discover agiglobl (Information Ser-
vices) or to receive remote events/commands from the network, only logahanication was taken
into account.

4.1.2 Modification to the Mobile IPv6 stack

The authors of this simulation framework performed some modifications to thdeviBlstack of the
simulator, in order to maintain handover performance, while enabling 802. 2iamisms.

Mobile IPv6 [50] signaling (Binding Update BU and Binding AcknowledgeimBA) sent by a
node for WLAN-3G inter-working, could be lost in the network beforaalging the destination or
could be lost in the wireless medium when the Mobile Node had poor signditmors. Taking into
account that the signaling is always sent through the new link in this soeaasignaling loss may
occur due to varying WLAN signal conditions when moving from 3G to WLAMhen a BU or
BACK is lost the handover at layer 3 is supposed to fail. When the handaNg the state of the
signaling flow can be:

e The BU has not arrived at the Home Agent: the packet flow is reachirngdhée Node through
the old link so no packet loss happens (no handover).

e The BU reaches the Home Agent but the BA is lost: in this case the packestiots arriving
to the Mobile Node through the new link.

Binding Updates are usually retransmitted upon timeout. If a BA is not reteifter a timeout
expiration, a retransmission is scheduled and the next timeout is set to thie dbthe original one.
This policy is kept until the timeout reaches a maximum (MAX_BINDACK_TIMBODis 32 seconds
as specified in the Mobile IP RFC [20]).

Since the Mobile Node has no way of knowing if the Binding Update has eskitie Home Agent
or not after a handover failure, the handover algorithm must procébéwaction to stabilize its state.
This action is to perform a handover to the 3G leg. The major modification intestimto the Mobile
IP stack is about the way the retransmission of the Binding Updates is hafdied-etransmission
algorithm as specified in [20] has been omitted and replaced by MIH inteligesich takes the
required actions (namely rolling back to the 3G channel) in case BU arerddiiraers (about 1.5
seconds) expire.
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4.1.3 Handover Algorithm

The handover algorithm implemented in this specific OMNeT++ simulation frameigdrased on
signal thresholds. It relies on the information provided by the Media Digreriayers and the Mobile
IP Layer. The handover algorithm reacts upon the reception of thiesippe signals, which are:

e RSSI (Received Signal Strength Indicator) sample
o Notification about the status of the handover

e Wireless LAN link off message

The handover algorithm is based on two thresholds. The first @e; 8V LANthreshold, defines the
minimum wireless LAN signal level that must be received in the Mobile Node tgerig handover
from the 3G to the wireless LAN. The second ov&, AN — 3G threshold, defines the wireless LAN
signal level below which a handover to the 3G leg is triggered.

A handover to 3G can be triggered by two events, when the signal legsltggow théV LAN —
3G threshold, or when a wireless Link Off message is received.
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Figure 4.2: Handover Algorithm Flow Diagram

After the MICS (Media Independent Command Service) triggers a handovthe Mobile 1P
Layer, the handover algorithm is not allowed to perform another hardawtil the reception of a
handover status message informing of the last handover result. If @vemd not successful, the
algorithm performs a handover to the 3G part to fix the state of the algorithrareTdre different
causes for the failure of a handover, for example the BU may not reacHdame Agent or the BU
reaches the Home Agent but the Binding Ack is lost.
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Before performing a handover some conditions must be satisfied. Thiaggehould be completely
configured, with a global routable IPv6 address and default routapl{€te Address Detection
(DAD) procedure completed) associated. Also, all previous hand®lauld have been completed.
If these conditions are not fulfilled the handover is delayed. In the chbarmlover to WLAN, if
the conditions are not met, the handover is skipped until another signalesamiges. In the case of
handover to 3G, the handover is delayed by a timer, waiting for the conditops satisfied. The
timer has been fixed to 100 ms (default period of the beaconing in WLAN).

4.2 Simulation Modeling

This section describes the simulation modeling implemented to obtain the results is@imthlation
framework. The handover study was conducted by simulating a Mobile ldtidehed to the 3G
network and performing several handovers between 3G and wirefdds\tarying terminal speeds
and round trip time on the 3G link.

The specific analyzed scenario was based on an indoor environmena witteless LAN cell
and full coverage of 3G technology, a scenario that will be a typicdbgierent in the future. It was
noticed that this framework did not cover the WLAN to WLAN handover cd$e WLAN to WLAN
handover case is extensively studied in [51] which provides a compleimemtork presented here.
Also, this work considers wide space with indoor characteristics (suah asport) in which the user
can move at different speeds.

The simulations considered in this work have the Mobile Node speed vatieddr®2 m/s and 10
m/s. This value represents an upper limit of the speed expected in a big sipe sgugnario. Indeed,
all pedestrian speeds are below this threshold.

The movement pattern selected is the Random WayPoint Model. With this motieiede moves
along a zigzag line from one waypoint to the next one, all the waypointghgiformly distributed
over the movement area.

The data traffic studied is a downstream video, with a packet size of 11®83 lay application
layer and inter-arrival packet time of 20 ms (83 kiZp€0 simulation runs were performed for each
experiment. This number was chosen as a trade-off between simulation tincergidence interval
size.

4.2.1 WLAN Model

The standard wireless LAN propagation model defined in OMNeT++ iscbasdree space losses
with shadowing and a variable exponential coefficient. The original moge@émented in OMNeT++
is suitable for studies that do not analyse in depth the effect of the signakien. However, the
objective of this work relied on the need for a realistic wireless LAN modatakie for indoor
scenarios based on empirical results. For this purpose, the empirical m¢s2] was used, which
includes variation in the signal due to shadowing and different absongatiea in the materials of the
building. The path loss model is the following:

Losses = 47.3+29.4xlog(d)+2.4xYs
+ 6.1xXgxlog(d) + 1.3 Ysx Xs
Xa = normal(0,1)

2Notice that usual VoIP codecs can generate bit rates around 80 kbipsexefore their traffic pattern is very similar to
the simulated one
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Ys = normal(—1,1)
Xs = normal(—1.5,1.5)
(4.1)

Whered is the distance between the Access Point and the Mobile Node.

The power transmitted by the AP and Mobile Node are defined in the UMA spegtaifin [53].
According to this specification, the AP transmission power is 15dBm while thieilMbdlode trans-
mission power is 10 dBm. Following these specifications, the AP antenna ga&ints® dBi while
the Mobile Node antenna gain is set to -10dBi. The transmission rate of thiesgileAN is fixed to
11 Mbps.

The OMNeT++ wireless model defines two thresholds, the Sensitivity tbieestimd the Active
Scanning threshold, as can be viewed in figure 4.3. The Sensitivity tdeisithe minimum level of
signal that the receiver can detect. Real products specificationdsséviél of signal to -90 dBrh
This is the value that was used in the works involving this simulation framework.

Figure 4.3: Thresholds defined in the simulation environment

The Active Scanning threshold defines the signal level at which the w#elerd starts scanning
for other APs in order to perform a new WLAN handover. When this lefedignal is reached it
indicates that the signal level conditions have deteriorated significantitharidobile Node detaches
from the current AP, starting the scanning procedure for new APs witieibsignal conditions. The
IEEE 802.11b standard does not specify the value for this threshol@Jits eing design dependant.
In the model presented, this value is set to -80 dBm. This value was seléetedralyzing via sim-
ulations the maximum variability of the wireless LAN signal model. In this work, with tihireshold,
the Mobile Node will always handover to the 3G link before reaching theiteity threshold, in or-
der to avoid connectivity losses. Figure 4.3 also showS\th&N— 3G and 35 — W LANthresholds,
which represent the signal level that triggers the respective harglove

4.2.2 3G channel Model

The 3G channel has been modelled as a PPP channel with a connection 8riesefonds, discon-
nection time of 100 ms, bandwidth of 384 kbps(downlink) and variable d€lap® to 150 ms per
way. These specifications are based on real measurements fromfanédata card.

The above PPP channel models the 3G channel when the PDP (ProtteoPBcket) context
is activated. The PDP context is a data structure present on cellularriietwhich contains the
subscriber’s session information when the subscriber has an actis®se When a mobile wants

3SMC Networks SMC2532W-B
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to use the cellular network, it must first attach and then activate a PDP torithis allocates a
PDP context data structure in the cell that the subscriber is currently visifiing data recorded
includes, for example, an IP address. These disconnection andctionnémes were obtained from
measurements in different locations of an office building with a commercial §Mata card. The
round trip time is tuned to typical values of delay in this kind of channel undes#éime conditions.
The connection time is measured as the time elapsed between bringing up tla@ddné moment
when an IP address is assigned to the Mobile Node (activation of a PDExton

Although the above model takes into account the connection time, in the mrdsemulations it
was assumed that the PDP context is always active, so the value of thection time does not have
any impact. Indeed, these simulations are based on the following two assusripfidh3G coverage
and ii) 3G link always on, which are realistic assumptions in typical scenarios

4.3 Evaluation

The handover performance study was done considering the followingcmetr
e Wireless Utilization Time
e Number of Handovers
e Packet loss

In a first step, an analysis of the three metrics for different configursitid the thresholds was per-
formed.

Speed varies between 2m/s and 10m/s (Section 4.3.1). In a second stepyheagtiextended
with the introduction of the RTT in the 3G channel as additional variable (Sedti®.2). The way
which WLAN signal level is evaluated impacts the overall handover p@doce, for this reason,
several measurement techniques where considered and comparéoi(83.3).

4.3.1 Effect of the speed in the thresholds configuration

Figures 4.4 to 4.6 show how the previously mentioned metrics are affectec laifthrent mobile
terminal speeds and differetat LAN — 3G threshold values.

Figures 4.4 and 4.5 respectively show the amount of time the Mobile Node mect@u to the
WLAN and the number of handovers performed by the Mobile Node.

It can be observed that while the number of handovers decreaseswdre stringent thresholds
are configured, the Wireless utilization time increases. This shows thatdpegad algorithm (based
on two thresholds), if properly configured, can optimize the wireless utilizatine by reducing
the number of useless handovers. Another interesting observation &sttia speed decreases, the
difference in the wireless utilization time for different speed values ineseas
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Figure 4.4: Wireless Utilization Time for several speeds (RTT 3G 300ms)
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Figure 4.5: Number of Handovers for several speeds (RTT 3G 300ms)
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Figure 4.6 shows the packet loss during handover. All the curves wkfig.6 show a common
behavior. Note that losses can be either due to signal variation or duedovex failure. As the
WLAN — 3G threshold increases, losses (both due to signal variation and to a learfddure)
are reduced. As a result this work defined the threshold configuradiorefo packet loss, as the
configuration of both thresholds in the Mobile Node with which a seamlessoliands possible.
The threshold configuration for zero packet loss varies for the diftespeeds. For speed value of
2m/s a configuration oV LAN— 3G = —70dBmand 35 — W LAN= —70dBmis enough to provide
zero packet lost. However, for the same threshold configuration aetisgbout 10m/s, on average
20 packets are lost. These values give insightful information for optimalinat configuration and
handover performance.
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MNumber of packet
lost per Handover

-80 -79 -78 -77 -76 -75 -74 -73 -72 -71 -70 -89 -85 -67 —B6 -85
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Figure 4.6: Number of Packet Lost for several speeds (RTT 3G 300ms

4.3.2 Effect of the 3G channel RTT in the threshold configuratio

To complete the study, an analysis on how the RTT of the 3G link affects thehthids’ configuration
was done.

Figure 4.7 shows how the 3G channel RTT affects the Wireless utilization tirmeyuimber of
handovers and the packet loss for a specific threshold configur&ntiowing typical values of RTT
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Figure 4.7: Wireless Utilization Time, Number of Handovers and Number déd®ait. ost for several
speeds and RTTs in the 3G Link

for an UMTS channel, which range between 190ms and 220RTST was varied between 200ms and
300ms (i.e. the values used in the study are a worst case estimation).

Figure 4.7 shows that RTT affects neither the wireless utilization time nor theenwhbandovers
performed. The major effect is in the number of lost packets. The raasmnfollows. Since the
RTT increases the time required to handoff to the 3G leg, the number of ldsttsgdue to WLAN
signal level fading) increases accordingly. The effect is the sameadeds restrictive value for the
W LAN— 3G threshold had been used.

4.3.3 Effect of the speed in the algorithm for measuring the ginal level

As the handover algorithm is based on signal power thresholds and tfa Isigel can typically vary
alotin indoor environments, the information reaching the MIH layer (e.g.IR&Sh beacon interval)
can be different in a relative short amount of time. Therefore, takingantmunt last samples, or a
series of samples is not sufficient to derive the trend of the signal comslitithus, several approaches
where proposed to infer the real trend of the signal (based on biegcimterval) against different
speed conditions.

4Values measured with a commercial data card.
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Figure 4.8: Mean Square Error of the signal behaviour predictionifimrent sampling algorithms

The different algorithms analyzed are:

e Single Sample (SS)The current value of the signal is the last beagdn|. = x[n]

e Weighted mean (WM): The current value of the signal is the value given by a weighted mean
between the last beacon and the previous gjme = ax[n— 1] + Bx[n|

e Weighted mean with the previous mean (WMPM):The current value of the signal is the value
given by the weighted mean between the last sample and the last yi@anoy[n— 1]+ Bx[n]

¢ Weighted mean of three samples (WM3S)The current value of the signal is the weighted
mean between the last three samplies= ax[n— 2] + Bx[n— 1] + yx[n]|

Taking into account the four proposed algorithms, a simulation in Matlab wdsrpeed. For
each algorithm, the optimal parameters of the weighted mean have been cortiputedall the
combinations) taking into account several speeds. Figure 4.8 showsethie BAror square obtained
while evaluating the signal level for [SS], [WM],[WMPM] and [WM3S] tedhjues. From the results,
it can be seen that for low speeds the algorithfeighted mean with the previous mean (WMPM)
outperforms the others, while for high speeds the algorieighted mean of three samples (WM3S)
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Speed WMPM WM3S

Im/s | 0.2 | 0.8
2-3m/s| 0.3 | 0.7
4-5m/s| 0.4 | 0.6

6m/s 04]04|0.2
7-9m/s 05(03|0.2
10m/s 06(03|01

Table 4.1: Optimal parameters for the configuration ofWidPM andWM3Salgorithms

gives the best performance. Based on these results, a combined@pgependent on terminal speed
is recommended. Table | presents the optimal configuration for the two recatechatgorithms.

As an additional example, the case of a terminal moving at 2 m/s could be catsid€éhe
optimal sampling technique is the WMPM and the optimal threshold configuratioes/are -75
dBm for WLAN — 3G and -70 dBm for & — WLAN These values (not affected by the RTT)
optimize Wireless LAN utilization time while providing acceptable packet loss rata.similar way,
results can be derived from the graphs for other speeds and RTT.

4.4 Conclusions

The work presented so far identifies the terminal design to efficiently suppblO in an heteroge-
neous environment. The simulative study proves that the IEEE 802.2mimgstandard supports
a common interface toward the access network providing a well defined setnmands and events
and outperforms standard IP based mobility as identified in 4.1.2. This is asaggestep before
illustrating, in the next chapter —the core of this work—, the solutions to supipdO in an IP-based
heterogeneous environment where the terminal architecture aboemta@ss accordingly extended
for MN-to-network protocol exchange.
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Chapter 5

Implementing Simulations for IEEE
802.21 in Network Controlled Handovers

As referred to in section 2.4.2, NIHO provides improved resource allatatioen heterogeneous
wireless/wired access technologies are deployed.

To further show how NIHO technology can be efficiently supported irt gereration mobile op-
erator networks, modification and extensions to the ongoing IEEE 802 r2dasthzation effort have
been proposed. Such extensions are based on the existence obfzszhémtity and on the collection
of relevant events from mobile devices. The proposed modificationsatinergd in [54] explaining
how the network configures the devices and how the intelligence triggedoher procedures.

The mobile node architecture recognizes the need for the abstractiordksign implemented
by the MIH layer. Such layer is also implemented in the network side componeptsviale 802.21
protocol operation exchange. The Mobility Management Entity (MME) impldm#re intelligence
required for centralized handover decision. The novelty of the approansists in a scalable event-
driven notification system the network can leverage for detecting critaaditions either in the ter-
minal or in the network.

This section presents the core of the work focusing on network cowirtPfconverged heteroge-
neous mobhility, showing new simulation tests and results. Starting from the simintgiementation
of 802.21 mechanisms at the terminal explored in the previous chapteriearsig® implementation
effort was done to extend the simulation framework with extra code andidmadity, taking into
consideration terminal and network components for the support of NllH@lementation details can
be found in the Appendix in sections B.1 and B.2.

5.1 Framework Design

This framework exploits the R3 IP based interface in IEEE 802.21, bettfeeMN and the PoS
(central entity), integrating the control signalling with Mobile IP signalling fatadplane update. For
simplicity (and due to its current industry relevance) this study is only appteasa WLAN and
cellular technologies.

In this scenario, global coverage from cellular technologies is alwegiahle, and enhanced
coverage is available in multiple WLAN hotspots, a common situation currently. midtale node
typically performs a soft-handover (meaning that the new link is establisbfedeoreleasing the old
one) between different interfaces, although this framework could bpted to hard-handovers (in
which the connection is set up through the new interface after closing ¢éhv@ps one in use). The
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network operational mode exploited here is Network Controlled/Initiated blaerd, assisted by the
terminal (Mobile Assisted).

5.1.1 Mobile Assisted and Network Controlled/Initiated hardovers

This operational mode places the handover decision mechanism in the Pe8.tkié MN reaches
a WLAN cell and estimates there are favorable conditions, it will inform thevork (PoS) of the

new link detected, waiting for a confirmation from the network allowing or demyhe execution of

the handover procedure. Two separate sets of tests where exenddthis operational mode. In
the first test, the PoS assumes that resources at the target PoA are aladable, not considering
network load for the handover decision. This analysis will then assessiact of the proposed
IEEE 802.21 signalling compared to old scenarios where pure hoshdneeility, which do not have
the overhead of decision making signalling, is used. In a second stagd bdtzacing mechanism
has been developed and tested, exploiting mobile node interface diversitgtivork optimization.

The load balancing mechanism is explained in detail together with the signallimgTloe analysis

of network controlled and initiated handovers will then show how netwodisiens can favourably
impact terminal mobility, and which associated functionalities are requireddsetbperations.

5.1.2 Signalling flows

Figure 5.1 presents the defined IEEE 802.21 signalling flow to perforrm@advar. The detailed list
of parameters included in each message is presented in subsection 5.1.4.

5.1.2.1 3G=WLAN Handover

The signalling flow for the 36-WLAN handover supposes a MN that is connected to 3G and is
approaching a WLAN cell. As soon as an access point (AP) is detectedwdsof the Active Scanning
procedure, the MIH Function at the MN receives a correspondingatidic from the link layer and
sends message (1) to the PoS, encoding the MAC address of the AP in pddk&. This message

is followed by message (2), where information related to the change in stgeabth is supplied to
the PoS. The PoS is then able to verify information related to that target, sulch bbad value. Upon
load evaluation (3) at the PoS, message (4) is received in the MN, whitiegevith message (5),
informing if the handover is possible or not. Note that e.g. the handovettarthe handover request
might not correspond to the one the MN is located at, in case of networkotiandhitiation (e.qg.
because of terminal mobility). The PoS, upon reception of this messagks, sessage (6). The MN
processes this datagram in the MIHF, sending a local link command to the ssgiiaterface, in step
(7). Upon successful L2 associatipmessage (8) is sent to the PoS. If the signal strength conditions
are still favorable, the MN can execute a L3 handover (9) (a MIP registr) through the new link.
Upon successful MIP registration, message (10) is sent to the PoS) velpites with message (11).
Finally the MN is able to receive L3 traffic as result of the MIP binding pdure. Note that the
difference between a soft and hard handover is only related with the nievhen data is not further
received through the old link, and does not affect the signalling flow.

1please note that in the simulator an active scanning procedure is trigi@retb the attachment, in order to guarantee
favorable radio conditions at the handover target.
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Figure 5.1: Handover Signaling for WLAN3G and 3G>-WLAN handovers

5.1.2.2 WLAN=-3G Handover

This case supposes a MN associated to an AP, and the MIH Function cargipwevaluating the
signal level supplied by beacon messages. When the WA:A[ threshold value is crossed, the
MIH sends a Link_Parameters_Report (2) to the PoS, indicating det@rio the received signal
level. This will start a signalling exchange with the same messages and se@sethe 3&-WLAN
handover, except for (1) MIH_Link_Detected that is omitted, since thdifd#Gis assumed always
active (i.e. PDP context always active).

5.1.3 Load Balancing Mechanism

As stated before, aload mechanism has been implemented in the simulatore Diéhismechanism
entails several changes in behaviour and signalling, presented in theifglparagraphs.

Upon receiving indication from the MN of favourable link conditions, th&SRakes into account
the load value of the handover target. Message 2 sent by the MN mightathiqe a reaction from
the PoS, due to the target PoA being at high capacity. Thus a timer (to rettans Link Parameter
Reports) is specified in order to refresh the PoS that the necessalyvearonditions are still valid.
The time value chosen for the timer is related to the RTT of the link, as recomméntiexi802.21
specification.

For the load balancing procedure, each AP has an associated loadMaUeN is also accounted
in this load, affecting the value of the AP identified in the Link ID parameter ofélspective MIH
messages. An additional feature introduced by load balancing capabilitresability of triggering
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handovers for a MN when the load reaches the maximum value in a spegibn ref the WLAN
network. This possibility can emulate the scenario of preferring the 3G-aged¢o a WLAN hotspot
with a large load. In the considered scenario, high load in the AP meansdieatfeeds could reach
the MN with increased delay, packet loss, etc. So, when the MN is in WLANIa@mload at that POA
is greater or equal than the maximum allowed value, the PoS sends an urgdlaiover initiate
message to the MN, forcing a WLAM3G handover.

Note that the reverse case is the usual behaviour of the handovesprdescribed in section
5.1.2. Through the use of events received from the MN, the PoS is afére MN being inside a
WLAN cell. Hence, when the PoS verifies that the MN is connected to the 3G@itidkhe load value
of that AP presents itself good enough to admit a new entry (part of thextipe in (3) of Figure
5.1), the PoS will initiate a 3&WLAN handover, by sending message (4). Upon reception of this
message, the MN will determine if the signal level is good enough for a vando

In case a handover is both initiated by the MN and the PoS, to avoid concympeoblems, the
event sent by the MN is ignored, and the handover initiated by the netwotkhaes normally.

5.1.4 Signalling Overhead

Given the reliance in the 802.21 signalling for the network operation, it igired| to analyse the
associated signalling overhead. IEEE 802.21 specifies a set of messagf®mnged between the
network and the terminal in order to perform a handover. The 802.2iefifa composed by a header
and payload. The header consists of two parts: a fixed header whithscaformation related to
the type of message and entity which is addressed to, and a variable dacteihelps in parsing
the content of the payload. The first part is always present in any2808essage and has a fixed
length of 8 bytes, while the second part carries information such asédotms ID, Session ID or
synchronization information and has a variable length.

This study supposes that the variable header is always present in teageggworst case as-
sumption) and its size is 8 bytes. The 802.21 message is completely defined aytbady which
is situated after the variable header. Inside the payload block, TLV ergaxlused and the size of
the payload block could be variable depending on the message and theeparsaused. For each
parameter, 5 more bytes should be added in order to complete the TLV fortigaimi&nt to 32 bits
is achieved by means of padding.

Table 5.1 specifies the messages and all parameters used in this study, weptive sizes of
each parameter. Although there is not any transport protocol defetddry802.21 datagrams, there
are proposals that use UDP [41] (general design consideratiogg/arein [40] based on a common
set or requirements [42]). In this framework all the signalling has beefonoeed over UDP/IPV6.
For each packet a calculation of the packet size has been performedfolltving way:

Length=IPv6+UDP+FixedHeader+VariableHeader+TLV param (5.2)

The signalling messages per handover sum 672 bytes, which, in thef@Ge@WLAN, 528 bytes
correspond to signalling deployed through the 3G and 144 bytes cong$p signalling through the
WLAN. In the case WLAN to 3G the numbers are reversed.

To get an understanding of the cost in terms of signalling when using 8G&2dral calculations
of the bandwidth used for signalling have been performed, taking intauatt¢le handover proba-
bility of our model. Studies like [55], argue that the average number obusex 3G cell varies up
to 52 users. For different numbers of users, the bandwidth usedjfalg can be calculated and is
depicted in table 5.2, considering simulation runs of 2000 seconds.
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MIHF Protocol Message Parameter Name Type Size
Link ID Network type 4
MIH_LINK_DETECTED MacNewPoA MAC Address 6
MIH_LINK_PARAMETER_REPORT LinkParameterType Link Quality Parameter Type 1
Handover Mode Handover Mode 1
SuggestedMacNewPoA ID Mac Address 6
MIH_HANDOVER_INITIATE request CurrentLinkAction Link Action 4
SuggestedNewLink ID Network Identifier 4
Handover ACK Handover Mode 1
MIH_HANDOVER_INITIATE.response Preferred Link ID Network Identifier 4
NewLink ID Network Identifier 4
MIH_HANDOVER_COMMIT.request NewPoAMAC Mac Address 6
CurrentLinkAction Link Action 4
MIH_HANDOVER_COMMIT.response OldLinkAction Link Action 4
MIH_HANDOVER_COMPLETE.request | Handover Status Status 1
MIH_HANDOVER_COMPLETE.response¢ ResourceStatus Resource Retention 1

Table 5.1: Messages and associated parameters (size in Bytes).

2m/s 5m/s 10m/s
N° User | WLAN 3G WLAN 3G WLAN 3G
20 6.6+0.6 24.4+2.2 | 27.7+1 101£3 | 40.9£2 150+7.6
40 13.3£1.2 | 48.8+4.5 | 55.3+1.9 | 203+7 | 81.9+4.2 | 300+15

Table 5.2: Signalling Bandwidth cost in Bytes/sec in function of mobile nodedsjpem/sec

In this table, it can be seen that the signalling load increases with the numbsersfand their
speed of movement, but in all cases, signalling load remains very low. Indiet ease (40 users and
10 m/s) the required signalling corresponds to 300 bytes/second in aydeiyered through the 3G
link; and 82 bytes/second, delivered through the WLAN. This resuliesponds to handovers from
3G to WLAN. The inverse case (WLAN to 3G) has similarly correspondiriges

It can be pointed out that the signalling specified in IEEE 802.21 is loadingehgork very
lightly and is enough to support a high number of users performing hansid®etween different
technologies like WLAN and 3G. This supports the intention of exploiting 80RIR1 functionalities
to aid heterogeneity mobility.

5.2 Simulation Modeling

The study was conducted by simulating the movement of a MN attached to a 3@rketmd per-
forming several handovers between 3G and WLAN hotspots, varyingjriat speed and coverage
threshold values.

The simulation scenario considers wide space with indoor characterisiis &s an airport) in
which the user can move at different speeds and it closely follows theriesgenario mentioned in
section 5.1. It consists of an environment with a partial area of norlapmng WLAN cell$ and
full coverage of 3G technology. The WLAN coverage is supplied bye&sdPoints, each connected
to an Access Router. The scenario also features a Home Agent for theéRBdistration process,

2The setup features four access points distributed in a square are@X§@Dmeters.
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an audio server which streams audio traffic to the 3ahd the PoS which is the central network
entity that exchanges MIH messages with the MN. This adds the networkfptéuie IEEE 802.21,
under standardization, to the model studied in the previous chapter, tatggra framework suited
to model Network Initiated and Assisted handovers. Through the restso$eiation several details
of the model and the specification of the algorithm which conform the PoS axdé&havior, are
provided.

This simulation scenario is similar to the one presented in [56] and [57] with tfexetice that in
those contributions only Mobile Initiated Handovers, and without any né&wontrol, were consid-
ered. As a consequence there was neither the concept of central#@iBoS) controlling mobility,
nor IEEE 802.21 signalling over the air between the mobile node and the tetwor

Movement Pattern

The movement pattern selected is the Random Waypoint Mode. The MN metxgedn uniformly
distributed waypoints, at speeds of 2m/s, 5m/s and 10m/s targeting to modeé:kspeearios that will
be the usual worst case in WLAN environments, including the border leetW&_AN and 3G (the
focus of our simulations). In section 5.4, the effect of higher speedsasstudied.

WLAN Model

The WLAN Model used is the one implemented in OMNeT++ based on freeesipgses with
shadowing and a variable exponential coefficient. Each simulation wawitbr8G=WLAN and
WLAN =3G thresholds varying between -75dBm and -65dBm.

Load Factor

For the load balancing optimization, a birth-and-death Poisson processdsamsidering a max-
imum number of clients per AP. Different user inter-arrival rates wisareulated varying network
load from 50% up to 100% of the maximum system capacity.

The 3G Channel Model

The 3G channel has been modeled as a PPP channel with a connection3isaxfonds, disconnec-
tion time of 100 ms, bandwidth of 384 kbps (downlink) and variable delay 6ftad50 ms per wéy
Although the above model takes into account the connection time, in the edestniglations it was
assumed that the PDP context is always active, so the value of the tonrtene does not have any
impact. As per the work analyzed in the previous chapter, these simulatembssed on the follow-
ing two assumptions i) full 3G coverage and ii) 3G link always on,which aabstec assumptions in
typical scenarios.

Metrics used in the study

The main focus of the simulation work was to verify that the introduction, in stiolel based han-
dover algorithm, of the IEEE 802.21 signaling that enables network codtre§ not hinder the ability
to achieve a good use of the wireless cells. For exploring this issue the ifudjgarameters where
used:

3The traffic studied is a downstream audio, with a packet size of 160 biysgsphication layer and inter-arrival packet
time of 20 ms (83 kbps). Notice that usual VoIP codecs generate bstaebeind 80 kbps and therefore their traffic pattern
is very similar to the simulated one.

4Measurements have been taken with a commercial 3G data card.
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e Mean percentage of L2 handover without MIP registration (failed heerdd
e Mean number of 3&-WLAN handovers

e Mean number of WLAN=-3G handovers

e Mean wireless utilization time

Regarding the first metric, a failed handover is a situation in which the mobike aetgcts the WLAN

cell and starts the signalling procedure in figure 5.1 but, after receivirsgage (6) the signal level
never goes over the 3GWLAN threshold, and the procedure is not completed, in particular a layer
three registration to send the traffic to the WLAN interface does not take plamtice that this
situation does not imply any connectivity problem, as communication continuesaiip using the
other interface. The second and third metrics are related to the mean nuh@fes&/LAN and
WLAN =-3G handovers, respectively. Lastly, the mean wireless utilization time is atsoated.

Extended Terminal Architecture for NIHO support

The terminal’s architecture includes a subset of the Media Independeridder Protocol defined in
[1]. This work focuses on the impact of the required signalling to perfeenmdovers while mobile ter-
minals move at different speeds, thus MIH capability discovery and reragistration are supposed
to already have occurred.

The handover algorithm in [56] reacts to events resulting from the analf/gie signal strength
in the WLAN interface. A MIH implemented in the MN supplies triggers to a localglen engine,
based on 3&-WLAN and WLAN=-3G thresholds, possibly resulting in a handover. This chapter
describes the implemented complement to this algorithm with MIH signalling betwedarthaal
and the PoS. Figure 5.2 depicts the message exchange intelligence implemeh&sdimulator, in
the MIH layer at the MN. This message exchange allows the MN to supplly indsrmation about
current link conditions to the PoS, as well as to receive remote commantsifdover initiation. The
message exchange is triggered upon signal level threshold crossirgeaarates local link events.
These events are 1) LINK_DETECTED when the terminal detects a new NVedl, 2) LINK -
PARAMETERS_CHANGE when the received signal level crosses digumed threshold, and 3)
LINK_UP that indicates a successful L2 connection establishment. Hvesgs are collected in the
MIHF of the MN and conveyed to the MIHF in the PoS.

The first two events supply to the PoS an indication that favorable handomditions are avail-
able to the MN, and may result in signalling between the two entities for a hanthit@tion. When
the necessary message for handover initiation is received from theti®oBIN is able to perform
the L2 handover. The terminal keeps analyzing the signal level and kenfigured 36-WLAN
threshold is crossed, a layer three handover can occur. In this,ghaddIP signalling takes place
updating in the HA the new MN’s CoA. Due to the configured=3®/LAN threshold, and also to the
movement of the node and the delay caused by the signalling, a layer twoMeamcight not lead to a
Mobile IP registration (this is one of the metrics of the simulation model, which is sixtdy studied
in section 5.3). Since the analysis focus is on inter-technology makeebefeak handovers, the MN
will attempt to establish the new link before releasing the old one. When the Mbhisected to the
WLAN, and the MIH Function verifies that the received signal strengttotdavorable anymore, a
WLAN=-3G is triggered. Thus, the MN starts the MIH signalling to the PoS, potentially initiating
handover to the 3G link.

While evaluating the more suitable algorithm for the MN, it was decided to partbe MIH
signalling once the MN reached the WLAN cell. Thus, when the signal leeskes the 3&WLAN
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Figure 5.2: MIH Intelligence at the MN

handover

threshold, MIP signalling is sent to complete the layer 3 handover. Thefubésanodel leads to
higher MIH signalling load upon cell detection, but avoids possible delagifmalling completion
between layer two link detection and the layer three handover proce8sstsidy comparing two
operational modes regarding 802.21 signalling opportunities can be fosedtion 5.5.

PoS Design

The PoS is a network entity whose MIHF is registered to the MN’s own MlEE&eiving subscribed
events. Through the received messages, the PoS tracks down the ksrpasiion and the quality
of its received signal strength. Then, the PoS can supply a remote comaordmahtiover initiation
depending on the load value in that AP. The implemented PoS intelligence dejpidigdre 5.3.
This is implemented as a network node with a full 802.21 MIHF stack, havinghiti¢yao send
and receive MIH signalling encapsulated in UDP packets [19], and iside@ngine for handover
execution.

The PoS also has two operational modes depending on the active simulati@miscwhere load
processing can be active or not. In this last case it always supplidéramative handover command

when called.

5.3 Evaluation

This section first presents the scenario where no admission control mi&chia applied. Figure 5.4
depicts the percentage of failed handovers. Three speeds havedrestiered namely, 2, 5 and 10
m/s targeting indoor scenarios. From the graph it is visible that by varyindptéshold 3G:-WLAN
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from -75 up to -65 dBm the percentage of failed handovers (as dedibede) increases to almost
65% in case of 10 m/s. The curves follow a similar shape for 2 and 5 m/s. Asecaoted, the curves
show a trend to increase while the 3GVLAN threshold value is increased.
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Figure 5.4: Mean percentage of layer two associations not followed byeatlaree handover when
WLAN =-3G threshold configured at -75 dBm

When the mobile node detects a WLAN cell, it starts the signalling procedurguséfb.1. After
receiving message 6, the mobile node checks the signal level receivedife WLAN AP and con-
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tinuously evaluates the signal until the level crosses the>8@ AN threshold for continuing with
the signalling. If the signal level never reaches a value over the-B&AN threshold, we have a
failed handover. This can happen naturally because of the mobility pafteexmobile approaches
the WLAN cell, but because its movement direction or a sudden movemengehanever reaches
the position in the cell where the signal level is above the threshold. O$epas the 3&WLAN
threshold is higher, this happens more often, as can be observed i@ figur Faster speeds also
increase the number of failed handovers, because in more occasiansliiie is not enough time in
the zone inside the threshold.

An important point is the impact of the delay introduced by the required siggdlirthis pro-
cedure. Without the signalling to enable network control (figure 5.1), thieilmmaode is ready to
perform the handover immediately after detecting the WLAN cell. With the signalliiegntroduce
a delay (the time between message 2 in figure 5.1 and receiving message t@lin even if the
signal level crosses the threshold, the mobile node cannot performaridever because it has to wait
to complete the signalling with the network. If the delay introduced by the signaflitegger than
the time needed to cross the 3GVLAN threshold, the handover is delayed or in the worst case it
even doesn’t occur. This issue is explored in table 5.3 in which the deday$ending message 2 to
receiving message 6, and from sending message 2 to finishing step mpareal for different speeds
and 3G=WLAN thresholds. The signalling delay is much lower than the time needed te tites
threshold and completing step 7, showing that the signalling does not ieterifitrthe handover per-
formance. With this, it is possible to argue that the mobile node to network comatiamds suitable
both from a signalling overhead point of view (table 5.2) and from haedperformance point of
view (table 5.3).

Threshold

Speed -75dBm -72dBm -69dBm -66dBm -65dBm
Time from sending message 2 to receiving message 65(BGAN)
2m/s 0.43+0.0002 0.43+0.0002 0.43+0.0002 0.43+0.0005 0.43+0.0002
5m/s 0.422t4.5x10° | 0.422+4.8x10° | 0.422+9.8x10° | 0.422£55x10° | 0.422+4.1x10°
10m/s 0.4212.8x10°° | 0.4212.8x10°° | 0.421£3.03x10° | 0.421:3.4x10°° | 0.421+3.3x10°°
Time from sending message 2 to finishing step Z3GLAN)

2m/s 13.6+0.4 20.6+0.8 25.5+1.3 27.1+1.5 28.9+2.2
5m/s 4.4+0.07 6.1£0.1 7.6£0.2 8.5+0.2 9.0£0.3
10m/s 2.1+0.03 2.9+0.05 3.7+0.07 4.1+0.1x10°° 4.3+0.08

Table 5.3: Time required in performing signaling depicted in figure 5.1 forctsde3G=WLAN
thresholds.

Figure 5.5 depicts the mean number of layer three handovers obtaineg/mgvhe 3G=-WLAN
threshold. The impact of the speed affects the metric in different waysndiépg on the considered
configuration. At the value -75 dBm the number of handovers is quite Especially considering a
high mobility level, while it decreases and converges for greater valuéedhreshold. The decay
in the slope of the different speeds is related with the failures of perforthim¢ayer three handover
shown in figure 5.4. The graph shows how the values tend to convenga, the 3G:-WLAN thresh-
old is increased. The graph presenting the number of handovers fllotiNwb 3G is symmetric due
to the scenario symmetry. It is interesting to note that the closer the mobile nodedodbss point,
the lower the chance of having complete handovers. This is complementagypcettious graph, as
the metric is mostly affected by the mobility pattern and not from the signalling redjfiir mobile
to network communication.
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Figure 5.5: Mean number of 3&WLAN handovers when the WLAN-3G threshold is configured
at -75dBm

Figure 5.6 shows the mean wireless utilization time according to the three diffgreeds. The
general observed behaviour is a flat response with the increase 3Gth&VLAN threshold. As the
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primary goal of this study is the maximization of the wireless utilization time, and thiegltece the
number of handovers which do not result in a long term stay inside the geitefb.6 demonstrates
that the signalling does not impact the mean wireless utilization metric. In faceldtere magnitude
between the different lines shows that the metric is mostly impacted by the time thresiges in the
wireless cell, which result in a higher utilization time at lower terminal speed. cdmnislusion further
supports the explanation of figure 5.4 where the mobility pattern represerdsitiinant effect on the
system.

The results above presented demonstrated that if values in table 5.3ifieelvéte cost of mobile
to network signalling for network controlled and initiated handovers is negligiiiies is an insightful
result, especially considering environments (e.g. WLAN hotspots) whedreonk controlled mobil-
ity is not yet considered as core technology to improve both user exper@ard network resource
usage. Next follow the the results obtained for the load balancing scafedied in 5.1.3 taking as
references figures 5.4, 5.5 and 5.6.

Figure 5.7 represents the number of failed handovers as defined, atdule load balancing is
applied. The behavior is similar to the one in figure 5.4, since the frameworketavork initiation
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Figure 5.7: Mean percentage of layer two associations not followed byea tlaree handover when
WLAN =-3G threshold is configured at -75 dBm. Load balancing scenario.

accounts the terminal for the most up to date report information. The gageeof failed handovers
due to wrong location report is around 3%, which seems an acceptable rfégure 5.8 accounts
for the number of handovers to the WLAN. The metric is directly impacted bydh@ssion control

mechanism and the load generated on the different access points, avhlggatly smaller number
of handovers can be verified between figure 5.8 and figure 5.5. Itighwoticing how the load
balancing mechanism is not affecting as much lower speeds as 2m/s and 5itmssadfecting 10

m/s. The values for these two lower speeds are not changing in a notieeableetween figure 5.8
and figure 5.5. In this perspective, the results prove the validity of thevapp making load balancing
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Figure 5.8: Mean number of 3&WLAN handovers when the WLAN-3G threshold is configured
at -75 dBm. Load balancing scenario.

scenarios attractive from an operator point of view.

Table 5.4 compares the wireless utilization time with and without load balancingjdewsimg
capacity usages of 50% and 100%. By comparing these results, it woakpbeted that the wireless
utilization time decreased, but as can be noted, the utilization time is not degeagially for all
speeds, and the 10 m/s speed is the most affected one. This behaviber egriained with the fact
that the help of network initiated handovers reduces the overall numiparfairmed handovers and
at the same time increases the overall wireless utilization time. This is a desirablesfen next
generation networks where minimizing the network overhead is a must, dbpeciast hop wireless
channels.

Finally and for completeness, evaluations of the impact of RTT were dorezifg its effect on the
3G link. Simulations where RTT values varied between 200ms and 300ms aglomiyequantitative
differences, maintaining the general behaviour of the previous graphs

Speed (m/s)| No Load Balancing| Load Balancing 50% capacity Load Balancing 100% capacity
2 32,4s 30,9s 25,9s
5 9,65s 9,46s 9,05s
10 4,53s 4,55s 4,45s

Table 5.4: Wireless usage with and without load balancing
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5.4 Impact on 4G Design Architectures

The results presented in the previous section validate the framework désiging the feasibility of a
new approach for mobility and handover management. Specifically the IBEER Bsignalling, while
introducing minimized network overhead, leads to optimal network controkofitel mobility. The
comparison of simulation results with and without network load knowledge shavegligible impact
on the chosen metrics. However, when considering future 4G netwodksiigle scale deployments
there are some further issues that should be accounted. That is, flggication of optimal thresholds
for WLAN =-3G handovers is critical to avoid signalling packet loss and should be corapted with
accurate methods for out of cell detection. These issues are briefiylzsin the following sections.

5.4.1 Optimal configuration for WLAN =-3G Handover

The case analyzed is the worst case condition when the terminal perfandever from the wireless
LAN to the 3G link. Since the 802.21 signalling is always performed througletdhnent link there
might be conditions in which the signalling could not be completed, and addeldamisms are re-
quired as fall back solutions. Although a transport protocol will intred&€Ks and retransmission of
the lost packets, the effects shown in this section must be taken into accdbettransport reliability
will introduce undesired delays.

Figure 5.9 shows the effect of the WLAN3G threshold on the signalling between the MN and
the PoS. The picture shows, for each simulated speed, the number dfisigfalures to perform
handover from the WLAN link to the 3G link. The results indicate that at higiedp (10m/s) we
obtain a high mean number of interrupted/failed signalling flows with the PoS.
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Figure 5.9: Effect of the -80 dBm threshold on handover signalling

This number increases while decreasing the WEABG threshold. This behaviour can be ex-
plained as the result of the MN going out of the cell before the signallingdimts. As the WLAN>3G
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threshold increases (in dBm) the signalling between the PoS and the MN stfmts bnd the prob-
ability of going out of the cell decreases. Regarding the MIH functionimgnterrupted signalling,
this occurrence falls back on transport issues, which incorporatg aethloss of messages (as stated
in [56]).

MIH Functions existing at the MN and PoS can optionally implement the optionatdwledge-
ment mechanism. In the case of interrupted signalling, this event would iedé&anessages where
lost. Also, the behaviour from the terminal in case a LINK_DOWN is reakinehe MIH is imple-
mentation dependent. For example, upon connection to a new available link]kthat¥he terminal
can send a MIH message to the PoS requesting a handover rollbac&dgfiresources previously
reserved for the handover that failed. This behaviour can free Hwirees faster than waiting, for
example, for a timeout.

5.4.2 Out of Cell Mechanism Detection

The load balancing mechanism studied previously is based on the assumetRoSis aware of the
current L2 location of the terminal. We propose to exploit 802.21 capabilitispdate the PoS with
the information on the current location. The mechanism bases on the feittaltarminal via internal
state machine can determine with the help of the MIH function whether he isagpng a WLAN
cell or he is leaving a cell previously visited. Through the use of 802.2hteymore concretely the
LINK_DETECTED event, it is possible for the MIHF in the terminal to gain khedge of which
WLAN cells it is able to detect (through AP MAC address contained in 802rbbd’messages).
Since the terminal can determine with acceptable accuracy the RSSI fronsitkd ¢ell, we propose
to convey this information to the PoS to enable better target choice while penfipioad balancing.
The rational behind is as follows. In order to successfully move terminats éme cell to another
to optimize network load the network has to determine the current location ofrthengd. Indeed,
the selected cell should also be visible from the terminal point of view. Nesfeiss the freshness
of that information is crucial in the decision process although a trade offdesn freshness of the
information and signalling overhead in the network must be considered.

5.4.3 Signalling Breakdown in Very Fast Node Handovers

The approach described in this paper is based on the assumption thatl#tyerdls the common
convergence layer across heterogeneous technologies. In casigribking is applied to devices
integrating broadband wireless access technologies such as WLAN iddek\t would be desirable
to identify what are the upper bounds in terms of stability and reliability nottifg performance of
the handover procedures. A specific scenario was analyzed,ifeature single WLAN cell that the
mobile node crosses following a straight line. This movement pattern is similatamative/train
scenarios where vehicles/trains can move only along predefined pdtlsexperiments have been
performed for selected thresholds and letting the mobile node moving with #ilcgespeeds, up to
35 m/s. This setup is deemed sufficient for investigating how the threshad bgorithm and 802.21
signalling perform in such speedy scenarios.

The graph in figure 5.10 presents the result of the study. In this gragtighest speed at which
handovers finish successfully for different 3&VLAN thresholds is represented. As can bee seen, it
shows that the performance of the system rapidly decreases crossir@btdBm threshold. This is
the expected behavior, as the failures are function of the speed.ulidsilso be noted that the study
in figure 5.10 considers the results shown in figure 5.9 where the optimahtiiceconfiguration guar-
anteeing no packet loss due to WLAN signal fading is configured atB#bdT his study completes
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Figure 5.10: Interpolation of values showing system breakdown bas#tespeed.

the results presented in the previous section giving insights on the applicalbilitg technology in
speedy scenarios providing wireless broadband access.

5.5 Impact on Terminal Design

Figure 5.1 describes the signaling exchange between the network anthtireatefor the target case
of 3G and WLAN technologies. In the following section, based on [2], au$owas placed on the
terminal design (including L2 functionalities) and its integration with the L3 siggalin

5.5.1 Thresholds

The terminal’s intelligence relies on several thresholds across the siggrajth evaluation, as can be
seen in figure 5.11. While connected to the 3G link, the terminal is able to colieloé pesponses
and beacons from the access points, evaluating the received sigmagtktindication (RSSI). Two
thresholds are defined, namely the association threshold and ¢e8\BG&N threshold. The first one
refers to the mean signal strength required for the terminal’s intelligencectded® connect to an
access point. The second one refers to the mean signal strengthddquite terminal to decide that
a successful 3&WLAN handover is possible. Furthermore, when connected to the netivarnkgh
the WLAN link, a WLAN=-3G handover threshold is defined to determine when the signal strength
conditions require a handover to the 3G link. It is worth noting in figure 5.1 tthe 3G=-WLAN
threshold is defined as being greater (in dBm) than the WEA3G threshold for zero-packet loss,
as analyzed in the configuration of [56] and [57]. Also, the associati@shiold is defined as being
lower (in dBm) than the WLAN>3G threshold.
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5.5.2 Operational Modes

Depending on when (time-wise) the L3 signaling is triggered, two differpetational modes have
been implemented in the simulator, hereinafter referred as Operational M¢@&1.A) and Oper-
ational Mode B (OM.B). These two modes execute the signaling model peesensection 111, but
differ in the timing of occurrence of certain messages, more specifically ipdhe at which the
IEEE 802.21 remote signaling related to L2 connection execution is start€MIA the signaling to
the PoS is triggered at the configured-3@/LAN threshold, and in OM.B the signaling to the PoS
is started at a fixed value of -80dBm, the association threshold. Both t@peiaModes have been
implemented to compare the effect of how the timing of the signaling messagets &idéadover pro-
cedures. Figure 5.11 visualizes the correlation between events (WLIA&Do@ection) and signaling
triggers to the network. It is important to note the splitting of the signaling betwekmetection,
and associated RSSI report, and the signaling for effective L3 handaeluding Mobile IP binding
update.

Configured Thresholds

Association
Threshold

3G2>WLAN

() Threshald
. & 3G>WLAN
/ ' Threshold

Threshold

) Association
Terminal Threshold
enters

WLAN cell
Terminal

OMA || | Link Detect
Crosses

3g>WLAN ‘OMBI ‘ Link Detect H Link_Parameters_Report u Handover_Initiate H L2 Connection

>
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2l lLink_Parameters_RaportH Handover_|nitiate H L2 Connection “ L3_Handover l
[oms|| | L3 Handover |

Figure 5.11: Different signalling stages for both operational modes

In OM.A, after cell detection, the terminal only triggers IEEE 802.21 signaiatated to the L2
connection, i.e. message (2), at the3®/LAN threshold. So, in this mode, the terminal has to move
within reach of a WLAN cell and the signal has to cross a certain configiinreghold in order to
execute a L2 connection, which is followed by the MIP binding update gsocEhe nature of these
operations ensures that good signal level conditions are met befdrartdever is executed, avoiding
unnecessary handovers.

In OM.B the L2 connection related signaling is promptly sent when the assorcihtieshold is
crossed, resulting in an earlier L2 connection. So, in this mode, when th&l sigength crosses the
3G=WLAN threshold, the L2 connection has already been executed and tAebMting update
process can start right away. Note that the traffic flows through the ddifitil the L3 handover is
completed.

For both modes, in order to maintain the handover’s feasibility, upon rieggivdication from the
network to commit to the handover, the terminal’s intelligence executes an actineof the wireless
environment. This procedure, executed in message (7) of figure Jatargaes the signal strength

81



hasn’t deteriorated while waiting for the network handover command.

5.5.2.1 Simulation setup

The simulated scenario for operational mode differentiation shares theckamaeteristics of the one
defined in section 5.2: an environment with a partial area of non-ovengpuLAN cells and full
coverage of 3G technology. Each simulation was run witBs38LAN and WLAN=-3G thresholds
varying between -75dBm and -65dBm, as well.

Also, the same metrics where evaluated: Mean percentage of L2 conmsagithout MIP regis-
tration, Mean number of 3&WLAN handovers,Mean number of WLAN3G handovers and Mean
wireless utilization time.

5.5.2.2 Results

In this section OM.A and OM.B are compared against the above mentioned metrics

Figure 5.12 represents the percentage of L2 connections not folloyad® Mobile IP registra-
tion (thus failed handovers), for both operational modes. The-8@G.AN threshold variation from
-75 up to -65 dBm shows us that, for 10m/s, the percentage of L2 assasiatid followed by a
successful L3 handover increases up to almost 80% and 60%, for @vilAOM.B respectively. The
curves follow a similar increasing behavior for 2 and 5 m/s, although notsentuated. As can be
noted, the curves show a trend to increase while the-8@ AN threshold value is increased.
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Figure 5.12: Mean percentage of L2 connections not followed by a b8dwer when WLAN=-3G
threshold is configured at -75 dBm

This is a direct consequence of the implemented signaling. As the\®GAN threshold is in-
creased (in dBm) the MN needs to be nearer to the AP to connect to the W&iAbE the signaling
handshakes that must occur are also impacted by the Round Trip Time @RTE) links, this inter-
change of information increases the probability of moving out of the celf prithe reception of the
MIH_Handover_Commit.request command. Depending on the speed of thimaérthis behavior
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can be dominant, as in the 10 m/s case. The different results obtained farctloperational modes
shows that starting the 802.21 handover related signaling as soon as &l \34lAis detected (i.e.
OM.B) decreases the number of failed L3 handovers in 20%, for 10mis.d€crease is also verified
for the 2m/s and 5m/s speeds, although not as accentuated. This behgadiaslarly evident at
lower threshold configurations, where the percentage of failures is ahetsced by half. Figure
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Figure 5.13: Mean number of 3&WLAN handovers when the WLAN-3G threshold is configured
at-75dBm

5.13 depicts the mean number of L3 handovers obtained by varying tee/8iGAN threshold. The
impact of the speed affects the metric in different ways depending on tisedeved configuration. At
the value -75 dBm the number of handovers is quite large especially cangithigh mobility level,
while decreases and converges for greater values of the thresti@dietay in the slope of the dif-
ferent speeds is related with the failures of performing the L3 handbwsvrsin the previous metric.
The graph shows how the values tend to converge, when tke\8GAN threshold is increased.

It is interesting to note that the closer the mobile node to the access point, theth@aehance
of having complete handovers. This is complementary to the previous grdph sense that even
starting the signaling at -80 dBm, thresholds close to the -65 value affdeibibility of the handover
procedure.

Comparing both operational modes, it is visible that the number of handiovéxgl.B is greater
than in OM.A, especially at higher speeds. It is also visible that at highexdspéne number of
handovers decreases greatly, where the 10m/s curve becomes lowénatr@spective 5m/s curve,
for OM.A. This shows how terminal speed impacts network response time makimdovers not
possible. In OM.B the 10m/s curve always resides above the 5m/s curvatindithat, by executing
the signaling upon cell detection, there is a greater chance that the ternstilalnside the cell when
the answer arrives from the network. Simulation results confirm thexdffiatt, for a better and cleaner
protocol design, splitting of the signaling for L2 and L3 events is requirdere the L2 connection
is performed at the association threshold and the L3 handover at tse BG\N threshold. As a
final remark on the tendency of the 5m/s slope and 10m/s slope we see howddikpdforms OM
A (when crossing the -72 dBm 3&WLAN threshold) , reducing therefore the number of handover
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opportunities.

Table 5.5 shows the mean wireless utilization time for the different speeds;datg to both
operational modes. Variations on the=3@VLAN threshold showed a flat behavior for all speeds, and
the average value is represented here. As we can see, although Os/aBshghtly higher wireless
utilization time on all three speeds, the point of start for the IEEE 802.21dvandelated signaling
has no significant impact on this metric.

Operational Mode
Speed| OM.A | OM.B
2m/s | 32.25s| 32.35s
5m/s | 9.11s | 9.65s
10m/s| 4.33s | 4.53s

Table 5.5: Wireless utilization time per handover.

The fact that within the same speed, the results for both operational medeftlae same order of
magnitude also confirms that, when the handover is executed, performfatiheeconfigured system
is maintained.

5.5.3 Access Point transmission power impact

When considering threshold configuration and time sensitive operatiamsuitl be desirable to im-
plement a model able to adapt to different environments such as opeegtendtnt network de-
ployments (e.g. network planning). This section analyzes the impact ofrirssien power on the
threshold based model. A reference WLAN coverage area was clfimsarthe previous simula-
tions, and new threshold values where calculated with new transmissios valamtaining the same
WLAN coverage area for event triggering. The goal is to verify the rhadaptation to transmission
power changes, and to analyze handover behavior differences waitgaining the same signaling
triggering points. Transmission power values were taken from commeroidlipts data sheets, com-
plying with UMA [53] and [58]. From figures 5.14, 5.15, 5.16 it can beidd that the previous
metrics present similar values, within their respective confidence intewiaés) comparing different
transmission powers in the same model and at the same speed. Figure Shehotte first met-
ric, incomplete handovers, maintains a relative linear behavior in which ideviib differentiation
between OM.A and OM.B, particularly at higher speeds. The same lineaviogltan be noticed
in figure 5.15, for the number of handovers. Figure 5.16, for the wiealéiization time, shows us
that there is no different behavior in handover related issues cayseansmission power or speed
change. These results lead to the conclusion that changing the APs trsinamiewer, at the same
time than the thresholds, and thus maintaining the wireless coverage a#gs®mo changes in the
results obtained.

Having this data in consideration, it can be argued that the dominant famttitwting for the
result differentiation is the amount of time the terminal logically resides in the WEAIN which is
affected by threshold configuration. It is desirable that this configuradm be dynamically adapted
in the MN, through information received from the AP concerning its transaris&lue: this may
allow an operator to dynamically adjust the coverage area of WLAN hotspotsding to the density
of users, but still retaining a uniform behavior in terms of handoverss Will allow operators to
better configure their networks and terminals to improve handover proeedu
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5.6 Conclusions

This chapter presented the major contribution of this thesis showing that nkedween mobility is

achievable and that performance is acceptable even with real time applcsticim as Voice over IP
applications. Extensions where done to the code of a simulation framewao/rilbled new studies
to be done. The simulative study, starting from the IEEE 802.21 stangtercifies the design for both
mobile terminal side and network side where the intelligence for enhancedverdecision making
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Figure 5.16: Wireless utilization time with different Tx and threshold values

is implemented. That is, while the terminal is able to trigger MIHO for poor radiwditmns the
network can perform admission control as well as load balancing by mawvengobile device from/to
the WLAN/3G link. The approach here evaluated is IP based in a mixed 3GNWaenario but,
without loss of generality, also applicable to any other 802 family of techgptagh as WiMAX, due
to the abstraction facilities supplied by the 802.21 standard. Initially, a deratingtof the validity
of the solution for indoor scenarios was done, followed by an analysimarthe system behaves in
scenarios with a high degree of mobility. That is, the simulation proves thafghaling supports
mobile users up to 30m/s, targeting scenarios such as WiMAX mobile scerfaricis.considerations
can be relevant for the design of future 4G networks. In section 5.1.4lisésdemonstrated that the
required bandwidth for handover signalling is at the most 300Bytes/sea e MN moves at the
speed of 10m/s. This is a negligible amount of traffic worth to be supportetetavork controlled
mobility.

Finally, in section 5.5 it was shown how the designed model is radio signaldgwestic and the
handover performance is only impacted from the time the terminal resides inréessg cell. In fact,
by adapting the thresholds configuration to the transmission power of teesapoints the wireless
utilization time is not affected.
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Chapter 6

Applying 802.21 to 4G Architectures

802.21 was introduced in a 4G network. The IEEE802.21 standard plpgg & the DAIDALOS
project. The abstraction capabilities of the MIHF, hiding the underlying telclgy of nodes and
PoAs, enabled core decision entities to use a common framework that simplifieatkeperations.
Also, services existing in the MIHF, such as the Event, Command and Infiemeervices, allowed,
in one hand, to supply the means for mobile node entities to report currentdimtitions to the
network decision points, as well as new links detects and, on the otherfoatide network entities
to execute control over those mobile terminals.

The 802.21 MIHF as a technology independent abstraction layer, itk&sgr@nd mechanisms
where successfully introduced in several publications. This sectioflybdeerviews the 802.21
mechanisms which where applied to the DAIDALOS framework.

6.1 DAIDALOS Mobility Entities and Requirements

This section presents a description of the major entities involved in the DAICRODbility process.

6.1.1 DAIDALOS Mobility Entities

Under the DAIDALOS architecture mobility mechanisms supporting seamless maiglioss het-
erogeneous networks are coupled with QoS provisioning mechanisms(84] control is provided
in a hierarchical fashion, where end-to-end QoS is separated froroliak QoS control at layer two.
Layer 3 QoS inside the LMDs is managed by Zone QoS-Brokers (ZQdS3®kse entities perform a
wide range of functions such as per-flow admission control and resenanagement, handover au-
thorization based on user profiles and available resources. Theyaasmer resource optimization
operations with respect to to both user requirements and network availadiliuthentication, Au-
thorization, Accounting, Auditing and Charging (A4C) server manages ascounts and interfaces
with QoS modules for authorization purposes as well as policies. Thisrsemyeeried by other net-
work decision entities when information regarding user profiles is requidser identities, service
descriptions, contracts between users and service providers, nulggeanissions, are examples of
information stored in the A4C server database. Both MTs and the acagsss;ohere denoted as
MAGs-AR, contain elements that perform the enforcement of the QoS inettveork and trigger the
QoS process for admission control and resource reservation: Qo8 (eSC) and QoS Manager
(QoSM), respectively in the MTs and MAGs-AR. The entity responsibierfobility management on
the terminal side needs to interface with the QoS modules (QoSC in this caseyidepseamless
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integration of QoS and mobility. In this sense, when mobility occurs, the mobility nesneigt needs
to inform the QoSC to trigger the QoS reservation process. This integragemtsralso to be in place
to support multihoming and the choice of interfaces according to QoS reggrts. Also, it has the
ability to evaluate either or not to accept a suggestion of handover made metivork side. The
specific characteristics, and reservation handling, of each technategxecuted by a Radio Access
Layer (RAL), which is connected to a MIHF and is able to receive 802.2iincands and supply
link-layer events. It should be noted that mobility related signalling betwesvonle entities residing
in the core network is executed through the DIAMETER protocol.

6.1.2 DAIDALOS Mobility Requirements

When considering handover scenarios, it is crucial to preserve At®ugh L3 QoS is extremely
important, preserving L2 QoS may be more critical since, depending on thedlegy in place, it
may require some time to request that QoS level from the technology, creatioticeable impact in
the user experience. The details presented in this section are moreraxhegth the L2 QoS case.
The conceived solution in DAIDALOS to maintain QoS during handovers iplit the handover
procedure in two stages: preparation and execution. During the firstyga/APs are notified for L2
QoS resources preparation in advance, so that when the handoweriésl ©ut they simply activate
those previously prepared reservations. For the execution phasgpaelayers may need, for some
technologies, to notify the RALs of the exact time when handover is finisheedrder to establish
L2 QoS resource reservations, the QoSM requires topological kngeletiwhich L2 entities are
on path to the mobile node, defining to where resource preparation teciesild be sent. Also,
for this matter, it is required a mean to supply link commands, with origin at high-wities, to
several different technology link layers. Lastly, these mechanismstodsalintegrable with L2 and
L3 mobility mechanisms.

These requirements positioned IEEE 802.21 as a prime candidate to suggyuhetionalities,
whose application to DAIDALOS is discussed next.

6.2 802.21 Mechanisms Supporting DAIDALOS Architecture and In-
terfaces

802.21 was adapted as the control plane protocol, covering both veatidahorizontal handovers.
This allowed MIH mechanisms to complement data plane control protocols, tieasg MIPv6 (for
GMD) and NeTLMM (for LMD).

DAIDALOS considers a MIHF at every entity (either network entity or mobileni@al), allow-
ing for full exploration of all available 802.21 mechanisms considering tpelgwf information to
enhance the handover decision.

The following figure supplies an overall view of the network architecture.
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Figure 6.1: Network Architecture

This figure allows us to see how 802.21 communication between all entities thatgport Local
and Global Mobility procedures, where events generated at the mobike (aod also the Access
Points), reach the network decision point (in this case composed of a Mbipdet and a Access
Network QoS Broker) allowing them to be aware of the terminals (and PoAg}-pbview of the
network.

An interesting aspect of using 802.21 under this framework is that, wheine ipicture is an AP,
it could be another technology Point of Access: abstraction serviceged by the MIHF allow the
MIH-users (able to take handover decisions) to supply a general cothtaahe MIHF which then
translates it into primitives of the required technology.

6.2.1 MiIH-enabled Entities Discovery

In order to make available its services, 802.21 requires that MIH-enabl#tes advertise and detect
MIH capabilities of the nodes around each other. This was considerexdtire beginning in DAIDA-
LOS, allowing network nodes to acquire topological knowledge of its n@ighfeven inferring a
inter-technology map using the MING described in section 3.4), as well axjtgra knowledge of
which services, events and commands are supported.

6.2.2 Events Reporting

Typically, in IP networks, mobile terminals have the ability to decide when a hemdwas to be
performed in order to maintain ongoing sessions in the most seamless massiblgodn scenarios
where several heterogeneous networks are involved, it is not reatisteep all information about
existing networks in the mobile terminal because this would imply a higher defjcmemplexity in

terminals and create a significant amount of signalling overhead in thesacetsork, to support
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that complexity. This means that information and also handover decisioritaigercan be located,
centrally or distributed, all over the network.

DAIDALOS architecture has been designed in order to allow Network Indietendovers (NIHO)
in addition to Mobile Terminal Handovers (MIHO). In this architecture, a oeknentity decides,
based on all information available when, how and where to mobile terminalddsbrecute han-
dovers. In order to take such a decision, the decision entity needsiteand up-to-date information.
This information can be generally classified into static and dynamic informatiatic $:formation,
such as cost, QoS capabilities or mobility protocols supported by certain mstvean be obtained
upon request to an information database. However, dynamic informatiolmas load in certain net-
work nodes or networks perceived by the terminal, has to be obtaineagthioore actualized and
accurate means, based on event triggering. Events can be triggesdogignd mobile terminals or
by other network nodes involved in the communication path.

802.21 supplies the required mechanisms to support such informatiomepechiglobility Man-
agement Entities residing at core network entities can register at the termittdls &%hd subscribe
for the collection of evens pertaining to radio link conditions (i.e., indicatingratetgion of signal)
as well as detecting available new links. This information can serve as inpl toetwork to ini-
tiate handover procedures for optimizing the user experience or managichgamongst its access
networks. Also, Mobility Management Entities can reside at the terminal andlae to also col-
lect these events using exactly the same mechanisms that are available to i eetities, thus
favouring a simplistic common approach for either MIHO and NIHO.

6.2.3 Command Execution

Upon detection and registration on the mobile terminals MIHF, MIH-usersingséd network entities
(as well as in the terminal itself) are able to collect indications of currenditions of the terminal.
Network entities can even further combine these inputs with events from rieéwtities, and execute
handover actions.

These commands can also be used to obtain information of a more static natireagsMAC
addresses, type of available technologies, etc.) to even further enadramdover decision.

6.2.4 Quality of Service

Terminal bootstrap (i.e., first time activation of the terminal) or handoveratamaexecuted without
Quiality of Service guarantees.

As explained in section 2.4.3 the DAIDALOS framework encompasses adeeal domains
(or Access Networks) connected to a core network. In order to peawdimal servicing for users
in these networks, in a broad sense, it is required to establish resesvatitre links transversing
the data path from and to the terminals. These reservations have to copaidareters such as
bandwidth, throughput, jitter, etc. Thus, a common framework needs tiderthe means to enforce
such reservations in the specified links, as well as to detect when ane Wia enforcement is
required. 802.21, in DAIDALOS, also had a part here, albeit requisimge extensions which are
described in section 6.3.2.

MIH-enabled network entities could use 802.21 signalling to enforce ssdrvations upon net-
work entities residing at the access network. Moreover, the MING cailgsbd to inform (at specific
nodes) topology information, allowing that specific network entity to know twioither network en-
tities where in the datapath towards the terminal, and thus to where shoulhtesecommands be
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sent. In this way, core entities are relieved of having to know complete top&tomyvledge of Access
networks, delegating that function into "border" routers.

Also, using 802.21 signalling to enforce reservations allows to seamlesglydtaehe reservation
process into the normal 802.21 handover signalling, studied in Chapter 5.

6.3 DAIDALOS Extensions to 802.21

Some extensions to 802.21 were required in order to support DAIDALgGS8irements. These ex-
tensions consider new mechanisms such as having an entity that is able yaBB8p&R1 messages
between the terminals and the broker, the introduction of Quality of Senvicétipes and the design
of a new procedure for handover control.

6.3.1 Proxy Action

As was indicated previously, the DAIDALOS architecture separates thee ayad access networks.
In order for a 802.21-enabled node to register itself in the network andddtsi services, it has to
connect to a network node from which it can obtain those services. Tdiggthe core nodes as
prime candidates for this connection, since they are aware of informatibnasuQuality of Service
conditions throughout the network. However, for a mobile node to haeetdiiccess to core network
entities can pose a serious threat, generating security and privacy.issue

For that matter, a MIH Proxy behavior was envisioned. Under this assumpiie MN would
not connect directly to a MIH-enabled entity in the core, but would do it sorietwork node in its
Access Network. This node would then "proxy"” 802.21 signalling into te,qurotecting core nodes
from tampering, and allowing functionalities such as:

e Implementation of different authentication security measures (802.1X, KHERES, etc.) on
each Access Network depending on issues such as technologyiaopet@;

e Implementation of other transport protocols (RADIUS, DIAMETER, NS#&,.) in the core,
different from the ones used in the Access Network.
6.3.2 Quality of Service Primitives

The extended MIH primitives for QoS where MIH_Handover_Prepegeiest and MIH_Handover_-
Prepare.response. These are 802.21 messages exchanged béltiiesof network entities and, in

their normal behavior, are used to check for QoS availability in those enflifesmessage indicates
parameters to be analyzed at the target:

e Throughput;

Packet Loss Rate;

Packet Error Rate;

Class of Service Minimum Packet Transfer Delay;

Class of Service Average Packet Transfer Delay;

Class of Service Maximum Packet Transfer Delay;
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e Class of Service Packet Transfer Delay Jitter.

In normal 802.21 behavior, these parameters are used as threshaitiatefioints that, upon
crossing, generate events which can then trigger handovers.

The envisioned behavior for DAIDALOS differed from this, howevéhe parameters supplied
in this primitive where also used to implement the reservations at the specific Imkisis manner,
the MIHF would then translate those commands into link specific primitives able torimeplethe
required reservation.

6.3.3 Network-Assisted Mobile Initiated Handovers

802.21 allows a clear definition of who is the initiator of a handover, reggmdatwork Initiated Han-
dovers and Mobile Initiated Handovers. In the first case, a MIH_He@ddnitiate.request message
is sent by a network decision entity to a mobile node, and in the second caseltniss inverted.

From the operator point of view it is architecturally complex to implement a comrpproach
supporting MIHO and NIHO at the same time. The causes for this pertainsfacttaat both MIHO
and NIHO operations use the same messages and parameters, but betiogi$ierent entities under
different contexts. So, it is not possible to infer a generalized approaesidering both NIHO and
MIHO, if separation of the mechanisms is done.

However, in DAIDALOS, an integration approach has been resedréthetwork-Assisted Mobile
Initiated Handovers (NAMIHO). The aim of this approach is to supply all riechanisms from
both NIHO and MIHO, but under a common signalling. Under this conceptMitié Handover_-
Initiate.request message is always sent by the terminal to the network. Baw, @ommand, MIH_-
[IS_Trigger_Command.request can be sent previously by the netwthk terminal. This command
is used for "emulating” a NIHO, where the network, after receiving &/fgam the terminal, deems a
handover is necessary. So, this new command is sent towards the motla|eniibich list of possible
handover candidates. This list is further processed by the mobile nddeh when undergoes the
handover process by sending the normal MIH_Handover_Initiateestquessage to the network.
The MIHO behavior can be achieved when the terminal, via detecting arubiclgoa new (or a list
of) new network, just sends the MIH_Handover_Initiate.request rgedsathe network.

6.4 A DAIDALOS Handover Scenario Example

In the next figure a handover scenario is considered where two 80etdbrks are directly connected
through a core network and are managed by the same ZQoSB.
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Figure 6.2: DAIDALOS Handover Signalling with QoS Example

The process starts with the ZQoSB supplying a list of possible handowégarmations to the MT,
through a MIH_IIS_Trigger.command. This list is processed at the termihigh selects a feasible
handover target and issues a MIH_Handover_Initiate.req command toQb&8E This entity ac-
knowledges the possibility of handover to that target AP, and triggerg#esvation process, sending
a Diameter QAR message to the QoSM of the nMAG that connects to the AP. Triagea®serves
L3 resources in the new network and triggers L2 resources prevedism on the required network en-
tities in the path to the target AP, sending them a MIH_Handover_Prepgaoamemand. In this case,
a 802.11 AP receives this command. A response, containing the preatse results, is sent all the
way back to the terminal, which can now commit to the handover, supplying a Méiddover_Com-
mit.req to the ZQoSB. A Diameter QAA is sent to the new network activating thequely reserved
resources, triggering a commit command to execute the activation at link levespanse containing
the result of this activation is sent all the way back to the terminal, with an indic#iet resources
at the handover target are prepared. At this time the handover canlaake @nd a respective switch
command is sent by the terminals Mobility Manager to the respective RAL (thrthegMIH layer),
which will execute the handover process. At the end of this processtHaNandover Complete.req
is sent to the zQoSB, acknowledging it that the handover has finishedssially. This entity also
acknowledges that the resources at the old PoA need to be releasddat-t sends a QIR message
to the QoSM at the oMAG, triggering a MIH_Handover_Complete.req to all otentities involved
in the data flow of the previous PoA of the terminal, clearing the no-longef resmurces. When this
process is finished, a response with the results of this operation is sestkddthe QoSM at the
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OMAG.

6.5 Exploration in the IETF of 802.21 concepts developed in DAIDA-
LOS

With the work done in DAIDALOS it was verified that the inclusion of a layer, 2ikch as the MIHF,
could provide mechanisms (such as media independent link layer eventemnaands) improving
the MN-AR interface under a common framework. In the IETF, this issuealgasaddressed in recent
proposals for network-based localized mobility management [28] [33] [33

This subject was explored and a Problem Statement was derived in @einbraft [6] submitted
to the IETF and presented at tB8th IETF Meetingn Prague, in March. This section provides an
overview on the draft.

6.5.1 Issues

One important issue pertaining to the PMIPv6 concept is that no speciahtuasfications should
be done. The usage of a common 2.5 layer such as the MIHF can prodid@echand, the means
to apply link layer information required for node attachment to the network andhe other, the
possibility for mobility management entities in the network to control those link laiyeasremote
technology independent way. Other approaches for MN-AR intesfagest such as [59], however
this approach relies on Layer 3 connectivity for link change detectiamibating for a more time
consuming mechanism.

Also, considering PMIPv6, current trends point to the use of the MA@exs as the mobile node
identifier. However, this is restrictive in a way that the mobile node would beiceed to the L2
address of a single interface. Using identifiers provided by the MIHF tiiéa possible to address
multiple interfaces, in a technology independent way, through the same identifi

The 802.21 standard also provides the means to exchange static informatioghtlthe Media
Independent Information Service, allowing for context information exge between PMIP entities,
when required (for example, to supply MN identifying information to a haeddarget Point of
Access).

6.5.2 Identified Scenarios

Under this study several scenarios where identified. First, when the smmowers on (e.g. Boot-up),
the host must be able to provide link layer events and indication in case esstucattachment oc-
curs. This allows for PMIP-aware network nodes to acquire informatganding the node. Second,
proactive handover scenarios require that the terminal supplies iffomragarding the detected
handover target and current radio conditions. This information caeiteusing the Media Indepen-
dent Event Service of the 802.21 standard. Lastly, in reactive hansltve terminal can supply a link
layer event indicating successful attachment.

6.5.3 Requirements

Being a Problem Statement, this document does not intend to provide (atdeastw) solutions
for the issues encountered. However, some requirements whereegpediich should be taken into
account.
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e The framework should be able to be incorporated with future instances bt MM protocol,
as well as optimizations of it;

e The framework intends to enhance and improve L3 procedures and regiléze them, facili-
tating the information exchange between the MN and AR,;

e A clear communication model between between the MIHF and the upper lageds o be
defined;

e The MIHF identifiers can be used under this framework and should beedlijna common
framework with the remaining identifiers (e.g., L2 addresses);

e Event registration from network elements to the MIHF at the terminal nodechbe done
carefully, since events being sent to multiple network management entitiesggper titnwanted
parallel behavior;

e The host must be able to store previous attachment information;
e Security considerations, such as an attacker node supplying false lekdegnts, have to be
taken into account.
6.5.4 Future Work

The work was presented to the MIPSHOP WG raising some interest from gbthe participants.
Ongoing work is being done in terms of refining the draft, and providing sewctanical appendixes
referring to specific considerations on the usage of the 802.21 stanflaleemed necessary, there
might also be the chance to propose new extensions to the IEEE 802.24rdt{dvased on the results
obtained with the IETF drafts.
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Chapter 7

Conclusions

7.1 Conclusion

This thesis presented concepts and issues pertaining to heterogeatreork rwontrolled handovers.
In chapter 2 it first introduced the user to wireless technologies like 80802116 and 3G cellular
networks. Then, it evolved into the definition of multimode terminals where thebaddogies can
be combined into a single device. The infrastructural means that definenkstable to support these
approaches are presented in section 2.3, showing the current tremability, MIHO and NIHO,
and in 2.4, where the DAIDALOS project was presented.

These sections present the requirements, issues and goals for 4Gkisetmtnich served as the
motivation for approaching the IEEE 802.21 standard. After studying the &htities, services
and procedures in chapter 3, an extensive study of ongoing 802i2ityawas done. Moreover, a
simulation implementation where a MIH-enabled node executed handoversdre8& and WLAN
was studied. This study, however, focused on Mobile Controlled Hamrdavhere the network had
no involvement regarding L2 handovers. This was the startup poinnfexgensive implementation
effort to extend the simulator to support terminal and network mechanismé ahiwved the study
of network controlled handover concepts. The algorithm of the mobile magemplemented as in
figure 5.2 and a new network entity was introduced for centralized stipptire signalling depicted
in figure 5.1.

This enhanced simulator allowed to show results in section 5.2 where thethanafiplying
network controlled handovers in scenarios where typically mobility decisiom$ost centric. This
also allowed to conclude, in section 5.6, that NIHO is suitable for next génar4G networks. More
concretely, it was verified that the 802.21 mechanisms allow link layers tmsupgasurements and
information about the radio conditions that they are experiencing, to high-émtity modules that
are responsible for mobility management. Also, 802.21 allows this information tmineeyed to
remote entities, enabling network entities to receive indications pertaining tdetetttion and radio
conditions experienced by the terminal. This information can be used aswridnmobility decision
engines located in the network, which are themselves able to use 802.21 casntmarnd handover
orders towards terminals. The signalling between remote entities was alsalstndieerified to pose
minimum impact on the performance of handovers.

The study presented here can be seen as an useful beacon fgenexation mobile operator
networks, where new methods are required for better support of malitesbers across heteroge-
neous networks. The authors of [60] highlight new possibilities for thera delivery of IP based
services, considering NIHO as one of the possible solutions. With the @ar& in this thesis, and
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the publications that followed, the IEEE 802.21 technology was sucdgssiented as an enabler of
both MIHO and NIHO solutions, and also supply considerations on its ajlltgeon 4G network
environments as well as new trends in mobility schemes.

On a more personal note, the work developed throughout this thesikérihb author to work
on a very interesting topic, the 802.21 standard. On one hand, it waibledssstudy and analyze a
new and upcoming technology that is still under active discussion andeanttier hand, it enabled a
new way of thinking that gave birth to the analysis of several new subjadtamhitectures, and how
802.21 could be applied and achieve a prominent role. The need farparice analysis of 802.21
mechanisms, as well as its application to handovers, lead to the use of nstmaiktors to imple-
ment the required mechanisms and obtain results. This enabled to not only¢éeato work with a
powerful simulation tool such as OMNeT++ and to investigate an existing impleti@m of 802.21
mechanisms on that simulator, but also allowed the development of statistidaksiudresult anal-
ysis. Later on, placing emphasis on network-controlled handoverscode/was built and added to
the simulation framework which allowed the observation of new behavior angrtiduction of new
results, which were published in a conference paper. These resultheextensive work developed
about handover mechanisms, allowed the author to apply this knowledgeniimteegrated project of
the European Union, the Daidalos project. The work done here wasalgmteresting, empowering
the author with new concepts regarding complex 4G architecture mechansnssitiported an ad-
vanced new communication infrastructure for the future. Here, the apiphicaf 802.21 mechanism
took a prominent role, and the author was actively involved in discussimhtha design of solutions
for its use. During the course of dealing with these architectural issweauthor was also involved
in standardization effort with the IETF, related to the application of 802.2&wotrends in localized
mobility.

Finally, regarding the work done for this thesis, the chance to work omaitirey new technology
and its application to a project that aims for the betterment of the technologwithiaé among us in
a near tomorrow, constitutes an important mark not only for this thesis, ltathe author's own
life.

7.2 Future Work

The IEEE 802.21 standard is an on-going effort and is still under gaince Investigation work able
to support new contributions to the 802.21 standards, as well as on Retg/oonferences, is always
possible and welcomed.

Currently, the effort on IETF to introduce 802.21 mechanisms to sevesakaas lead to the
creation of a Internet Draft [6] and its on-going support and extensidis will also be subject to
publications, providing insight, and possibly results, on the proposedanerhs.

802.21 is being introduced to key areas that were not thought of durimifiiéd definition. An in-
teresting example is the integration of Media Independent mechanisms widuhrentication meth-
ods, enabling scenarios where mobility optimization can be coupled with theesgassing of mo-
bility domains. An example of this approach can be found in Media-indepefie-Authentication
(MPA) mechanisms [61] that have started to appear on IETF charters.

Another point for future work is the comparison of the obtained simulationtsewith new sim-
ulation frameworks that have become available recently. An example Ehthé&lational Institute of
Standards and Technolo@MIST) simulation framework done using théletwork Simulato¢ns-2¥,

Lhttp://www.antd.nist.gov/seamlessandsecure/toolsuite.html
Zhttp://www.isi.edu/nsnam/ns/
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that implements support for Media Independent Handovers (IEEE 8P 2EEE802.16e technolo-
gies. On one hand, it would be interesting to work with a different simulator @@NeT++, and on
the other hand, results involving a new link technology would be interestinggtiyze.

Simulation work can potentiate interesting scenarios that can prove difficaticiess in real-life
platforms. Examples of these scenarios can be the introduction of largeemsimfouser terminals.
However, considering a real 802.21 implementation is always an interestaligrnge, considering
the architectural issues involved and the verification of simulation data ififeakenarios. A real
implementation would consider solving not only network related issues, tesdenology and com-
putational ones, constituting an interesting problem that would have to Heddnldifferent fronts.

As always, mobility is always a hot topic: users always on the move, termiidisncreased
capacity, new and more demanding multimedia applications... these are all fdztbrsush the
technology edge to its limit, demanding an on-going effort for improvementldroats. New and
futuristic mobility scenarios are always around the corner. Analysingi€aan designing) the part of
802.21 in all this is a task that will generate ample ramifications of future work.

98



Appendix A

OMNeT++

OMNeT++ is a object-oriented modular discrete event network simulator. KNET++ model
consists of a hierarchy of grouped modules. The depth of this groupaiilemis not limited, allowing
the user to define the logical structure of the simulating systems, through denstdicture. Modules
communicate between resolved trough message passing, that can contdndfimpmplex data
structures. Modules can sent messages directly to their destinies, dn tiqug-defined path, using
gates and connections.

Modules can have their own parameters, which are used to customize thavidng and topol-
ogy. Modules places in the lowest hierarchical level are responsiblenitapsulating the system'’s
behavior. These modules are nominated Simple Modules, and are codedt imsiDg the simulator
library.

This simulator can be used for:

e Telecommunication network traffic modelling;

Protocol modelling;

Queue modelling;

Multi-Processor and other distributed hardware systems modelling;

Hardware architectures validation;

Performance evaluation of complex software systems;

... modelling any kind of system where it is possible to do a discrete everdagpr

OMNeT++ can be freely used for academic or non-profit ends.

A.1 Modelling

As was pointed before, modelling in OMNeT++ has its basis on the hieratchmdular structure,
with message passing using channels. It also allows a flexible module parati@t; and contains
its own topology description language, NED.

Modules that contain other modules are Compound Modules. Stand-alodelédcare Simple
Modules, that reside in the lowest hierarchical level. All modules are itigtad as sub-modules of
the system modules.

99



Connections between modules have three parameters that facilitate commuomieatiork mod-
elling: i) propagation delay, ii) error rate and iii) data transmission rate. lossiple to define
parameter individually per link, or to define link types and reuse them in them®@ae has to regard
an important detail of OMNeT++ related to data transmission rate. When geadiressage in the
model it is the same as sending the first bit. Receiving that message ismgdéie last bit. This
factor is important, for example, in modelling Token Ring networks, when tisérdgion does not
wait for the reception of the whole packet, but starts retransmitting bits asitheg.

Regarding simple modules, which are coded in C++, all flexibility and pow#reoprogramming
language can be used, since it is totally supported by OMNeT++ simulaticsesla¥he simulation
programmer can opt between an event-oriented approach or a poyesed approach, and can
freely use object-oriented concepts (inheritance, polymorphism, etcdemigh patters to expand the
simulator’s functionality.

Simulation objects, such as messages, modules, queues, etc., arentedreégeC++ classes.
They where designed in a way to effectively interact, creating a powsnfwlation framework. The
following classes are part of the simulation library:

e Modules, Gates, Links, etc.;

Parameters;

Messages;

Containers;

Data collection classes;

Statistical classes;

A OMNeT++ model is composed of the following parts:

e A topological description in NED language, pointing the module structure withnpaters,
gates, etc. This description is stores in .ned files.

e Module source-code, composed of .h and .cc files.
The simulation system provides the following components:

e Simulation kernel, containing the simulation generation code and the simulatiorilciasg,

e User interface, used for the simulation execution, debugging, demonstoaticserial simula-
tion execution.

Simulation programs are written from the above mentioned components. Adlesoade is com-
piled and linked with the simulation kernel and the user interface, forming a dionlkexecutable.
The .ned files are dynamically loaded in their text form at the start of the simulategram.
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A.2 Graphical Interface and Results Output

The simulation environment can be executed in OMNeT++’s graphical auerflt allows to visu-
alize the inner parts of the simulation model, execution control and, in soms, Gt variables
inside of the model. This graphical visualisation is extremely important in thelaj@went phase
and debugging of a simulation project, since it allows the programmer to obtdiarelysis of the
model behavior. Also, the graphical interface can also be used as andigatimn tool of a model’s
operation.

The output of a simulation is written in data files with vectors and scalars. OMN@&icludes
tools to visualize those files, Plove and Scalars.

A.3 IPv6SuiteWithINET

Separate frameworks built on top of OMNeT++ exist, which contain implementatb protocols,
nodes, etc. These frameworks enrich the range of simulation optionslodisiemodel. One of those
frameworks is IPv6SuiteWithINET, which was used for this project. Ifgufs IPv6 including models
for MIPv6, PPP, Ethernet and 802.11. Also, it includes mobility supptidwang the definition of
trajectory movement of the nodes.

A.4 OMNeT++ Mailing List Participation
During the course of this project, particularly in the OMNeT++ implementatioh, gaweral com-

ments, suggestions and all-round support was done in the OMNeT++ Mailingtien the opportu-
nity and subject presented themselves.
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Appendix B

Implementation Details

B.1 Extending the Terminal Architecture for NIHO support

The architecture of the terminal is based on the one from [56], but extketodsupport a subset of
the Media Independent Handover Protocol defined in [1]. This pobtdefines frame formats for
exchanging messages between peer MIH Function entities, based orntitevgs from the MIES,
MICS and MIIS. The protocol also provides services for MIH capabitiigcovery, MIH remote
registration and MIH message exchange. As described in chapter 3, &fiction on a peer node
has to register to the MIH of another node, in order to be able to receamtefrom there. The
implemented functionalities focus on the impact of the signalling required to rpeffi@ndovers,
so MIH capability discovery and remote registration are supposed to glteae occurred. The
specification supports several transport options for the MIH Protdepending on the technologies
and layer used. In this simulation implementation, it was opted for a standandtc®pl using UDP,
according to [41].

The terminal’'s handover algorithm described in [56] is still used, but withatsaliour preceded
by the communication between the terminal and the PoS. The handover algisrithgquired for the
MIP Registration phase making the communication between the MN and the PoS aitdotyhe L2
handover, where the MN only starts the handover if the respective cochisieeceived from the PoS.
This command is sent upon reception of an indication from the MN about dimevand favourable
handover conditions. Extensive alterations to the OMNET++ Wireless Nktimterface module
were required, where Link Events were implemented in the MN, which aretsdhe terminal’s
MIHF. These events are forwarded through a Media Dependent $Afbn the Wireless interface
and the MIHF, and are motivated by link detection and signal strength istatfons for threshold
crossing. More details on the originated events and their subsequesinisaion to the PoS are
described in section B.2.

For the message exchange, a new UDP application had to be created inTaMiEprocess the
remote messages received by the PoS. Also, since there is a video stiagradnt to the terminal in
parallel with the 802.21 signalling, the UDP layer had to suffer some alteratigm®cess and dis-
tinguish both flows (namely, to avoid sequence number overwriting). Alpfied port was defined
for UDP communication. Respectively, a new UDP application had also toittermwfor the MN: in
order to process the messages received from the PoS and sent biHHeivttion at the MN.
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Figure B.1: MN module structure for the implemented NIHO framework
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As can be seen from the picture, the new UDP application is connected toDReldyer of
the protocol stack of the MN. The UDP layer module encapsulates messagefom the UDP
application, and decapsulates messages received from the netwarkTageMIH Function in the
MN also communicates with the UDP application, supplying MIH events and Miincands.

Regarding messages and signalling, in the case of the MN, messagestedginink levels had
first to be sent and processed in the MIHF and then, if necessargldyed to the PoS’ MIHF. At
this point an important issue was found relating to the transport of .21 messs@that should be the
terminal’s behaviour in case a message is delayed or lost on the networld® 8teproblems raised
through these issues be solved by the 802.21 or should they be handtes inyderlying network?
These transport issues are an important part of the MIH Problem Statani8i], but it covers no
concrete solution. To avoid the loss and collision of .21 signalling messagswark topology was
adopted that relieved the strain from the communication link between the MN arRb®®. Also, the
delay on the links belonging to the network was reduced to reflect a pdigiance between Access
Points, simulating for example, a network in a university campus or an airport.

Upon reception of a message from the MN, the PoS will react to it, consgdiétime load balanc-
ing is working or not. More details on the PoS behaviour are describediinsd3.2.

B.1.1 OMNeT++ Module Modifications

The introduction of MIH messages allows the MN to supply fresh informati@utalink conditions
to the PoS. The main behaviour of the new implemented content was introdutiee Wireless
Ethernet Network Interface module, and the MIHF module for the MN cdeizt¢56]. In the first,
several important processes are defined such as the Active Scanogggiure and the association to
a previously found Access Point. In the later, the Media Independamidd@r function for the MN
is defined, comprised of a MIES service and a handover mechanism.aBgdice changes made
to the Wireless Ethernet Network Interface module where in altering the h@ioweof the wireless
behaviour, prior to association of the MN to an AP. The changes done t@lrésdy implemented
MIES where the processing of new link layer events, sending MIH sigigaitrihe PoS through the
new designed UDP application, and reacting to commands sent by the Mii¢iuim the PoS.

The association process is done through the normal procedure aéneatigg in the OMNeT++
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simulator, comprised of an Authentication phase and Association phaseAuthentication phase
begins when the Wireless Ethernet Network Interface of the MN finishescéive or Passive scan-
ning, and finds a suitable AP, i.e. whose signal level received throtmffeAResponses is above the
association threshold. In the normal model, this association was done masdbe signal level
crossed the Handover threshold, set in OMNeT++ at -80dBm by lefathe executed simulations,
the state flow was altered to introduce the signalling between the MN and th&io8 the study fo-
cused on the effect of the signalling required for handovers throwghgh of thresholds, a new set of
states are created (visible in figure 5.2), in which the signalling from the MNlaPoS is triggered
at a defined 3G-WLAN threshold ranging between -80 to -65 dBM. When the signalling exgba
is finished, and the necessary message for handover initiation is r@éé¢ewve the PoS, the MN is
able to resume the normal flow of the association process (L2 handdves)allows, for example,
when the PoS determines that a-3@/LAN should not occur, to prevent the L2 handover from being
executed, and enforcing the PoS decisions. Note that, in this architetigocess for association
is not immediately resumed. During the course of time between sending the Liak&ars Report
and receiving the Handover Commit Request, the signal could have exthamgl no longer present
the necessary conditions for a handover. So, when the MN receigasdissage, a new Active Scan
is made in order to: a) verify is the signal still presents the necessarytiomsdfor handover and,
b) in case of contemplating inter-AP handovers to verify if a better PoA tamgsents itself. Upon
entering the Authentication phase, an authentication request is sent tayiteRaA, the selected AP.
When a positive authentication response is received, the MN enters slogiason phase and sends
an association request. When the MN receives the association resgunserminal is associated
to the target PoA and starts listening for its beacons. In the OMNeT++ moddletiemns are sent
with a frequency of 100ms. At this point, the MN is ready to send and redta sent through the
WLAN network. After this phase of connection to the Wireless network, thie Function at the
MN is informed, through a Link Event, LINK UP, that the wireless interfaceasnected, and starts
evaluating the signal level received through the beacons.

According to the handover mechanism defined in [56] upon favourableaion of the mean of
this signal level, a L3 handover can occur, through the realization of tifeRégistration phase. In
this phase, the MIP signalling and binding occurs, to indicate to the HA the rewofthe MN.
Due to the threshold being simulated, and also to the movement of the node atelapeause by
the signalling, a L2 handover might not lead to a MIP Registration. This is btleeometrics of
the simulation model, which is extensively studied in section 5.3. Since this is a Ineéde-break
handover, the MN will attempt to establish the new link before releasing thengld o

Another set of thresholds used in the simulations is the WEAG thresholds, defined as {-80,-
75,-70}. When the MN is receiving through the Wireless interface, its MB# &ollects the signal
level from the AP’s beacons. Through this signal analysis, the MIFc&om at the MN can verify if
the signal level is still in favourable conditions or not. When the WI-ABIG threshold is crossed,
the MN informs the PoS and this initiates a handover.

B.2 Network Functionalities

The PoS is a network entity whose MIHF is registered to the MN’s own MlldEeiving the sub-
scribed events. Through the received messages, the PoS gainsessané the terminal’s position
(regarding detection of WLAN cells) and the quality of its received sigmahgith. Then, the PoS can
supply a remote command for handover initiation depending on the load valtrafAP.
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B.2.1 PoS Module Implementation

The PoS was implemented as a network node with the normal intrinsic modulegcgdtgger, link
layer, network layer, UDP layer). A special UDP application was built gnaiotthe UDP layer, with

the ability to receive MIH signalling encapsulated in UDP packets sent by thieavid also to send
MIH signalling as well.

blackboard MIHPGS udpdpp(]

2 interfaces

a8

Figure B.2: Module Structure of the PoS

A new MIH Function was also developed and connected directly to this UpPkcagon. On one
side, this differs from the MN’s implementation which has it's MIH Function axied at the link
layers, since it deals with Link Events and Commands. On the other side, &Nt was planned
only to deal with remote messages so there was no need to connect it to tharfkdSayer. Also,
this reflects the nature of the MIH Function which, according to the latestoreof the draft, is not
only connected to the Link Layer and the Network Layer (i.e. becoming a yeb)laut has SAPs for
all the intended areas of interaction. In this work’s case it can be sagdphat the UDP application
communicates with the MIH through a high layer SAP.

The MIHF of the PoS was implemented containing the Event and Command service

t+
4+ 4+
MIHCmd

L

MIHEvent

Ole

MIHL ayet]

Figure B.3: MIH Layer for the PoS

The Event service in the PoS processes the Remote Events receiveth&d/IN. The informa-
tion obtained through these events is then sent into the decision engine vitniebessary, issues
commands through the Command service. These commands are related teehamtation. Also,
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these are then sent to the UDP application, and then to the UDP layer wheseerencapsulated in
UDP packets and sent through the network to the MN.

B.3 Implementation Issues

This section describes some implementation issues that were encountenggctioelimplementation
phase of this thesis.

B.3.1 Authentication Failures in WLAN L2 Handover

As indicated in section B.1, WLAN L2 handover is comprised of a Authenticgtioaise and an
Association phase. In the first phase a problem was detected relatetighbtly requent chance of
failing this authentication. The reason is not yet completely known, being mrilyted to a timer
in the MN going out before receiving the authentication response. Indtraal model, prior to the
required modifications to implement the 802.21 mechanism, the MN solved this isseseinding the
authentication frame. But, in our case, to return to that state would involgadexgy all the signalling
to the PoS. So, it was decided to implement a retry mechanism in the Wirelesadateffthe MN,
where it retried the authentication three times. Upon failure, a new actimaiscawas conducted.

During the course of all the implementing and simulation, never a failure orciatism was
reported and so, a retry mechanism for this phase was not necessary.

B.3.2 MIH Message selection for Handovers

A very important part of this project was the selection of which MIH messageuld be implemented
for NIHO. During the course of this project, several versions of tHeHB02.21 specification where
analysed. Also, several signalling flow propositions where obsereedthe work-group members of
802.21 presentations. Nevertheless, even at this stage, the specifiragents some inconsistency
and lack of detail problems regarding some of the remote messages ands#ugir &or example, in
the Annex section of the specification, a message flow chart exists bubissistent with the message
descriptions in the previous chapters of the draft, and has several @ubipehaviours. The main
difficulties found in this process where:

e Lack of indication, in some messages, if they where local or remote;
e Lack of detail on the concrete effect of the reception of certain message
e Lack of indication of when certain messages should be sent;

Ambiguous description of message function (for example, messages thet ndicated as
being remote, but their description was based on local behaviour.

Message Parameter details missing.

The message flow contained in the Annex of the 802.21 specification waelpdtil at all. In
fact, the only message flow diagram that seemed to supply a proper séHahbksages useful to
NIHO was from an old 802.21 WG presentation, but that proposal hewl fegect.

A thorough analysis was done to each of the messages contained in the déidgeeset, to select
which ones where useful to our scenario. That selection represanisterpretation of the current
specification draft.
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B.3.3 Message Collision and Timers

A complicated factor that presented itself as a problem multiple times, was thee@oel of collision
of packets involving MIH messages. This occurred mostly between MIHagessand video packets
on the link path between the MN and the CN. At the time of starting the implementatioeferemce
was made on transport issues in the standard’s draft. Without a mechidwaisreacted to the loss,
delay or collision of messages, the implemented MIH mechanism would be stabdéihgifor a
message that would never arrive. Nevertheless, the IETF was ahihis issue in [41] and [37]. In
the last document, two approaches where possible:

e Deal with transport issues in the MIH protocol;

e Rely on the underlying network mechanisms to solve these issues.

The first approach, if used, would end up recreating lots of alreadyirgx mechanisms in net-
work functioning. The second, had the problem of being not as simpletlas i§sues where solved
by the first item. Nevertheless, even if a simple retry mechanism for retragismisould be imple-
mented, there where no concrete values on which should be the timers,ddd ather parameters
such as speed of the terminal and RTT of the links affect them, etc.

To solve the collision issue two measures where adopted. First, the simulatiaorké&pology
was simplified in order to reduce to the maximum the effort on links where MiiHvéaleo packets
where passing. Secondly, the delay in these links was decreased, beftetd the simulation of
a viable cable length, and to reduce the delay of packets reaching theoitsl. pThe delay was
configured to be 0.4ms.

B.3.4 Link Parameter Report Repetition

In order for operational mode B to work, several alterations whengired)in the already implemented
framework. Since the signalling would be triggered at -80dBm, the MN woekdino be able to move
inside of the cell without sending any more Link Parameter Reports. Thiseingjo because the code
in the Wireless Ethernet Module in OMNeT++, regarding analysis of theabgirength, is a cycle
that always repeats itself. The condition for sending a Link Paramet@@Reas intro ducted there,
S0 it was necessary to have a stop condition to prevent from sending théageeat the end of each
cycle. An indication that the message was already sent was needed to be imtplgmehe Wireless
Ethernet Network Interface code, which prevented the resendinggaohédssage. As a consequence
of this measure, it became necessary to reset this indication when theonsedding a proper Link
Parameter Report presented itself, i.e. when entering a new cell or exitththen re-entering the
same cell. In the first case, the MN analyses the MAC addresses of the iggponses, while doing
Active Scanning. When a probe response is received, the MAC ssliBestored. When a probe
response with a different MAC is received, it means the MN entered aréliff cell, and so, the
sending of a Link Parameter Report can be allowed. In respect to thadsease, it required a more
precise indication, since the terminal is re-entering the same cell and the M#€ss is the same.
In this case, a flag was introduced that becomes active whenever thenlii\afn AP through Active
Scanning. While doing active scanning, if the signal level was verifiedetbbddow the -80dBm
threshold, and the flag was active, it meant the MN was leaving the cell,ntlesindication for
sending Link Parameters Report is reset.
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B.3.5 Link Detected Repetition

The same problem introduced with the Link Detected message. But with theuntiaadl of the
out-of-cell evaluation mentioned in the previous section, it became possibldytsend one Link
Detected per cell entry.

B.3.6 Out of Cell mechanism for MN localisation

This mechanism was implemented to decrease the number of failed handovépirstigent by the
PoS, because when the message arrived at the MN, it was alreadyociated or associated in a
different AP. The mechanism consists in sending a Link ParameterstiRegssage to the PoS, indi-
cating that the signal level of the current AP has crossed the Associdti@shold. This allows the
PoS to know that the MN has left the current cell and it will not send urnigaticiandover initiation
commands, until the MN re entered the cell of an AP with acceptable load value.

B.3.7 UDP Applications for the PoS and for the MN

In order to build the MIH messages used in the signalling exchange for tidoher preparation,
two separate UDP applications had to be implemented, one for the MN and thfatliee PoS.

These UDP applications received indications and information from theecégp MIH Functions,

and created the remote MIH Events and Commands, and forwarded themU®Ehéayer. Also,

when the node was receiving MIH messages, it had to preserve thagtara contained in the MIH
messages, and supply them to the MIH Function.

B.3.8 UDP Layer modification

In OMNeT++, it was discovered that there was no way to distinguish vedgpackets from one
another. So, a sequence number mechanism was implemented in the UDPThéyarechanism was
later improved to be able to distinguish sequence numbers from packetsauntdIH Messages,
and from packets containing the video stream. This was necessarysbquatket loss was studied
and so it was necessary to account for lost packets.

B.3.9 Simulation Delay and Parameter Configuration

One of the greatest hurdles imposed on simulation is the simulation time. Depemdihg get
of configurable parameters, a simulation can take quite some time. Also, if simslatidnvariable
parameters are necessary, itis not feasible to manually configure adirdragters between simulation
runs, since the idle time would be enormous, not taking advantage of thesgiog power.

OMNeT++ contains a mechanism to run several simulation runs in one machargging simu-
lation parameters. Nevertheless, these parameters have to be comdifyaratwithin the omnetpp.ini
file. If, for example, a more static parameter needs to be configured, fingaagh does not work. For
example, the terminal speed is not configurable in the omnetpp.ini file.

Also, only using one computer is not feasible to do all the processing egfjuiime is a valuable
asset regarding simulation work, and the more combined processing, gbedretter. OMNeT++
supports experimental distributed simulation, but it is too much complicated iregjgpecial coding
during implementation.

Lastly, OMNeT++’s statistical tools are not powerful enough to do all #opuired calculations
like, for example, confidence intervals.
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Solutions to automate simulations and to process results accordingly to theargagsrk had to
be devised.

B.3.10 Load Generation

The load generation for each of the APs was built using a structure maitiaittee PoS. A birth and
death Poisson process was implemented that created "virtual" nodesribed & the APs, moved
around the cell, and then leave. A cap for the maximum number of allowed&Virtades (as well as
the MN) was also implemented. This mechanism simulated the existence of a Mttdfuresiding
in the access points, in which an event would indicate to the PoS the numbeded mside of the
network.

B.3.11 Command-line Simulation and BASH scripting

To speed up simulations, the implemented code was compiled with no graphicéddateBASH
scripts where built that parsed the configuration files between simulatioti€h@nged them accord-
ing to objectives set for this simulation. This was rather useful since it egsined to simulate
different speeds, thresholds, RTTs, delays, duration, randods sete.

B.3.12 Result processing with BASH and OCTAVE scripting

The output of OMNeT++ simulations can be obtained trough vector andrddel OMNeT++
statistical tools where not powerful enough to process the data acglyrtiinthe amount of required
detail. Also, the command-line output generated in the simulations can provigabie end-of-
simulation results from calculations computed in the end of the simulation. For éxaaverage
time or number of handovers. Manual selection of the values to study weuleossible, taking
into consideration the amount of collected data per simulation. It was resotieel use of OCTAVE,
which is a mathematical suite which can be run using command-line expregsisitsg a powerful
combination with BASH scripts. These outputs where parsed and, degesdihe simulation study
target, where feed to OCTAVE scripts responsible to calculate means afidestwe intervals.To
speed up this data processing, another script was made to remove the smdstiths where no
handovers where produced. Lastly, all results where combined in ke sesylt file, which could be
visualised with a text tool, our graphical analyser.

B.3.13 Graphic Result Construction using MATLAB and EXCEL

MATLAB scripts where built to parse the result files and create graphgi$oal presentation of the
results. Also, tables where made in EXCEL for numerical analysis of thitses
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