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palavras-chave 

 
Malhas poligonais, comparação, visualização e análise de dados 
 

resumo 
 

 

Os modelos definidos usando malhas poligonais são usados em diversas 
áreas de aplicação para representar diferentes objectos e estruturas. 
Dependendo da aplicação, pode ser necessário processar esses modelos, por 
exemplo, para diminuir a sua complexidade (simplificação). Este 
processamento introduz diferenças, em relação ao modelo original, cuja 
avaliação é um passo fundamental para permitir escolher a sequência de 
operações e os métodos de processamento que permitam a obtenção de 
melhores resultados. 
 
Apesar de algumas ferramentas de análise e comparação das características 
de malhas poligonais serem descritas na literatura, pouca atenção tem sido 
prestada à forma como os dados provenientes dessa análise e comparação 
podem ser visualizados. Para além disso, devem ser disponibilizadas várias 
funcionalidades de forma a permitir uma utilização sistemática destas 
ferramentas, assim como uma adequada análise e exploração dos dados 
fornecidos. 
 
O PolyMeCo — uma ferramenta de análise e comparação das características 
de malhas poligonais — foi projectado e desenvolvido tendo em conta os 
objectivos acima referidos. Através de um ambiente integrado onde diferentes 
opções de visualização estão disponíveis e podem ser usadas de forma 
coordenada, o PolyMeCo permite aos utilizadores uma melhor compreensão 
dos dados resultantes da aplicação dos números de mérito disponibilizados. 
 
Esta nova ferramenta foi usada com sucesso em dois trabalhos de 
investigação: (1) para comparar as características das malhas resultantes de
dois algoritmos de simplificação de malhas poligonais, e (2) para testar a 
aplicabilidade dos números de mérito que disponibiliza como estimadores da 
qualidade de modelos poligonais, tal como percebida pelos utilizadores. 
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abstract 

 
Polygonal meshes are used in several application areas to model different 
objects and structures. Depending on the application, such models sometimes 
have to be processed to, for instance, reduce their complexity (mesh 
simplification). Such processing introduces error, whose evaluation is of 
paramount importance when choosing the sequence of operations that is to be 
applied for a particular purpose. 
 
Although some mesh analysis and comparison tools are described in the 
literature, little attention has been given to the way mesh features (analysis) 
and mesh comparison results can be visualized. Moreover, particular 
functionalities have to be made available by such tools, to enable systematic 
use and proper data analysis and exploration. 
 
PolyMeCo — a tool for polygonal mesh analysis and comparison — was 
designed and developed taking the above objectives into account. It enhances 
the way users perform mesh analysis and comparison, by providing an 
integrated environment where various mesh quality measures and several 
visualization options are available and can be used in a coordinated way, thus 
leading to greater insight into the visualized data. 
 
This new tool has been successfully applied in two research works: (1) to 
compare between mesh simplification algorithms, and (2) to study the 
applicability of the provided computational measures as estimators of user 
perceived quality as obtained through an observer study. 
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Chapter 1IntrodutionPolygonal meshes are used in a wide range of appliations (e.g., Cultural Heritage and CADsystems). Sometimes, the original mesh model (e.g., built up from sanned 3D data) must beproessed in order to suit a partiular purpose. This proessing step may onsist of smoothingto eliminate surfae noise, simpli�ation to redue omplexity, ompression to redue storagesize and transmission time, or even watermarking to protet the model against modi�ationsor opyright violations, to name just the most ommon operations.

Figure 1.1: PolyMeCo's Graphial User Interfae.During the past years many methods have been proposed whih allow mesh proessing.Applying suh methods to polygonal meshes introdues modi�ations whih result in di�er-enes between the proessed mesh and its original. These di�erenes must then be evaluatedin order to deide whih method provides the best meshes and whether they are suitable for1



the intended purpose.There are some tools desribed in the literature, for mesh analysis and omparison, whihhave been used to ompare the output of mesh proessing methods in order to deide whih oneaomplishes the desired goal, while maintaining the smallest deviation regarding the originalmesh (de�ned aording to partiular riteria, e.g., geometri distane). With a wide range ofproessing methods (for the same purpose, e.g., simpli�ation) and a huge amount of possibleappliations, it is of paramount importane that validation be performed systematially tobetter understand the advantages and shortomings of eah method. This is partiularlyimportant, for example, in medial appliations, where a on�dene fator is a most desirableparameter in omputer aided diagnosis systems.1.1 ObjetivesAfter analysing the mesh omparison tools desribed in the literature, and reviewing someof their usual appliations, it was lear that they laked several features deemed important.Those tools provide numerial desriptors, along with olored models whih depit the dataobtained using several omputational measures.But today, as the �eld of mesh proessing has matured, it beomes neessary to havea tool whih provides an enhaned environment for mesh analysis and omparison, whereseveral models an be loaded during the same work session and data ompared using propervisualization methods to allow, not only developers but also users in general, to test andhoose among available mesh proessing methods. It is important that suh a tool providesa way of performing systemati analysis and omparison and allows exploring the obtaineddata leading to greater insight into the harateristis and e�ets of di�erent mesh proessingmethods.1.2 Developed WorkThis dissertation desribes a new tool for mesh analysis and omparison1, alled PolyMeCo(Polygonal Mesh Comparison), whih provides an integrated environment (see Fig. 1.1)allowing not only the omputation of several mesh features and di�erene measures (e.g., sur-fae smoothness analysis and geometri distane) for mesh analysis and omparison but alsothe analysis of the obtained data performed using di�erent visualization tehniques (e.g., ol-ored models and histograms). It allows working with several models in the same work session,whih are organized in a hierarhial form, thus speeding up the proess of mesh analysis andomparison for large sets of models. The user an swith easily between visualization modes,i.e., alternative ways of exploring the same data, ranging from simple mesh model renderingto extended views using olored models (several preset olor sales are available), histogramsand boxplots.1It is not a mesh proessing tool, i.e., it does not support modifying meshes in any way.2



In order to store the obtained data for future referene or to ontinue the analysis at a latertime, PolyMeCo allows saving the ontents of the urrent workspae. This is partiularlyimportant: sometimes omparing two meshes an take a long time and, in this way, all theresults are saved and easily viewed, at any time, with no additional delay.PolyMeCo has already been used in some researh ativities, as desribed in Chapter 5,proving to be a step forward in its �eld.1.3 OverviewChapter 2 presents a short introdution to Data Visualization by desribing a possible vi-sualization pipeline and fousing on issues like the use of olor to represent data or viewtransformations to enhane the visualization proess.In Chapter 3, an overview on Geometri Modeling using Polygonal Meshes is presented.It starts by desribing polygonal meshes and their appliations. Then, a possible mesh pro-essing pipeline is desribed and an overview on some ommon mesh proessing methods ispresented, namely: smoothing, simpli�ation, ompression and watermarking. Next, some ofthe measures generally used to evaluate mesh features, as well as di�erenes between meshes,are desribed. Finally, a brief analysis of several mesh omparison tools appearing in theliterature is done.Chapter 4 provides a desription of the developed tool, PolyMeCo. It starts with a listof features deemed important for a mesh analysis and omparison tool. Then, it presents apossible mesh analysis and omparison pipeline (supported by PolyMeCo) along with allfeatures available.Appliation examples are presented in Chapter 5. It starts with a desription of howPolyMeCo was used to ompute several mesh omparison measures when aiming to �ndgood estimators of user pereived quality, as obtained using an observer study to evaluatesimpli�ation methods. The seond appliation example shows the results of the omparisonbetween models simpli�ed using two mesh simpli�ation methods whih was also performedusing PolyMeCo.Finally, Chapter 6 presents some onlusions and ideas for future work.
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Chapter 2VisualizationVisualization [29℄ is onerned with representing, manipulating and exploring data and infor-mation graphially in suh a way as to gain understanding and insight into it, i.e., mapping ofdata to a visual form that supports human interation in a workspae for visual sense making[33℄. As suh, there are several sienti� domains whih have important roles in Visualization,namely Computer Graphis, Human-Computer Interation and Image Proessing.

Figure 2.1: Napoleon's marh to Russia by Charles Minard.Aross the enturies the advantages of visually representing large amounts of data werereognized. A well know example of early Visualization is that of Napoleon's marh to Russiaby Charles Minard (Fig. 2.1). Nowadays, with omputers helping on the tasks of building andinterating with various data representations and di�erent visualization tehniques (availablein software tools as the Iris Explorer [4℄ or libraries as the Visualization Toolkit [126℄), thenumerous appliation areas of Visualization range from Physis and Meteorology to Mediine.Visualization is usually divided in two di�erent areas: Data (or Sienti�) Visualizationand Information Visualization. The main di�erene between the two onsists in the �rstdealing with inherently spatial data (e.g., temperature along an iron rod) while the seond5



deals with data not assoiated with any partiular spatial distribution (e.g., results of adatabase query).This hapter presents a brief overview on Data Visualization. After presenting the mainstages of a possible Data Visualization pipeline, attention is foused on information deemedimportant for the work arried out, spei�ally the use of olor and statistial tools to builddata representations, and how these an be modi�ed and augmented during the visualizationproess allowing greater insight into the data.2.1 Data Visualization PipelineThe Data Visualization proess an be desribed by the pipeline presented in Fig. 2.2.
Figure 2.2: Data Visualization pipeline. Adapted from [33℄.Data Transformations, i.e., transforming Raw Data into Data Tables imply, in general,loss or gain of information. At this stage issues like errors in the data or missing values areaddressed in order to prepare the data to be visualized. Therefore, Data Tables often ontainvalues or a struture derived from the Raw Data. Examples of derived data are statistialomputations suh as a mean value. Sorting variables or ases is an example of a derivedstruture. Data an be of di�erent types, namely: nominal, ordinal, interval or ratio data.Visual Mappings are the proess through whih data is mapped onto a Visual Struture.It is most desirable that this mapping allows a omplete representation of the data withoutintroduing unwanted data or artifats. At this stage it is important to onsider, amongother aspets, the data type and goal of the visualization. Color mapping and statistialrepresentations are typial visualization tehniques used to build Visual Mappings and theywill be addressed on the following setions.View Transformations are used to interatively modify and augment representations. Themost ommon View Transformations, namely Loation Probes, Viewpoint Controls and Dis-tortion, will be presented in Setion 2.4.2.2 Color SalesThe appropriate use of olor in Data Visualization is a partiularly important subjet. Thehoie of the proper olor sale to use with a partiular data set is not just a matter ofhoosing the prettiest representation. Throughout the years researhers have studied this6



subjet and managed to propose guidelines whih help users along the proess of olor saleseletion. A brief overview on the subjet of olor sales is provided in what follows, fousingon the desired properties for olor sales, the guidelines that should drive their hoie, theadvantages of applying those guidelines, the experimental researh work on the �eld, and thetools proposed to help non-expert users.2.2.1 Desired Properties for Color SalesHaving a sequene of numerial values {v1 ≤ v2 ... ≤ vN} represented by olors {1, 2, ..., N},respetively, it is possible to identify the following desirable properties [85℄ [153℄ for a olorsale:
• OrderThe olors hosen to represent the values must be pereived as having the same order asthe values, i.e., if the values are ordered, the olors hosen to represent them must alsoseem ordered. An example an be the representation of a temperature sale by usingthe notions of old and warm olors and their proportional mixtures in order to obtaina sale from old to hot temperatures.It is important to note the speial ase of nominal data [118℄: objets should be dis-tinguishably di�erent but, sine they are not ordered, there should be no pereptualordering in the representation.
• Uniformity and Representative DistaneThe olor representation of two values should onvey the distane between them andolors representing values whih equally di�er from eah other should also seem equallydi�erent. Beyond that, it is required that learly separated values must be representedby distinguishable olors and that lose values must be represented by olors pereivedto be loser. This is what Trumbo [153℄ alls the Separation Priniple.When representing �ow information, for example, omplementary olors an be usedto represent �ows in opposite diretions and similar olors (with slight di�erenes) torepresent �ows in the same diretion. Levkowitz et al. [85℄ identify analogous priniplesproposed by Pizer et al. [107℄ (Assoiability) and Robertson et al. [116℄ (Separation).
• BoundariesIf there are no boundaries on the represented numerial data the olor sale should notreate this e�et, i.e., the olor sale must be able to represent ontinuous sales.
• Rows and Columns PrinipleThis is one of the priniples proposed by Trumbo [153℄ whih applies only to bivariateinformation. It states that if it is important to preserve univariate information thenthe display parameters must not obsure one another, i.e., rows or olumns having aonstant value of one variable must have onstant hue, saturation, or brightness. Forexample, using two display primaries (e.g., red and green) goes against this priniple.7



• Diagonal PrinipleThe seond priniple proposed by Trumbo whih only applies to bivariate informationsays that if the detetion of positive assoiations of variables is a goal, the displayedolors must be easily identi�ed as belonging to one of three lasses: the ones near to theminor diagonal, the ones above it, and the ones below. This ould be aomplished withthe major diagonal made up of grays, elements of maximum saturation, or onstant hue.A hue and brightness sheme violates the Diagonal Priniple [118℄.2.2.2 Univariate Color SalesUnivariate olor sales map the value of a single salar variable to a olor representing thatvalue. There are two kinds of olor sales: the ones in whih adjaent olors are similar toone another, forming a ontinuous path through a olor spae, and the ones that ontaindisontinuities, i.e., loations where adjaent olors are not similar at all. The olor salesthat will be brie�y presented next (aording to a survey presented on [113℄), as they wereonsidered as more suitable to the work being arried out, are ontinuous olor sales.1. Color Model Components
• Grey sale � This olor sale maps the value of a salar to brightness (see Fig. 2.3a).In general, blak represents the smallest value and white represents the largest,while shades of grey represent the values in between. This might happen di�erentlywith users that are more aquainted with printed data preferring a sale where aninreasing value is represented by an inreasing amount of ink thus mapping thelowest value to white and the highest to blak. The e�ieny of this olor sale isenhaned due to the e�etiveness of the human visual system at making judgmentsabout shape from brightness variation whih makes it suitable for tasks whereunderstanding qualitative shape and pattern information is needed. This olorsale exhibits a natural pereptual order (in brightness steps) and has a visual zerovalue (normally blak).The problems in this olor sale arise from the fat that it has a limited numberof distinguishable display values and a limited ontrast between di�erent levels,making it less suited for tasks involving quantitative measures.
• Saturation sale � In this olor sale the value of a salar is mapped to olors ofinreasing saturation, maintaining a onstant hue (see Fig. 2.3b). Higher valuesare emphasized over lower values. Its main weakness is that it provides a limitednumber of distinguishable levels.
• Spetrum sale � Also know as a rainbow sale (see Fig. 2.3), it is formed byholding saturation and brightness onstant while letting hue vary through its entirerange. It follows the olors of the rainbow: �rst red, then orange, yellow, green,blue and violet. One of the problems that an arise with this sale is that someusers see no intuitive ordering in the hues.8



Normally, spetrum sales start at red and go through inreasing wavelengths untilviolet. This an be an advantage for users having knowledge of the progression ofvisible light wavelengths. It may, however, present a problem due to the fat thatthe olors at the beginning and end of the sale (red and violet) are too lose. So,it is usual to use this olor sale limited to the red-blue range (see Fig. 2.3d) whihallows a better di�erentiation of the extremes.Another potential disadvantage of this olor sale is that yellow (a very strikingolor) is in the middle of the sale. This an be a problem if one is interested indepiting extreme values beause attention may be driven to the yellow areas.Also, there are pereptual disontinuities along the sale whih an lead, for exam-ple, to the pereption of boundaries where none exist.Although these problems and many other are desribed in the literature [119℄, therainbow olor sale is still the most used olor sale in Visualization [25℄.2. Redundant Color SalesUsing multiple display parameters to represent data may have the following advantages[113℄:
• Eah display parameter may onvey a partiular type of information better thanany other (e.g., brightness to onvey shape, hue for more aurately distinguishabledisplay levels);
• Multiple display parameters may help overome visual de�ienies. If one of theparameters beomes ambiguous due to a visual de�ieny, another may ompensate(e.g., use redundant hue and brightness);
• Multiple parameters reinfore eah other making, for example, areas with di�eringvalues more visually di�erent.In Ware [157℄ the utility of redundant olor sales has been experimentally on�rmedleading to a suggestion that a olor sale whih varies in both luminane and hue anbe used to aurately represent both metri and surfae properties. Some examples are:
• Redundant model omponents � A straightforward redundant sale an be built bymapping data values to both hue and brightness (see Fig. 2.3e). This kind of salehas the advantage of being suitable for use by someone with dihromati olorde�ieny.
• Heated-objet sale � This sale represents a ompromise between the grey saleand the spetrum sale. It goes from blak to white passing through orange andyellow (see Fig. 2.3f). This olor sale has a stronger pereived natural orderingthan the rainbow sale, sine it has a monotoni inrease in brightness.
• Optimal olor sale � This olor sale was introdued by Levkowitz et al. [85℄ todesribe a sale whih maximizes the number of JNDs (just notieable di�erenes)while preserving a natural order. 9



(a) (b)
() (d)
(e) (f)Figure 2.3: From left to right and top to bottom: grey sale, saturation, spetrum, limitedspetrum, redundant hue-lightness and heated-objet olor sales applied to a data set [114℄.3. Double-Ended Color SalesThis kind of sale is reated by joining two monotonially inreasing sales at a ommonend point. For example, one an join a sale from grey to red and a sale from grey toblue building a sale from red to grey to blue. With suh sales it is possible to visuallyrepresent high, low and middle values learly, sine they exhibit three distint groupsof olors.2.2.3 Multivariate Color SalesIn a multivariate olor sale two or more data variables are eah mapped to a single olorrepresenting them. This is the same priniple as the one used with redundant sales, but noweah display parameter is related with a di�erent variable.10



Working with the RGB olor model it is possible to map a variable into eah one of itsomponents, thus reating a multivariate olor sale. For example, Landsat false olor imagesare ommonly produed by representing three multispetral sanner bands with levels of red,green and blue [115℄. The result is that if the represented bands are highly orrelated, thenthe image will be omposed of shades of gray as the three omponents will have lose values.This sheme has the advantage that the extremes of the variable range (blak, red, green,blue) are easily detetable.A problem ours when one needs to deompose the shown olors into their omponents.How an similarities between areas that have the same value for two omponents but di�eron the third, be deteted?An analogous sheme an be obtained using, for example, the HLS olor model. For moredetails on the possible approahes see [113℄.2.2.4 Color Sale Seletion: Some GuidelinesNext, some important issues that have to be taken into aount when seleting a olor saleare presented.1. Data TypeWhen designing a visualization (piking a olor sale) are must be taken in order thatthe most striking features of the image re�et the most important features of the data.If a representation athes the user's attention with unimportant data features, this mayause more interesting features to be missed [113℄. Bright olors, sharp boundaries, orhigh saturation areas will most likely ath user's attention. Thus, it is important toonsider the data that will be represented and its type, and know what is more impor-tant: for example, to all attention to middle values or to positive/negative deviationsfrom a zero (threshold).Eah type of data has its own partiularities whih should be addressed properly:
• Nominal DataFor nominal data no mathematial operations are possible, sine the value as-signed to a partiular measurement represents a name or label. An example is theategorization of di�erent lung diseases with numerial labels 1, 2, 3 and 4: nomathematial operation is meaningful on these data. As noted above, the usedrepresentation for this kind of data should not impliitly order it.
• Ordinal DataWith ordinal data, values are assigned to measurements (for example) but noassumption is made about the spaing in-between the measurements, i.e., therean exist a numbering of 1, 2, 3 and 4 but the distane between element 1 and2 annot be assumed to be equal to the distane between 3 and 4. Ordinal dataare inherently disrete [120℄. The used representation should allow disriminationbetween objets and the pereption of their relative order.11



Figure 2.4: Two frequeny modulated gratings represented using a saturation varying olorsale (enter) and a luminane varying olor sale (right) [120℄.
• Interval DataIn interval data, numerially equal distanes between values are assumed to beatually equal. This kind of data is ommonly a result of an experimental measuresuh as temperature, rainfall, et. The used representation should aount for this:equal steps in data values should orrespond to equally pereived magnitude in therepresentation (resulting in what is alled an isomorphi olor sale).
• Ratio DataOn ratio data, ratios between values are assumed to be equal and values in-rease/derease monotonially about a true zero or threshold. This harateristishould be preserved in the representation. An example is the absolute temperaturemeasured in Kelvin degrees.2. Spaial FrequenyAn important issue to onsider when hoosing a olor sale is human spatial vision.The luminane and saturation mehanisms in human vision represent an important rolein spatial sensivity, but they have di�erent harateristis. The human visual systemaurately proesses high-resolution images, or data whih varies rapidly over an areaif that spatial variation is represented as a variation in luminane, i.e., the luminanehannels are responsible for proessing high spatial frequeny information. This meansthat when representing data with a high spatial frequeny it is a good idea to usea olor sale whih provides a strong luminane variation aross the data range. Onthe other hand, the saturation mehanisms in human vision are more sensitive to lowspatial frequeny variations. This kind of e�ets is illustrated in Fig. 2.4. On the toprow a frequeny modulated grating beginning at one yle per image and inreasingin spatial frequeny is presented (the orresponding waveform is presented on the �rstolumn). The variation is represented using a saturation varying olor sale (on the12



Figure 2.5: Isomorphi olor sales for low (top row) and high (bottom row) spatial frequenydata. The high frequeny olor sale (left) reveals more details in the bottom data, while thelow frequeny olor sale (right) reveals more struture in the top data [118℄.enter) and a luminane-varying olor sale (on the right). Notie how the saturation-variation olor sale makes the sinusoidal variation more visible, at the low frequenyend of the spetrum, than the luminane-varying olor sale. On the bottom row theopposite thing happens: with the saturation-varying olor sale (on the enter) you anonly observe the �rst few yles of the frequeny modulated grating, observing twieas many when using the luminane-varying olor sale (on the right). Looking, forexample, at interval and ratio-data, both luminane and saturation varying olormapsan produe the e�et of having equal steps in data to be represented by equal pereivedsteps on the olor sale, but the �rst will most ertainly be more adequate to high spatialfrequeny data variations while the seond will be more suited for low spatial frequenyvariations. Let us now look at how this re�ets on real data. Figure 2.5 shows, onthe top row, low spatial frequeny data from a weather model (ontaining informationabout, for example, the variation in relative humidity over a geographi region) and,on the bottom row, high spatial frequeny data from a radar san (radial sweep from aweather radar sensor). The struture of the low spatial frequeny data (on the top row)is pratially lost when the data is represented with a map designed for high spatialfrequeny information (on the left). On the right, using a olor sale for low spatialfrequeny results in a map whih gives more information, speially in regions wherehumidity hanges slowly over the geography. Notie how, in the lower right orner ofthe top right image, it is possible to learly view the transition between high humidityand low humidity (yellow to blue) a feature almost undetetable when using the highspatial frequeny data.On the ontrary, on the bottom row (high spatial frequeny data), the usage of a high13



spatial frequeny olor sale entails a good representation of the �nely detailed strutureof the data (even revealing sampling artifats introdued by the sensor). On the otherhand, the usage of the low spatial frequeny olor sale (on the right) gives poor results,not providing �ne detail information and putting too muh emphasis on the regionsabove the mean value (whih appear in yellow).3. Task/GoalsThe goal of a spei� representation is paramount when hoosing a olor sale. Taskswhih require the judgment of metri quantities in the data tend to work better witholor sales whih do not vary monotonially in the opponent olor hannels (bright-ness, red-green, yellow-blue). On the other hand, tasks involving qualitative judgmentsabout value distribution shape are better served with olor sales varying systemati-ally in brightness, allowing our visual system to employ familiar shape-from-shadingmehanisms [113℄.An early study by Tedford et al. [151℄ found a signi�ant olor-size e�et leading to aonlusion that warm olors like red, orange and yellow appear larger than ool olorslike green.In another study, by Cleveland et al. [39℄, users were asked to judge, on a map withequal olored areas in red and green, whih one was the largest: the average observersonsidered the red areas where larger. The obtained results suggest also that the olor-size e�et grows stronger for very saturated olors, whih indiates that these olorsmight not be the better hoie for tasks where the user is expeted to make judgmentsabout size.Considering the kind of task to perform, the olor sale an be designed aordingly.Next, examples for segmentation and highlight tasks are presented [118℄.
• Color Sales for Segmentation TasksSome of the rules used to reate isomorphi olor sales for ratio and interval dataare also useful in reating maps for segmented data. In high spaial frequenydata, luminane an be used to onvey monotoniity; in low spaial frequeny datamonotoniity an be onveyed through the saturation omponent.In reating a segmented olor sale it is neessary that the segments be eah dis-riminably di�erent from one another. This will limit the number of steps whihan be represented. Bergman et al. [20℄ state that a higher number of steps anbe e�etively disriminated for low spatial frequeny data than for high.An aspet to have in mind when dealing with ratio data (represented by a seg-mented map), where the zero value is semantially important, is that it is probablya good idea to have an even number of steps (with a transition at the zero level).On Fig. 2.6, on the left side, a �ve-level segmented olor sale is used and, onthe right side, a ten-level segmented olor sale is used. They are applied to low14



Figure 2.6: Segmented olor sales applied to low (top row) and high (bottom row) spatialfrequeny data [118℄.

Figure 2.7: Two isomorphi olor sales applied to a data set and a highlight sheme appliedto the same data [118℄.spatial frequeny data (top) and high spatial frequeny data (bottom). For thelow spatial frequeny data (top row), having additional levels provides additionalinformation. For this partiular ase, additional features of the earth's magneti�eld are revealed (notie the southern hemisphere). On the ontrary, on the bottomrow, showing high spatial frequeny loud fration observations, additional featuresare not revealed by inreasing the number of olor sale steps.
• Color Sales for Highlight TasksThe priniples whih should guide the seletion of a olor sale for highlightingpartiular features in the data an be found, for example, in Julesz [73℄.Using these priniples it is possible to design olor sales whih draw attention to apartiular range in the data. Figure 2.7 shows an interesting approah using datafrom the visible part of the spetrum remotely-sensed from spae. The two imageson the left show the data using two isomorphi olormaps designed for high spatial15



frequeny data. The right image shows how olor an be used to highlight a regionof interest without interfering with other important aspets of the data. Aross theimage the luminane omponent of the olormap is idential, but, in the regionsof interest, the hue omponent is modi�ed produing three di�erentiable regions:one blue, one green and one yellow.4. Audiene and Cultural ConnotationsIt is important to have information about the target audiene of a visualization as it angive some lues for the olor sale design. For example, onventions in one appliationarea might plae blue/violet olors of a spetrum sale at the low end (in order ofinreasing wavelength) while in another they may be plaed at the high end (in orderof inreasing frequeny) [113℄. So, paying attention to area onventions may turn theproess of designing the olor sale easier and help avoid unintentional breaks withviewer expetations.Another issue is the way olor tends to have strong ultural onnotations varying fromulture to ulture. Following these onventions it is possible, for example, to redue theognitive load on the viewer or use onnotations that suggest natural linkings betweena variable or a variable value and the olor used to represent it. For example, foran USA audiene the olor green is onneted/assoiated with the olor of money; anatural onnotation, when visualizing temperatures an be that of high temperaturesrepresented in red and low temperatures in blue.5. Visualization TypeIt is important to onsider the whole visualization during the proess of olor saledesign for the individual elements. For example, three-dimensional visualizations havedi�erent onstraints than those imposed by two-dimensional visualizations. A goodexample of the problems that an our is related with shading: users use shadingues to judge the 3D shape of a representation objet (e.g., an isosurfae); a brightnessvarying olor sale might interfere with the brightness values resulting from the shadingalulations. Nonetheless a brightness varying sale may be used in planar objets ona 3D sene. Another issue an be posed by the requirement of displaying multiplevariables in the same visualization. The used olor sales should not generally overlap,with the representation for eah variable interfering with the others as little as possible.2.2.5 Learning Through ExperimentationIn order to apply theoretial priniples oming from other areas (suh as psyhophysis),verify the appliability of new priniples, and �nd lues for the de�nition of new ones, manyresearhers have been onduting studies (namely, observer studies) [83℄.Human olor vision, a subjet well studied (for more than a entury now), provides stronglues for using olor in visualization. However, the hoie of olors for a partiular task ismore di�ult, as it is far more omplex, than the simple displays used by the experimental16



psyhologists. So, experiments are neessary to �ll the gap between theory and pratie [83℄.The main goal is to use well established theories to build design guidelines and then use anexperiment to validate the guidelines in an applied setting.The work of Rogowitz et al. [117℄ presents a method whih uses visual judgments topereptually evaluate olor sales. Sine the literature points out that olor sales whihmonotonially inrease in luminane are good andidates for representing the magnitude ofontinuous data, the proposed method was designed to identify sales that inlude a monotoniluminane omponent.The obtained results show that the proposed method might funtion as a quik proedurefor identifying olor sales with monotonially inreasing luminane, with the advantage thatit does not require display alibration or lengthy psyhophysial proedures.The work of Kindlmann et al. [80℄ is similar to the one presented by Bergman et al. [20℄.They address the problem of olor sale luminane ontrol by proposing a novel tehniquefor luminane mathing. Their tehnique, given a �xed referene olor, and a test olor withbrightness varied by the user, allows mathing the luminane of both. They use images of faesin their experiment sine they want to take advantage of the human harateristi of beinggood at reognizing faes, due to brain iruitry dediated to this proess [21℄. The authorslaim their method provides very good results and enables the reation of olor sales, withany pre-determined pattern of luminane, in devies (e.g., monitors) whih are not alibrated.Other examples are the work of Ware [157℄, whih leads to some rules guiding the proessof olor sale onstrution; of Healey [58℄, whih presents a tehnique for e�etively hoosingmultiple olors for use during data visualization; and of Montag [95℄, where the performanein judging values in univariate maps enoded using �ve di�erent olor sales is tested.2.2.6 Auxiliary Tools and MethodsDuring the past few years some e�orts have been made in order to provide users (in partiularnon-experts) with tools and methods whih allow to selet an appropriate olor sale for theirpartiular visualization purpose.Rheingans et al. [114℄ propose a tool whih allows the exploration of data sets by in-teratively manipulating the olor sale. On the upper left of the sreen appears the imagespae whih shows the urrently seleted olor sale applied to the data. In the enter of thesreen a 3D olor spae appears and a urve, within it, shows the path de�ning the sequeneof olors omposing the olor sale. As the path in the 3D olor spae is modi�ed, the imageis dynamially hanged aordingly.Bergman et al. [20℄ present a tool alled PRAVDAColor 1 whih fouses on helping usersto selet olor sales. With that purpose, they have built a library of olor sales and de�neda set of pereptual rules in order to selet appropriate maps aording to the struture of thedata and visualization goal. They presented a taxonomy for olor sale seletion whih guidestheir work. Table 2.1 presents that taxonomy: starting from the type and spatial frequeny1PRAVDA is the aronym for Pereptual Rule-Based Arhiteture for Visualizing Data Aurately.17



of the data, and aording to the representation task, several guidelines are proposed.2.3 Statistial RepresentationsStatistial representations an also be used to provide a summary of a partiular data set.The most ommonly used are histograms and boxplots. A brief desription of both is providednext.2.3.1 HistogramsA histogram (see Fig. 2.8) is a graph showing a ount of the data points falling in various ranges(i.e., bins). It an be used to provide a summary of a data distribution giving informationabout:
• The most ommon value.
• Type of distribution.
• Data symmetry and skewness.The shape of a histogram an be partiularly sensitive to the seleted bin width. Anexample an be that of bimodal data (i.e., data with two values/ranges whih appear often):if the bins are too wide this partiularity may not be evident. On the other hand, if the binsare narrow, analysis beomes more di�ult as the number of elements in eah bin beomessmaller. So, to determine the orret bin size for a partiular data set, several bin widthsshould be tested and its in�uene on the histogram shape observed. An example of a moreelaborate method for optimal bin size seletion an be found in Shimazaki et al. [130℄.

Figure 2.8: Histogram showing the horsepower of a set of 400 ars in the United States.Another kind of histogram is the umulative histogram. Instead of representing the numberof elements in eah bin, a sum of the number of elements present in all bins up to the urrentis provided. This means that the last bin will ontain the total number of elements in thedata set. 18



DataType SpatialFrequeny Representation TaskIsomorphi Segmentation HighlightingRatio(truezero) Low Luminane: uniformHue: opponent omple-mentary pairSaturation: monoton-ially inreasing fromgrey
Even numberof segmentsMany segmentsOK Larger rangefor highlightedfeaturesHigh Luminane: monotoni-ally inreasingHue: opponent or om-plementary pairsSaturation: monoton-ially inreasing fromgrey
Even number ofsegmentsFewer segments Smaller rangefor highlightedfeatures

Interval Low Luminane: uniformHue: opponent pairsSaturation: monoton-ially inreasing fromgrey Many segmentsOK Larger rangefor highlightedfeaturesHigh Luminane: monotoni-ally inreasingHue: uniform or smallhue variationSaturation: monotoni-ally dereasing
Fewer segments Smaller rangefor highlightedfeaturesOrdinal Low Luminane: uniformHue: variation aroundhue irleSaturation: monotoni-ally dereasing Fewer segments Inrease luni-mane of high-lighted areasHigh Luminane: monotoni-ally inreasingHue: variation aroundhue irle Saturation:uniform More segments Inrease satu-ration of high-lighted areaNominal Low Luminane: uniformHue: variation aroundhue irleSaturation: uniform Fewer segmentsthan 7 Inrease lumi-nane or satu-ration of high-lighted areasHighTable 2.1: A taxonomy for olor sale reation based on Data Type, Representation Task,and Priniples of Pereption [20℄. 19



The histogram is often used in ombination with other statistial summaries suh as theboxplot.2.3.2 BoxplotsA boxplot [46℄ (see Fig. 2.9) is also a way of summarizing a set of data. It is a type of graphwhih is used to show the shape of the distribution, its entral value, and variability.

Figure 2.9: Boxplot example.The box (see Fig. 2.9) ontains the middle 50% of the data, i.e., values ontained betweenthe 25th perentile (lower edge of the box) and the 75th perentile (upper edge of the box).The line in the box represents the median value of the data. If this line is not equidistant fromthe upper and lower edged of the box then the data is skewed. The ends of the vertial lines(the �whiskers�) represent the minimum and maximum data values, unless outliers exist inwhih ase these lines extend to 1.5 times the height of the box (inter-quartile range). Finally,the points are outliers or suspeted outliers.Boxplots an be easily used to ompare among data sets but they have the disadvantageof hiding distribution details. This an be overome by using them with other tools likehistograms.2.4 View TransformationsView transformations are used to interatively modify and augment representations. Thereare three ommon view transformations [33℄:1. Loation Probes2. Viewpoint Controls 20



3. Distortion2.4.1 Loation ProbesLoation probes are view transformations that use loation in a representation to reveal ad-ditional information, i.e., users an obtain additional information about a partiular elementon the representation through, for example, a pop-up window in a way that is sometimesalled details-on-demand [33℄. Examples of loation probes an be found throughout the vi-sualization literature as in Gandhi et al. [47℄, where, in a tool to help users navigate the webby showing pages of a site in a tree view, probes are used to provide information about eahnode in the tree whenever the mouse is moved over it.2.4.2 Viewpoint ControlsViewpoint ontrols use a�ne transformations to zoom, pan and lip the view volume. Thesetransformations are intended to enlarge the representation or hange the observers positionthus making the details more visible. When zooming into a partiular representation it isimportant not to loose ontext, i.e., visualize any detail without loosing information about thegeneral view. One solution [33℄ is to provide the user with a simple and fast zoom tool whihallows swithing from full view to detail and vie-versa rapidly. This, however, still requiresthe user to remember information not visible. Another solution an be to use �overview +detail �. This tehnique onsists in showing two windows: an overview of the representationand a detail window providing zoom of a partiular area. The overview window providesontext for the detail view, ating as a ontrol window to hange the region whih is beingzoomed.2.4.3 DistortionDistortion onsists in a visual transformation whih modi�es a representation to reate fousplus ontext views by ombining overview and detail. It is more e�etive when the user anpereive the larger undistorted representation through the distortion. A well known exampleof distortion is the perspetive wall [92℄.Distortions are e�etive when the features or patterns, of use to the user, are not distortedin a way harmful to the task. For example, in the perspetive wall the human pereivesthe linear sequene as folded, whih means it is a distortion whih leaves even the metriinformation invariant [33℄.2.5 ConlusionThis hapter gave a short overview on Data Visualization, presenting a possible Visualizationpipeline and fousing on issues deemed important for the work arried out, namely: theuse of olor and statistial tools to build data representations and the use of several ViewTransformations to enhane the visualization task.21



The presented Data Visualization pipeline depiting the usual visualization task may bevery helpful as a referene model when developing visualization tools.Using olor to transmit information is not a straightforward task. There are several issueswhih may in�uene the way information represented by olor is pereived. The presentedpriniples and rules may help seleting the proper olor sale for a partiular situation anddetet problems that may arise.View Transformations an help users to explore additional information. Given the fatthat a visualization is presented in a limited spae, it is important that methods are usedwhih reveal information not visible in the urrent ontext. These allow the user to moreeasily deal with the information, aessing it in a hierarhial form.
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Chapter 3Geometri Modelingusing Polygonal MeshesPolygonal meshes are, nowadays, widely used in di�erent appliation areas (see Fig. 3.1) ofComputer Graphis and Geometri Modeling and Proessing, as an alternative to polyno-mial spline surfaes, due to their simpliity, allowing, for example, easy model building bytriangulating points obtained with 3D sanners.

Figure 3.1: Model of an angel represented using a polygonal mesh [9℄.That wide range of appliations has motivated the development of mesh proessing meth-ods, usually analogous to those used in signal proessing [148℄, whih allow mesh modi�ationto meet spei� riteria.When proessing meshes for a partiular purpose, it is possible to de�ne whih method23



to use and how, just like we would do, for example, when �ltering an audio signal. Thisinter-method and inner-method variability requires that the results are assessed in order tohoose the most adequate proessing.Along with the mesh proessing methods, several operators have been developed whihallow the omputation of surfae properties and mesh feature evaluation, e.g., urvature.Mesh omparison an then be performed by omparing orrespondent mesh features betweenmeshes. For this purpose, and in order to ompare the quality of di�erent mesh proessingmethods, some mesh omparison tools have been proposed.This hapter provides a short overview on Geometri Modeling using polygonal meshesby presenting a possible mesh proessing pipeline and information regarding some usual meshproessing operations. An overview of methods for mesh feature evaluation and mesh om-parison ends the hapter.More information on this subjet is available in the Eurographis Tutorials presented byKobbelt et al. [82℄ and Botsh et al. [27℄.3.1 Polygonal MeshesA 3D mesh M is de�ned [128℄ as a tuple {V, E, F} of verties V =
{

vi|vi ∈ ℜ3, 1 ≤ i ≤ m
},edges E = {(vi, vj)|vi, vj ∈ V, i 6= j}, and faes F whih are usually, for the sake of simpliityand performane, triangles F = {(vi, vj , vk)|vi, vj , vk ∈ V, i 6= j 6= k}, but may inlude otherkinds of planar polygons. Figure 3.2 shows these di�erent entities.Meshes represented in this way are also known as boundary meshes in order to distinguishthem from 3D volumetri meshes (e.g., tetrahedral) and emphasize the fat that they representa 2D surfae embedded in 3D.

Figure 3.2: From left to right: verties, edges and faes of a polygonal mesh.The vertex desription inludes information regarding geometry (x, y, z oordinates foreah vertex) and, optionally, photometry (vertex normals, vertex olors or texture oordi-nates). Faes an also have photometry information assoiated, suh as surfae normals.A usual mesh representation for storage may be that of a list of verties and a list of faesde�ned by the indies of the verties whih ompose them. For example, to represent the24



Figure 3.3: De�ning a ube using a polygonal mesh. Left, a ube and the oordinates of eahvertex. Right, list of verties and list of faes (eah fae de�ned by 4 vertex indies) whihde�ne it.ube on the left of Fig. 3.3 using a polygonal mesh, the two lists presented on the right wouldbe enough.This kind of representation (with a list of verties and a list of faes) is typial in several�le formats for mesh data storage like OBJ [5℄ and PLY [7℄. Several onstraints are to beonsidered in the relationship between mesh entities (verties, edges, faes) in order to obtainvalid representations. In general it is desirable that a mesh be two-manifold, i.e., eah pointon its surfae is homeomorphi to a disk (half-disk at boundary points) [27℄. A triangle

Figure 3.4: Examples of a non-manifold edge and a non-manifold vertex.mesh is onsidered two-manifold if it does not ontain non-manifold edges/verties and hasno self-intersetions. A non-manifold edge has more than two inident triangles and a non-manifold vertex is, for example, the joining point of two separate surfaes in suh a way thatthe vertex beomes inident to two triangle fans (see Fig. 3.4 for examples). Most meshproessing methods do not deal well with non-manifold meshes, sine around non-manifoldon�gurations there are no learly de�ned neighborhoods.3.1.1 Data StruturesIn order to reate and manipulate polygonal meshes it is neessary to have a proper datastruture whih allows fast and e�ient aess to the di�erent entities (faes, edges and25



verties) and to loal neighborhood information, e.g., the 1-ring (diret neighbors) of a vertex.As onstant-size strutures an be stored more e�iently, the restrition to triangle meshesor the use of edges as the topologial primitive is usual [22℄. An overview and omparisonof several mesh data strutures an be found in [76℄, and in [45℄ a short overview on datastrutures for non-manifold meshes is presented.When hoosing a mesh data struture it is important to analyse the topologial andalgorithmi requirements [27℄, i.e., whih kind of meshes are to be represented (e.g., triangleor arbitrary polygonal meshes) and whih operations need to be applied to them (e.g., justrendering, geometry modi�ation, multi-resolution).There are mainly two kinds of data strutures: those whih store onnetivity informationat fae level, Fae-based, and those whih store onnetivity information at edge level, Edge-based.Fae-basedEah fae (the basi topologial unit) ontains information about its verties and adjaentfaes. For eah adjaent fae, the index of the adjaent edge is also stored (see Fig. 3.5).

Figure 3.5: Fae-based data struture. A fae is desribed by an array of vertex pointers andan array of neighbor pointers (one suh neighbor is indiated in dotted outline). Note thatthe neighbor has its own edge number assignment whih may di�er aross the shared edge[167℄.This kind of data struture is very onvenient when working with subdivision and mul-tiresolution hierarhies [167℄, sine subdivision operations are performed using fae and vertexinformation and there is no primary interest in edges.Edge-basedThe most ommonly used data strutures to represent orientable two-manifold polygonalmeshes [22℄ are the winged-edge [18℄ and the halfedge [160℄ strutures.The winged-edge data struture assoiates eight referenes to eah edge: two verties,two faes and four inident edges. This representation has the shortoming of not providing26



Figure 3.6: Halfedge data struture depiting how the information is stored. (1) halfedgestarting at this vertex; (2) halfedge belonging to this fae; (3) halfedge points to this vertex;(4) halfedge belongs to this fae; (5) next halfedge in the fae (ounter-lokwise); (6) oppositehalfedge; (7) previous halfedge in the fae (optional).information about edge orientation. The halfedge data struture solves this by splitting eahedge in two neighboring halfedges. In a halfedge data struture eah vertex referenes oneoutgoing halfedge, eah fae referenes one of the halfedges that bounds it and eah halfedgehas information assoiated with the vertex it points to, its next and opposite halfedges andthe fae it belongs to (see Fig. 3.6).Other data struturesThere are other, less used mesh data strutures [22℄: quad edge, whih allows the representa-tion of non-orientable manifolds; radial edge, to deal with non-manifold meshes; and diretededges [31℄, whih is very memory e�ient but only supports triangles. Reently, the Adja-eny and Inidene Framework (AIF) [132℄ was presented. It is a data struture providingfast aess and retrieval of loal adjaeny and inidene information. This is aomplishedusing a single indexed query operator, alled mask operator, whih allows aess to onne-tivity information independently of mesh size. Unlike other boundary representation datastrutures, AIF is not oriented (but is orientable), i.e., it does not ontain oriented ells (e.g.,half-edges). Consequently, it is more onise.3.1.2 Software LibrariesFrom the above mentioned data strutures, halfedge is the most widely used and there areseveral libraries whih provide its implementation and additional mesh proessing operations.Some examples are: 27



• Harvard Graphis Arhive Mesh Library [52℄ � This library, developed in C, provides animplementation of a halfedge data struture.
• Computational Geometry Algorithms Library (CGAL) [23℄ � This library, developed inC++, provides the implementation of several Computational Geometry algorithms (e.g.,point-loud triangulation). It also provides an halfedge data struture.
• OpenMesh [28, 6℄ � This library, developed in C++, has the main purpose of providingan halfedge struture and a set of features (e.g., vertex iterators) whih allow the ma-nipulation of a stored mesh. It is possible to work with a kernel for generi polygonalmeshes or one spei�ally developed for triangular meshes. OpenMesh also provides asimpli�ation module, whih an be used to simplify meshes stored in its data struture,and allows the reation of multi-resolution meshes.3.2 Appliation AreasPolygonal meshes have, nowadays, a wide range of appliations in several domains. In Cul-tural Heritage appliations, mesh models have been used to represent huge statues [86, 53℄or monuments, thus allowing the preservation of their features, measuring [125℄ (e.g., forrestoration purposes) and lose examination using virtual reality environments. Meshes havealso been used to model arhaeologial sites and anient building reonstrutions [54℄, basedon exavation data and the arheologist's interpretation. Figure 3.7 shows an example ofpolygonal mesh usage in Cultural Heritage.

Figure 3.7: Mesh appliation in Cultural Heritage. On the left a photograph of Mihelangelo'sDavid. On the right a omputer rendering made from a geometri model reated for the DigitalMihelangelo Projet [86℄.In medial appliations mesh models have been used in tools supporting diagnosis andtreatment by providing the physiian with, for example, 3D models of organs [68℄ or theskull [35℄ (e.g., for ranioplasty), allow virtual endosopy [17℄ and support virtual surgerysystems for training [142℄. In the automotive industry 3D models of ar bodies are used fortesting purposes in order to inspet, for example, their surfae urvature [146℄. In omputergames and animation �lms (Fig. 3.8), polygonal meshes are used to model haraters and28



Figure 3.8: Cars, the latest Pixar animation movie.environments. In siene and engineering, polygonal meshes are used to support simulations[89℄ (�nite elements) and reate visualization tools whih allow additional insight into si-enti� data/phenomena [78℄. Polygonal meshes are also used in CAD/CAM systems, withappliations in several domains suh as Mehanial Engineering and Arhiteture.3.3 Polygonal Mesh ProessingMesh proessing is a key topi in Computer Graphis, Geometri Modeling and ComputerAided Design [140℄. Nowadays, sanning tehniques allow aquiring surfaes at a very highlevel of detail. These very omplex (i.e., with a large number of faes and verties) meshesrequire geometry proessing suh as �ltering, to remove surfae noise, simpli�ation to reduetheir omplexity, ompression, for e�ient storage and streaming, or even watermarking toprotet them against modi�ations or unauthorized opying. In what follows a brief overviewon the mesh proessing pipeline and on the above mentioned mesh proessing tasks is done.More detailed information on the subjet an be found in the state-of-the-art reports byTaubin et al. [149℄ and Sorkine et al. [140℄.3.3.1 Mesh Proessing PipelineMesh proessing is usually desribed by the pipeline of Fig. 3.9 [27℄. Raw data an be obtainedby mehanial or optial sanning of an objet, from volume data sets or from numerialsimulations. Then, this point loud is onverted into a polygonal mesh using, for instane,triangulation methods and artifats like holes or topologial problems are orreted. At thisstage the quality of the mesh an be evaluated in order to detet surfae noise or badlyformed triangles. The mesh an then be submitted to surfae smoothing for noise removal,simpli�ation for omplexity redution or remeshing for mesh quality improvement. All theseoperations are submitted to quality ontrol, in order to understand the impat they have onthe mesh and if the resulting meshes are aeptable for a partiular appliation.29



Figure 3.9: Mesh proessing pipeline. Adapted from [27℄.30



Figure 3.10: From left to right: original model, noisy model and smoothed model [129℄.
Figure 3.11: Mesh shrinkage: by applying several Laplaian smoothing iterations to a mesh,without any onstraint, it tends to shrink, ollapsing to its enter of gravity.3.3.2 SmoothingAlong the di�erent stages of the mesh building/proessing pipeline surfae noise is introdued.This an happen, for example, during the data aquisition proess, in intermediate alulations(due to limited preision) or in the data manipulation and surfae reonstrution algorithms[129℄. Removing or attenuating suh noise an be aomplished by slightly modifying vertexpositions in order to obtain a surfae whih is globally smoother. Figure 3.10 shows the resultsobtained after applying smoothing to a model.In the past few years many surfae smoothing algorithms have been proposed. Taubin[148℄ proposed a solution based on signal proessing methods. His method was then improvedby several authors, suh as Kobbelt [81℄ and Desbrun et al. [43℄. Even though suh improvedmethods usually provide good results they an, sometimes, destroy important mesh features(e.g., edges and more detailed areas) [129℄. A well-known example is that of mesh shrinkagewhen using Laplaian smoothing without onstraints [149℄ (see Fig. 3.11 for an example). Topreserve mesh features several methods have been proposed suh as those of Taubin [150℄,Ohtake et al. [100℄, Jones et al. [71℄, Fleishman et al. [44℄ and, more reently, Shen et al. [129℄(whih inludes a brief desription of the previously referred methods) and Chen et al. [34℄.3.3.3 Simpli�ationMesh simpli�ation algorithms derease mesh omplexity by reduing the number of theirverties (see Fig. 3.12, for an example), while trying to preserve as muh of their shapeand appearane as possible. In the past few years many simpli�ation methods have been31



Figure 3.12: Stanford Bunny at di�erent simpli�ation levels: 250, 500, 1500 and 2500 verties.Top, Gouraud shading; bottom, �at shading.

Figure 3.13: Vertex lustering example in 2D: the plane is divided into equally sized ells andall points belonging to the same ell are joined [59℄.presented in the literature and a survey an be found in [90℄.Aording to their harateristis, mesh simpli�ation methods an be divided in severalategories [72℄: vertex deimation [127℄; vertex lustering [122℄ (see Fig. 3.13 for a 2D ex-ample); edge ontration [62℄; vertex pair ontration [49℄; re-tiling [154℄; and wavelet basedsimpli�ation [51℄.These vertex merge, removal and lustering operations an usually be enoded in a treewhih an then be traversed in any diretion, thus allowing a multi-resolution (level of detail)model. A few simpli�ation methods have been proposed whih use these multi-resolutionmodels and simpli�ation riteria based on the amera position on the sene (view-dependentsimpli�ation), or on the pereptual harateristis of the human visual system, providing asimpli�ed version in run-time whih is adequate to the visualization onditions. Examples arethose of Hoppe [63℄, Kim et al. [79℄, Azuma et al. [15℄ and Luebke et al. [91℄.Figure 3.14 shows a head model rendered at full omplexity (top) and using view-dependent simpli�ation (bottom). Both models look similar but the one on the bottom32



Figure 3.14: View-dependent simpli�ation. Top, the original model; bottom, a model ren-dered using view-dependent simpli�ation.is rendered faster due to a smaller number of faes. By omparing the models in wireframe,it is lear that regions not viewed by the user where simpli�ed to redue omplexity.There are also methods whih extend previous approahes by allowing the user to speifyimportant features of the model [77, 108℄. This information is then onsidered when seletingandidates (e.g., triangles) for simpli�ation.Reently, Jong et al. [72℄ and Jang et al. [69℄ proposed methods whih provide enhanedways of automatially identifying and dealing with model features by preserving them as muhas possible or removing them onsistently. An example of the latter an be seen in Fig. 3.15.With mesh omplexity growing at a fast pae, models do not �t into the main memory,whih leads to intensive virtual memory usage. To avoid performane degradation, due tomemory swapping, some out-of-ore simpli�ation methods have also been proposed. A fewnotable examples are those of Lindstrom [87℄, with improvements by Lindstrom et al. [88℄,and Wu et al. [161℄.3.3.4 CompressionWhen dealing with polygonal mesh ompression there are two kinds of information that anbe ompressed: geometry and onnetivity [121℄.In geometry ompression, vertex oordinates are usually quantized (aiming to maintain a33



Figure 3.15: On top, three levels-of-detail obtained with QSlim and, on bottom, equivalentsimpli�ations obtained with the simpli�ation method proposed by Jang et al [69℄. Some ofthe features ould not be preserved, so they were removed in order to obtain a model o�eringbetter pereptual quality.desired preision) and then e�iently oded using statistial odes. This operation is usuallylossy, i.e., after ompression it will not be possible to restore the original geometry, for exampledue to trunation during the quantization proess. Beyond the typial approah of geometrioordinates quantization, there are methods whih transform the geometri oordinates intoa more suitable transform domain. The method proposed by Karni et al. [75℄ obtains themesh spetral oe�ients and then applies quantization to them. Another method, proposedby Sorkine et al. [141℄, transforms the spatial oordinates into what they all δ-oordinatesin order to shift the quantization error from high to low frequenies, thus turning it lessnotieable.In onnetivity ompression, onnetivity information is e�iently oded. Generally, themethod used has to be lossless, i.e., it must be possible to reover all the information duringthe deompression proess. This is due to the fat that onnetivity information is moreimportant than geometry information mainly beause it sets how faes are formed and providesneighborhood information, whih is often used in geometry ompression to obtain higherompression rates: instead of oding the oordinates for a partiular vertex it is usual to odeonly their di�erene regarding a lose neighbor (predition methods). Beyond that, losingonnetivity information would be unaeptable, for example, in appliation domains as CADmodeling.Mesh ompression algorithms an be divided in two groups: single-rate and progressiveompression. In single-rate ompression, geometry and onnetivity information are om-pressed and deompressed as a whole. In progressive mesh ompression a mesh is deomposedin a base (oarser) mesh and a sequene of re�nements. This information is then enodedinto a stream. The main advantage of progressive ompression is that during deompres-34



Figure 3.16: Single rate (top) vs. progressive ompression (bottom) [12℄.sion both onnetivity and geometry are inrementally reonstruted thus allowing viewing a(oarse) omplete version of the mesh right from the start (see Fig. 3.16 for a omparison be-tween single-rate and progressive ompression). This is also suitable to transmit informationregarding huge models through a network.A ommon operation in lossy mesh ompression methods (both single-rate and progressive)is that of remeshing the model prior to ompression. The original mesh is onsidered as justone of the possible representations of the shape geometry. This operation is performed inorder to obtain a more regular mesh whih will enable greater ompression gains.Some reent surveys about ompression methods are presented by Alliez et al. [12℄ andPeng et al. [105℄.3.3.5 WatermarkingOne of the possible approahes to protet 3D models against illegal opying, tampering andopyright violations is to generate and embed an impereptible signal (a watermark) in theoriginal data, whih an arry information, for example, about its owner.Aording to its appliations, watermarking methods an be for ontent authentia-tion/tamper proo�ng or for opyright protetion. In the �rst ase, the goal is, for example,to detet hanges made to the model. This requires what is alled fragile or semi-fragilewatermarking tehnologies, as presented in Boon-Lok et al. [24℄: any small modi�ation ofthe model greatly a�ets the watermark. For opyright protetion the watermark should bepereptually invisible, statistially undetetable and resist a variety of modi�ations like ro-tation, translation, saling or even simpli�ation. For this appliation area a larger numberof methods have been proposed, suh as those of Benedens et al. [19℄, Ohbuhi et al. [99℄ andZafeiriou et al. [165℄.The watermark an be embedded in the spatial domain or in a transform embeddingdomain. In the spatial domain, watermarks are embedded by modifying the geometry [97℄,35



topology, onnetivity [57℄ or surfae normals. These methods are not very omplex but theyare usually sensitive to several attaks. A reent example is the work presented by Bors [26℄.In the transform domain, the spetral approah is very ommon. The deomposition ofthe target mesh into a spetral domain has been performed using a wide variety of methodslike wavelet transforms [74℄, multi-resolution analysis [164℄, spetral mesh analysis [98℄ or,more reently, orthogonal basis funtions [162℄. Apart from the spetral domain approahes,other transform tehniques were proposed. An example is a method by Song et al. [139℄whih transforms the mesh into an image and then embeds the watermark using image-basedwatermarking.3.4 Evaluating and Comparing Mesh FeaturesThe omputation of mesh properties or features (e.g., urvature) is usually a �rst step towardspolygonal mesh analysis and omparison. The omparison between two meshes (e.g., anoriginal mesh and a proessed mesh resulting from it) is then arried out by evaluating, for agiven property, the distribution of di�erenes between the two meshes.Many methods have been presented in the literature for omputing polygonal mesh prop-erties, namely, for estimating urvature, salieny, and mesh element (e.g., triangles) quality.Other methods have been proposed for omputing partiular di�erene measures between twomeshes: geometri distane, attribute deviation and visual di�erenes.3.4.1 Mesh AnalysisIn what follows a short overview on some methods to ompute polygonal mesh properties ispresented.Mesh CurvatureThere are many methods for estimating surfae urvature on polygonal meshes, the followingbeing widely used: the quadri �tting method of Hamann [56℄; Taubin's algorithms [147℄with later improvements proposed by Surazhsky et al. [145℄; the disrete Gaussian and meanurvature estimation methods of Meyer et al. [94℄; a ubi-order algorithm for approximatingprinipal diretion vetors proposed by Goldfeather et al. [50℄; the normal based estimationof the urvature tensor desribed by Thiesel et al. [152℄; and the method for estimation ofurvature and its derivatives of Rusinkiewiz [124℄. Reently new estimation methods haveappeared in the literature: see Agam et al. [11℄ and Razdan et al. [110℄; the latter usesbiquadri Bézier pathes.A omparison of Gaussian and mean urvature estimation methods an be found in Magidet al. [93℄. 36



Figure 3.17: On the left, the Stanford Armadillo and on the right its mesh salieny distribution[84℄.Mesh SalienyA purely urvature-based metri might not produe orret information about the pereptualimportane of a mesh feature. For example, a high urvature feature in the middle of a�at region will probably be pereived as important; but a �at region in the middle of denselyrepeated high urvature bumps will also be pereived as important. Mesh salieny is a measureof suh regional importane [84℄ by identifying the mesh surfae areas whih are judged to beof greater interest, i.e., whih present a larger number of features.Over the years this onept has been used in order to enhane simpli�ation methods:Kho et al. [77℄ and Pojar et al. [108℄ determined salient features by user seletion. Yee etal. [163℄ omputed the salieny of 3D models based on their 2D projetions. In the reentwork of Howlet et al. [65℄ salieny is asertained using an eye-traking devie, and it is shownthat using this data during the mesh simpli�ation proess an help preserve visual �delity.A few authors ompute salieny diretly from a 3D model: Watanabe et al. [158℄ detetsalient urvature features; Hisada et al. [60℄ detet pereptually salient features using a 3Dskeleton. Reently, Lee et al. [84℄ presented a method whih allows the omputation of meshsalieny based on mean urvature information. They point out that a salieny measure mustbe omputed for di�erent sales, sine a feature that is important at a partiular sale mightnot remain so at a di�erent one.Mesh Element QualityWhen assessing quality, it is important to evaluate the quality of eah one of the elements thatompose a mesh. Several metris have been proposed in order to assess this (partiularly fortriangles) based on minimum angle, maximum angle, edge ratio, edge to inradius, et. Pébayet al. [104℄ analysed several triangle quality measures, studied their extremal properties andexamined their asymptoti behavior, in order to better understand the information they mightprovide.More omplex element analysis has also been proposed. Reent approahes are those37



of Huang [66℄, where three mesh quality measures haraterizing the shape, alignment andadaptation features of elements are introdued, and of Cao [32℄ where the relation betweentriangle geometri properties and the assoiated error of linear interpolation is analysed.Smoothness AnalysisMesh smoothness is a good measure of the �visual quality� of a mesh [75℄. It is possible tomeasure the smoothness of a mesh by omputing the di�erene between a vertex position andthe position of the entroid of its diret neighbors: mesh smoothness is larger when this valueis smaller.Another method used to analyse smoothness is through the visualization of isophotes orre�etion lines [27℄. Isophotes are lines of onstant illumination on a surfae. To ompute theselines, a Lambertian surfae [13℄ is onsidered (i.e., with purely di�use re�etion). This meansthe isophotes are independent of the viewpoint. The resulting images allow the detetion ofsurfae irregularity when ompared with standard shading. The user an examine the lines,rate their smoothness and transfer this information to the surfae: Ck ontinuous surfaeslead to Ck−1 ontinuous isophotes.
Figure 3.18: Re�etion lines on C0, C1 and C2 surfaes [27℄.Re�etion lines (see Fig. 3.18) are rendered assuming a speular surfae (thus, they dependon the viewpoint) and they have been traditionally used in the automotive industry to evaluatear surfae quality by using an arrangement of parallel �uoresent lights plaed above the ar.Just like the isophotes, re�etion lines allow obtaining information about surfae ontinuity:if a surfae is Ck ontinuous then the re�etion lines will be Ck−1 ontinuous.3.4.2 Mesh ComparisonIn what follows a short overview on methods used to ompare polygonal meshes is provided.Geometri DistaneGeometri distane gives an idea of how lose the shape of one surfae is to the other. Sev-eral methods are proposed in the literature whih allow measuring the distane between twomeshes. An important aspet is surfae sampling: it is usually required sine, when ompar-ing two meshes, they might have a di�erent number of verties (e.g., due to simpli�ation)38



or their verties might not have a lear orrespondene. Thus, in order to ompare a vertexposition with its orrespondent on another mesh, the latter mesh surfae must be sampled inorder to �nd ommmon omparison points.Cignoni et al. [37℄ presented a method for measuring the geometri distane using surfaesampling; similar approahes were presented by Aspert et al. [14℄, whih fous on the Hausdor�distane, and by Roy et al. [123℄. Reently, Guthe et al. [55℄ presented a method for fast andaurate omputation of the Hausdor� distane.Other approahes have also been presented: Inagaki et al. [67℄ desribed a method whihuses pixel based searh; Park et al. [101℄ presented a shape dissimilarity measure whih usesthe depth bu�er and a surfae roving method, in order to measure distanes between orre-sponding points on di�erent 3D models.Attributes DeviationAttributes are data de�ned at eah mesh vertex, e.g., olor, normal and texture oordinates.These attributes an play an important role in models aimed for rendering. For example,sine normals are used in lighting alulations, a large normal deviation might entail visualartifats or signi�ant di�erenes when the mesh is rendered.Cohen et al. [41℄ desribed a method to ompute texture deviation between two meshes.Reently, Roy et al. [123℄ proposed a generi attribute deviation metri whih allows theomputation of the deviation for several types of attributes.Visual MetriIn order to apture the visual di�erene between an original model and its approximation,Karni et al. [75℄ proposed a visual metri based on the geometri and Laplaian di�erenesbetween two meshes, whih is used in the ontext of quality assessment of a ompressionalgorithm. The geometri di�erene is related with �physial� (oordinates) di�erenes, whilethe Laplaian is related to visual/pereptual di�erenes. Computing the visual metri isonly possible for meshes having the same number of verties, and a orrespondene betweenthem must be possible. A proessing method whih satis�es this requirement is, for example,smoothing.More reently, Sorkine et al. [141℄ used this visual metri and proposed assigning a higherweight to the Laplaian di�erene (smoothness), sine it is deemed more important to thepereived visual quality.Mixed MeasureFollowing the results presented in Sousa Santos et al. [143℄, whih suggest that (1) the Geo-metri Distane is a better estimator of pereived quality for strongly simpli�ed models, andthat (2) the Normal Deviation is a better estimator of pereived quality for less simpli�edmodels, a mixed measure an be proposed whih weights those two deviations aording tothe simpli�ation level of a model. 39



Figure 3.19: The Metro graphial output window [37℄.Suh mixed measure is omputed as C(vi) = (1.0 − α)G(vi) + αN(vi), where G(vi) and
N(vi) denote the Geometri and Normal Deviations for vertex vi and α = m/M , where m isthe number of verties of the proessed mesh and M the number of verties of the original(referene) mesh. The latter is still a very rude approximation of an ideal blending fatorand further researh is learly needed here.3.5 Mesh Comparison ToolsMesh omparison is usually arried out with the help of dediated software tools providingthe user with numerial data (e.g., minimum, mean and maximum di�erene values) andvisual information (e.g., oloring a model aording to the di�erene values measured at eahvertex), and allowing the user to hoose among several di�erene measures.A few suh tools, whih allow mesh feature evaluation and the omparison of polygonalmeshes, are desribed in the literature and an analysis of their features is presented next.3.5.1 MetroMetro is a ommand line tool, developed by Cignoni et al. [37℄ for Windows and Linuxwhih an be found at http://vg.soureforge.net/tiki-index.php?page=Metro. Anearly Graphial User Interfae, whih was not available in the tested version, is presentedin Fig. 3.19.Main FeaturesMetro provides di�erent methods for surfae sampling (Monte Carlo sampling, subdivisionsampling and similar triangles sampling).It allows both numerial and visual mesh omparison. Among the numerial values pro-vided is data about the input mesh harateristis (number of verties and faes, surfae area,40



Figure 3.20: Graphial User Interfae of the tool developed by Zhou et al. showing (fromleft to right) a proessed model, the original model, and a model olored aording to thedi�erene between the two [166℄.
Figure 3.21: Several visual mapping options provided by the tool developed by Zhou et al.From left to right: overlay, rainbow mapping, white-blak-white pseudo-oloring, glyph (high-pass �ltered) and glyph (low-pass �ltered) [166℄.mesh volume, et.), the minimum and maximum distanes between two given meshes andtheir di�erene in volume. It is also possible to view a model olored aording to the resultsobtained. Also provided is the omputation of the Hausdor� distane.AppliationsMetro is the most used tool to assess di�erenes between polygonal meshes. Some examplesare the work of Cignoni et al. [36℄, where it has been used to ompare among mesh sim-pli�ation algorithms; Valette et al. [155℄, where it was used to assess the quality providedby a multiresolution sheme; and Müller et al. [96℄, where it was used to evaluate a meshompression method.3.5.2 Metris and Visualization Tools for Surfae Mesh ComparisonThis is a tool developed for SGI workstations by Zhou et al. [166℄.Main FeaturesThis tool introdues some additional measures (namely, disrete surfae urvature) and arewas taken to present several visualization tehniques, inluding side-by-side viewing of theompared models and results (Fig. 3.20), box-glyphs and animations (Fig. 3.21).41



Figure 3.22: M.E.S.H. visualization window showing vertex error information for a torusmodel [14℄.AppliationsThe only appliation of this tool in the literature, to the best of my knowledge, is the oneproposed in Zhou et al. [166℄ to ompare di�erent resolution meshes and meshes obtainedwith di�erent methods.The authors who ite it do it mainly beause they use a disrete urvature omputationmethod also proposed in the above mentioned paper.3.5.3 M.E.S.H.M.E.S.H. (Measuring Error between Surfaes using the Hausdor� distane) was developed byAspert et al. [14℄, and an be found at http://mesh.berlios.de/. It an be run in bothWindows and Linux systems.Main FeaturesM.E.S.H. uses the Hausdor� distane to measure the di�erene between two mesh models.It provides several numerial values, namely the main features of the input meshes and theminimum, mean, maximum and root-mean-square values of the results. A simple GraphialUser Interfae is provided to support results viewing and analysis whih allows viewing a modelolored aording to the obtained results. The provided visualization window (Fig. 3.22) alsoallows synhronizing both original and olored model, and seleting some rendering optionslike wireframe. 42



Figure 3.23: Internet Explorer window, using the Cortona plugin [1℄, showing a olored modelreturned byMeshDev, depiting the data obtained in the omparison of two polygonal models.AppliationsM.E.S.H. has been used in a wide variety of appliations. As an example one an refer thework of Rajamani et al. [109℄, where it is used for quality assessment of a model for surgialvisualization; Cohen-Steiner [42℄, where it is used to ompute deviations for a new shapeapproximation method; Payan et al. [103℄, where it is used to assess the results obtained witha normal mesh ompression method; and van Kaik et al. [156℄, where di�erent metris formesh simpli�ation are ompared.3.5.4 MeshDevFinally, Roy et al. [123℄ presented a tool alled MeshDev, whih an be obtained athttp://meshdev.soureforge.net/.Main FeauresMeshDev allows the omputation of geometri, normal and other attribute deviations suhas olor or texture. Similarly to the other tools, it provides several numerial values hara-terizing the input meshes and the obtained results. It is also possible to view models oloredaording to the omputed deviations using a rainbow olor sale. The olored models arereturned in VRML format and need an external viewer to be analysed (see Fig. 3.23).AppliationsIn Sousa Santos et al. [143℄,MeshDev is used to assess the quality of polygonal models obtainedusing di�erent simpli�ation levels and methods. The obtained results were then omparedwith pereived quality data obtained through an observer study; in Ho et al. [61℄, MeshDev43



was used to assess the quality of simpli�ed polygonal models obtained using a user-assistedmesh simpli�ation framework.3.6 ConlusionThis hapter provided a brief overview on Geometri Modeling using polygonal meshes fous-ing on the most popular mesh proessing methods, and on the evaluation and omparison ofmesh features, desribing several methods and tools used for that purpose.Polgonal meshes are used in many appliation domains and may be proessed using variousmethods and with several partiular goals. These mesh proessing operations entail hangesin the original meshes and the obtained results must be assessed in order to understand howthey a�et the meshes. It is important to quantify the amount of hange introdued thusallowing the de�nition of on�dene levels or seletion of suitable algorithms.Feature evaluation of polygonal meshes has been a subjet widely explored in the literatureand many omputational measures exist whih allow obtaining, for example, surfae urvature.In general, these measures are available in software tools for mesh analysis and omparison,ranging from onsole appliations to simple Graphial User Interfaes, whih have allowedusers to perform mesh quality assessment in numerous situations. But these tools lak someimportant features whih would allow a more systemati usage. The following hapter willidentify some of those missing features, and present a new mesh analysis and omparison toolwhih provides them.
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Chapter 4PolyMeCoIn Chapter 3 several mesh proessing methods have been desribed and many others ex-ist, suh as remeshing or feature enhanement [38℄. All these proessing methods result inpolygonal meshes whih exhibit di�erenes towards the original. As there are several ways ofaomplishing the same mesh proessing operation (e.g., ompression), eah one leading todi�erent results depending on the algorithms used, it is important to measure these di�er-enes in order to understand whih is the best algorithm and if the resulting di�erenes areaeptable for a partiular goal.

Figure 4.1: A view of PolyMeCo's user interfae, while performing mesh omparison.Suh an assessment is essential for researhers developing new methods, as they have to �netune them in order to provide better solutions than those already available, but also for usersapplying these methods for partiular purposes. The users' role is of paramount importane,45



sine they often test or apply the mesh proessing methods in unexpeted situations whihwere not onsidered by the developers, revealing important results.In order to help users to insert an assessment stage in their work �ow, it is importantthat the tools available for that purpose provide all the neessary features to allow systematiassessment and enhaned insight on the obtained data.PolyMeCo (Polygonal Mesh Comparison)1 is suh a tool, providing an integratedenvironment for mesh analysis and omparison (Fig. 4.1).This hapter desribes PolyMeCo's arhiteture and features. It starts by identifying themain features whih PolyMeCo provides. Then, it presents a possible mesh analysis andomparison pipeline and, based upon it, desribes PolyMeCo's main modules by statingtheir purpose and ontents.4.1 Desired FuntionalitiesThe analysis of the omparison tools mentioned in Setion 3.5 revealed the lak of severalfeatures whih seem to be important, in partiular if one aims to provide a tool for systematiuse by researhers and non-researhers.When dealing with polygonal models it must be possible to:
• Load several models during the same work session in a lear and systemati way;
• Compute di�erent mesh features/properties and di�erene measures;
• Compute a mesh property or di�erene measure (e.g., geometri distane) for severalmodels at one;
• Save the ontents of the work session in order to allow resuming the work.When dealing with the data obtained by omputing a mesh property or di�erene measurefor a partiular model it must be possible to:
• Choose several ways of presenting the omputed data;
• Visualize the data obtained using several omputational measures for the same model;
• Compare data values obtained with the same omputational measure for di�erent (andomparable) models;
• Aess omputed values assoiated with a partiular mesh entity (e.g., a vertex);
• Export the omputed data in order to allow further analysis with statistial tools.These features are all supported by PolyMeCo and will be desribed in greater detailahead on this hapter.1A �rst version of PolyMeCo was presented by the author in Silva et al. [135℄.46



4.2 Polygonal Mesh Storage and GUI DevelopmentAfter de�ning the desired features for PolyMeCo2 it was important to hoose whih wouldbe the data struture used to store and manipulate the polygonal models, and how would theGraphial User Interfae (GUI) be developed. The development was to be performed in C++using (primarily) Mirosoft Visual Studio, in Windows environments, and Elipse in Linuxenvironments. Model rendering would be exeuted using OpenGL [131℄. In what follows thehosen options are presented.4.2.1 Data StrutureAfter analysing the alternatives desribed in Setion 3.1.2, the OpenMesh [28℄ library washosen to provide the data struture for mesh storage and manipulation, given its simpliity,its mesh manipulation tools (e.g., vertex, fae and one-ring iterators) and the purpose of itsauthors in expanding it with additional features.Although this library is developed in Linux environments, there was no major problem inporting it to use in Mirosoft Visual Studio 2005.4.2.2 Graphial User InterfaeOne of the main goals was to develop PolyMeCo as a multi-platform tool whih ould be usedeither in Mirosoft Windows (the primary development environment) or Linux environments.There are several open soure libraries available whih allow Graphial User Interfae (GUI)development, independently of the platform. Some examples are:
• FOX ToolkitFOX Toolkit [3℄ is a C++ based toolkit for developing Graphial User Interfaes whihprovides several ontrols and features, suh as drag and drop, and OpenGL widgets for3D graphial manipulation. Many of the provided widgets an be reated using just oneline of ode and it is possible to reate new widgets by deriving lasses from existingones. Interfaes developed with Fox Toolkit look the same regardless of the operatingsystem.FOX Toolkit an be used on several operating systems inluding Linux, IRIX, HP-UXand Mirosoft Windows.
• QtQt [8℄ is a C++ based library ontaining several modules whih provide, beyond GUIsdevelopment, database, networking and multi-threading features. It also provides lassesfor working with OpenGL 3D graphis. Interfaes developed with Qt always present anative look and feel depending on the operating system.Qt an be used to develop appliations targeting several operating systems like Linux,IRIX, HP-UX, Ma OS and Mirosoft Windows.2A version for test purposes an be obtained in http://www.ieeta.pt/polymeo47



• wxWidgetswxWidgets [10℄ is a library developed in C++, whih an be used to develop GUIs fromlanguages as C++, Python, Perl and C#. It supports several ontrols and featuresinluding OpenGL integration, database, network and multi-threading support.Similar to what happens with Qt, GUIs developed using wxWidgets present a nativelook and feel aording to the operating system.wxWidgets an be used to develop GUIs for Linux, Ma OS and Mirosoft Windows.After onsidering the above possibilities and aiming for simpliity, �exibility and similarlook and feel aross plataforms, Fox Toolkit was hosen.4.3 Mesh Analysis and Comparison PipelineThe proess of analysing and omparing meshes an be desribed by the pipeline presentedin Fig. 4.2. After loading polygonal models, some of their features are desribed by ompu-tational measures. Then, the obtained results are mapped to a suitable representation. Afterthis mapping has been performed, the hosen representations are presented to the user whomay interat with them and hange parameters along the pipeline in order to, for example,hoose another omputational measure, or the representation mapping used.
Figure 4.2: Mesh analysis/omparison pipeline.Notie that this pipeline is analogous to the Visualization pipeline presented in Chapter2. The Computational Measures stage omprises obtaining raw data and transforming it;the Representations stage omprises building Visual Strutures and mapping data onto them;and the Presentation and Interation stage omprises all tasks regarding interating with thevisualization.By taking into aount the proposed pipeline, PolyMeCo should inlude four main fun-tional bloks:1. Model Management2. Computational Measures3. Representations4. Presentation and InterationIn the following setions eah one of those bloks will be desribed in more detail alongwith the features available in PolyMeCo. 48



4.4 Model ManagementIn the mesh omparison proess it is neessary to distinguish between the original (referene)mesh and those whih are its versions obtained using some mesh proessing operations. InPolyMeCo, loading an original model reates a new Test Area. Eah Test Area an ontainmultiple model Test Sets. A Test Set is reated when a (proessed) version of the originalmodel is loaded for omparison. Finally, eah Test Set will ontain the data for all themeasures omputed for the model version it refers to. Figure 4.3 shows this hierarhy.

Figure 4.3: Diagram depiting the di�erene between Test Areas and Test Sets.4.5 Computational MeasuresComputational Measures allow mesh analysis and omparison by providing information re-garding mesh properties (e.g., urvature) or deviations between meshes (e.g., geometri dis-tane).A Computational Measure (see Fig. 4.4) uses information regarding the urrently ativemodels (i.e., the seleted Test Area and Test Set). Then, depending if it is an analysis or aomparison, it uses information of one or both to ompute the results.
Figure 4.4: Diagram for a omputational measure.It then provides the numerial values obtained and a 3D model whih may be used tosupport the data representation. This model an be the original model, in a omparison, orthe proessed model, when omputing an analysis measure. There are also situations where49



this model an be di�erent, e.g., when the omputed measure has no diret onnetion withthe geometry of the models.In what follows some details are provided onerning the omputational measures urrentlyinluded in PolyMeCo.4.5.1 Intrinsi PropertiesIntrinsi properties3 allow the measurement of a partiular property of a mesh. In whatfollows, the intrinsi properties available in PolyMeCo are desribed4.
• Smoothness � This measure gives an idea of the smoothness of a model surfae. Foreah vertex, the average position (entroid) of its diret neighbors (one-ring verties)is obtained and the distane to the vertex is omputed: when this distane is small,the region to whih it orresponds is smoother. Equation 4.1 is used to ompute thesmoothness vetor for eah vertex vi, where N1(vi) denotes the set of diret neighborsof vertex vi:

S(vi) = vi −
1

#N1(vi)

∑

v∈N1(vi)

v (4.1)The distane an then be omputed by taking the norm of S(vi).
• Mean and Gaussian Curvatures � It is possible to ompute the Gaussian and meanurvatures for eah vertex of a mesh. The algorithms implemented in PolyMeCo followthe ones desribed by Meyer et al. [94℄.

Figure 4.5: (a) Diret neighbors and angles opposite to an edge; (b) Voronoi region on anon-obtuse triangle; () External angles of a Voronoi region [94℄.The value of the mean urvature κ, for vertex vi, is obtained by taking half of the normof the vetor de�ned in Eq. 4.2, where N1(vi) again denotes the set of diret neighborsof vertex vi; αj and βj are de�ned as shown on Fig. 4.5.
κ(vi) =

1

2Amixed

∑

vj∈N1(vi)

(cot αj + cotβj)(vj − vi) (4.2)3Here used in the sense of a property whih is diretly omputed from a model data, irrespetive of anyother referene model; not in the Di�erential Geometry sense as in �intrinsi urvature�.4Whenever appliable, the notation used is that of the artile where the property has been presented.50



The value of the Gaussian urvature κG, for vertex vi, is obtained using Eq. 4.3, where
θj is the angle of fae j at vertex vi.

κG(vi) = (2π −

#f
∑

j=1

θj)/Amixed (4.3)The salar Amixed, used in Eqs. 4.2 and 4.3, represents an area: if there is no obtusetriangle in the one-ring neighborhood of a vertex, it is obtained using the Voronoi areade�ned by Eq. 4.4; whenever there is an obtuse triangle, the sum term assoiated withit in Eq. 4.4 is replaed by the value of one quarter or half of the triangle area aordingto the value of the angle on vertex vi.
AV oronoi(vi) =

1

8

∑

vj∈N1(vi)

(cot αij + cotβij) ‖vi − vj‖
2 (4.4)

• Salieny � This measure provides an analysis of regional importane [84℄ by identifyingthe mesh surfae areas whih are judged to be of greater interest, i.e., whih present alarger number of features. As stated in [84℄, it must not be forgotten that this kind ofmeasure must be omputed for di�erent sales, sine a feature that is important at apartiular sale may not remain so at a di�erent one.To obtain the salieny values for a mesh, a Gaussian-weighted average is �rst omputedfor eah vertex using Eq. 4.5, where C (x) denotes the mean urvature for vertex x and
N(v, 2σ) denotes the set of neighbors of vertex v in a neighborhood of 2σ radius.

G(C (v), σ) =

∑

x∈N(v,2σ)

C (x)exp
[

−‖x − v‖2 /(2σ2)
]

∑

x∈N(v,2σ)

exp
[

−‖x − v‖2 /(2σ2)
] (4.5)The salieny for a vertex an then be omputed using Eq. 4.6. To ompute salieny val-ues for di�erent sales one an use Eq. 4.6 and vary the value of σ (i.e., the neighborhoodradius).

S (v) = |G(C (v), σ) − G(C (v), 2σ)| (4.6)
• Triangle Quality � Triangle quality is measured by omputing the value of the min-imum angle for eah mesh triangle, whih provides a general idea of how triangles areshaped along a mesh. When the minimum angle is lose to 60 degrees, the triangle islose to equilateral; when the minimum angle is small it is not possible to say whetherit belongs to a needle or a �at triangle.For a more aurate analysis of triangle quality there are several other measures, whihare studied in [104℄ and whih we intend, in a short term, to add to PolyMeCo.51



4.5.2 Di�erene MeasuresDi�erene measures allow the omparison of properties between meshes. The following dif-ferene measures are available in PolyMeCo:
• Geometri Distane � It is possible to measure the distane (geometri di�erene)between eah mesh vertex and its orresponding position on another mesh. Whenomparing two meshes, it is usual that they have a di�erent number of verties (e.g.,due to simpli�ation) or that their verties do not have a lear orrespondene. Thus, inorder to ompare a vertex's position with its orrespondent on another mesh, the lattermesh's surfae must be sampled in order to �nd ommon omparison points. Due tothis partiularity, the implementation of this measure available in PolyMeCo is largelybased on the one furnished by MeshDev [123℄, whih already provides a mesh surfaesampling method.
• Normal Deviation � It is possible to measure the di�erene between the normal toeah fae of a mesh and its orresponding fae on another mesh. Due to the need forsampling the surfae of the latter, in order to �nd ommon omparison points, theimplementation of this measure provided in PolyMeCo is strongly based on the oneavailable in MeshDev [123℄.
• Mixed Measure � Following the results presented by the author and his olleagues inSousa Santos et al. [143℄ and Silva et al. [137℄, whih suggest that (1) the GeometriDistane is a better estimator of pereived quality for strongly simpli�ed models, andthat (2) the Normal Deviation is a better estimator of pereived quality for less simpli�edmodels, a mixed measure is available in PolyMeCo whih tries to weight those twomeasures aording to the simpli�ation level of a model.Suh mixed measure is omputed as C(vi) = (1.0−α)G(vi) + αN(vi), where G(vi) and

N(vi) denote the Geometri Distane and Normal Deviation for vertex vi and α = m/M ,where m is the number of verties of the proessed mesh and M the number of vertiesof the original (referene) mesh. The latter is still a very rude approximation of anideal blending fator and further researh is learly needed here.
• Mean and Gaussian Curvature Deviations � The urvature deviation measuresavailable in PolyMeCo use the already desribed methods in order to ompute the ur-vature for eah mesh model, and the surfae sampling apabilities provided by MeshDev[123℄ to ompare the urvature of the two meshes.
• Visual Metri � It gives a measure of the visual hange that a model has su�ered,based upon a physial distane and a Laplaian operator as desribed by Karni et al.[75℄. The implementation available in PolyMeCo is based on the hanges proposed bySorkine et al. [141℄. This metri an only be applied to ompare between models wherevertex orrespondene is possible. This implies that both models must have the samenumber of verties, referred by the same order (to provide vertex orrespondene).52



The physial distane between the models is obtained by omputing the root-mean-square (RMS) value of the vertex distanes as in Eq. 4.7, where n is the number ofverties of the meshes and Q(vi) denotes the orresponding vertex of vi on the originalmesh.
Mq =

(

n
∑

i=1

‖vi − Q(vi)‖
2

)1/2 (4.7)The geometri Laplaian for eah vertex is omputed using Eq. 4.8, where lij is theEulidean distane between vi and vj and N1(vi) denotes the set of diret neighbors ofvertex vi. Then, using the values obtained in Eq. 4.8, the value of Sq is omputed (Eq.4.9) and used to obtain the value of the visual metri (Eq. 4.10).Sorkine et al. [141℄ argue that the parameter α on Eq. 4.10 needs to be smaller thanthe one proposed by Karni et al. (α = 0.5), whih seems to make sense sine Sq has amore signi�ant visual e�et. We have set α = 0.15, but further researh is needed inorder to more learly understand the impat of this parameter on the results obtainedusing this metri.
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1/2 (4.9)
Evis = αMq + (1 − α)Sq (4.10)4.6 RepresentationsIn Visualization, data is mapped onto representations, whih augment a spatial substrate withmarkers and graphial properties to enode information [33℄.

Figure 4.6: Diagram for a Representation.53



In PolyMeCo a Representation provides a proper representation of data obtained withone of the available omputational measures.As inputs, a Representation (see Fig. 4.6) reeives information regarding the urrent ativemodels (i.e., the urrent Test Area model and, if seleted, the urrent Test Set model andthe urrent test). Assoiated with these models there an be information whih will then berepresented, e.g., the data values obtained with a omputational measure.As outputs, a Representation provides a proper rendering of the representation and aGraphial User Interfae (GUI) template whih an be used to provide representation detailsto the user (e.g., a aption desribing what is being visualized), or to on�gure partiularproperties of the representation (e.g., transpareny level).All options regarding the properties of a Representation an be aessed by right-likingwith the mouse over it.In what fallows a desription of the Representations available in PolyMeCo is provided.4.6.1 Numerial ValuesThe easiest way for providing the user with feedbak about the omputed measures is bypresenting some numerial values that haraterize them and/or the meshes for whih theywere omputed. The following values are provided:
• Mesh Features � Number of verties, number of faes, bounding box diagonal, surfaearea.
• Statistial Data � Minimum, mean and maximum values, and variane are providedfor eah omputed measure.4.6.2 Model RenderingA simple way of enabling mesh analysis and omparison is by depiting the models andallowing the user to visually inspet their surfaes. To help on the analysis, it is possible tohoose several rendering options (Fig. 4.7):
• Projetion: orthogonal and perspetive projetions;
• Pre-de�ned views: front, bak, top, bottom, left and right;
• Element rendering: verties, edges (wireframe) and faes.The user is also free to hange the position, rotation and size of any model presented inPolyMeCo and, at any time, a Reset option is available whih restores the initial viewingonditions (i.e., those whih allow viewing the whole model entered on sreen).4.6.3 Colored ModelThrough a olored model it is possible to show the user the distribution, over the mesh surfae,of the data obtained with a partiular omputational measure: eah vertex/fae is olored54



Projetions
(a) Orthogonal projetion (b) Perspetive projetionPre-de�ned views

() Front (d) Bak (e) Left

(f) Right (g) Top (h) BottomElement Rendering
(i) Verties (j) WireframeFigure 4.7: Rendering options available in PolyMeCo.55



aording to the value obtained for eah of them. This oloring an be done by mapping thevalues range to a partiular olor sale.In Chapter 2 several olor sales are desribed along with several guidelines to build andapply them to data sets. A usable olor sale must respet a set of priniples and be properlyhosen in order to enhane the insight it provides on the data it refers to. It is also important tounderstand its disadvantages. An example is the rainbow olor sale whih is ommonly usedin many situations but is not, aording to Rogowitz et al. [119℄ and, more reently, Borlandet al. [25℄, the proper hoie in many appliation senarios. As a �rst approah towards aproper use of olor in PolyMeCo several olor sales desribed in the literature are provided,namely: the rainbow, greysale, linearized greysale, blue-to-yan, blue-to-yellow, linearizedoptimal [85℄ and heated-objet olor sales.

Figure 4.8: Menu presenting the olor sales available in PolyMeCoCurrently, the user is allowed to hoose, from this set of olor sales (see Fig. 4.8), the onewhih provides the best visualization results. This is still a very naive approah to a orretuse of olor as it depends totally on user judgment, but provides some alternatives whihhe/she an explore.On Fig. 4.9 (top row) omputed results for the Normal Deviation Computational Measureare presented, using a model olored aording to a rainbow and a blue to yan olor sales.Figure 4.9 shows part of a model olored aording to the omputed triangle quality.It would be desirable that PolyMeCo somehow suggested the more appropriate olorsale for eah partiular ase based, among others, on the spetral features of the data and onthe type of task the user wants to aomplish [20℄. This would be an important step forwardtowards a more omplete appliation of the priniples desribed in Chapter 2.4.6.4 Model SuperpositionIt is possible to view a referene model superimposed on one of its proessed versions. A�rst hoie is to render both models in a �solid� way, using di�erent olors. This allows the56



(a) (b)

()Figure 4.9: Computed results are presented using a olored model: (a) Normal Deviationusing a rainbow olor sale and (b) a blue to yan olor sale ; () Triangle Quality using arainbow olor sale, to olor the faes aording to the minimum angle, and �at shading.
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Figure 4.10: Model superposition. On top: the original model and the proessed model;below: model superposition using solid rendering depiting a region where the orginal modeloverlaps the proessed one, and model superposition with transpareny applied to the originalmodel, allowing volume omparison.pereption of the areas where, for example, the proessed model overlaps the original model.A seond hoie is to render the original model with some degree of transpareny, in order tolet the user pereive the di�erenes in volume between the two superimposed models. Figure4.10 shows these two alternatives.In addition, it is also possible to view the model superposition with both models renderedin wireframe.4.6.5 Statistial RepresentationsAlthough model oloring gives a good idea of the distribution of the values obtained using aComputational Measure along a model's surfae, showing where they our, a global idea ofthe distribution harateristis an be di�ult to obtain, due to the impossibility of viewingthe whole model surfae simultaneously. The provided statistial representations, desribedbelow, may help to better understand and ompare distributions of omputed measures.
• Histograms � Histograms provide information omplementary to the one given by58



Figure 4.11: High saturation value de�nition in order to better visualize the representationof urvature over the mesh surfae. Top, original olored model and olored model after highsaturation value de�nition; bottom, the resulting histogram.olored models: the user an, at a glane, get an idea of the global harateristis of theomputed measure distribution.A problem that an our when assigning a range of values to a olor sale is that ofsale strething: if outliers are present on the data, they may streth the sale too muhand not allow pereptible di�erenes between lose values. In order to deal with thisissue, the histogram widget available in PolyMeCo provides a way of hoosing therange of values that will be represented by the hosen olor sale. By using a slider,the user an hoose a high saturation value, i.e., all values above it will be representedusing the �last olor� of the olor sale. A similar slider is available for de�ning a lowsaturation value, all values below it being represented by the ��rst olor� of the olorsale. The histogram will then use the �rst bar to represent the low saturated valuesand the last for the high saturated values, leaving others to represent the distributionof the remaining (in-between) values.Figure 4.11 shows a model olored aording to its mean urvature. Due to the preseneof outliers on the data, it is not possible to visualize the urvature distribution. Byde�ning a high saturation value using the slider provided on the histogram widget, it ispossible to better pereive the urvature distribution. Note that the histogram bars arealso olored with the hosen olor sale.This feature an also be used to highlight values in a olored model. Figure 4.12 shows,on top, several models olored using several olor sales, depiting results obtainedwith the Geometri Distane Computational Measure. On bottom, the same models59



Figure 4.12: Top, models olored using several olor sales, depiting the results obtained byomputing the Geometri Distane. Bottom, same models but now with the olor mappingmodi�ed in order to highlight the surfae regions with larger assoiated values.

Figure 4.13: Boxplot and some data haraterizing it.are presented but the olor mapping has been modi�ed by adjusting the high saturationlevel. Notie how the surfae regions with larger values assoiated are learer to identify.
• Boxplots � Boxplots are very useful when omparing data sets, sine they allow om-paring and analysing the symmetries and ranges of the data, and detet the preseneof outliers; thus, they an help setting the saturation values on the histogram widget.Figure 4.13 presents a boxplot drawn for a partiular data set.60



4.7 Visualization ModesConerning the Presentation and Interation funtional blok, the �rst omponents are Visu-alization Modes.A Visualization Mode (see Fig. 4.14) takes as inputs information regarding the urrentative models or even a list of models seleted from those already loaded. It then uses the
Figure 4.14: Diagram for a Visualization Mode.available Representations to ompose a Graphial User Interfae whih allows the user to gaina greater insight into the information he/she is visualizing. It an simply show one of theavailable Representations, several (oordinated) Representations for the same data, or provideways of omparing among several results by using the same Representation for all of them ina side-by-side view.Next, a desription of all Visualization Modes available in PolyMeCo is provided.4.7.1 Original vs Proessed vs Colored ModelIn this Visualization Mode the user is presented with the original model, the proessed modeland a olored representation of the data (e.g., deviation values) obtained using the seletedComputational Measure. This allows the visual omparison of the two models, for example,to quikly identify areas where omputed values are higher/lower, and then perform a moredetailed analysis.It is possible to manipulate any of the models and hange its position, orientation and size.This manipulation has the partiularity of maintaining all models synhronized, i.e., a hangein position, orientation or size in one of the models is also applied to the others. Figure 4.15illustrates this Visualization Mode.4.7.2 Extended Results ViewingThis Visualization Mode allows the simultaneous presentation of a olored model, a histogramand a boxplot depiting the results obtained with one Computational Measure. In this modeit is possible (as desribed earlier) to de�ne high and low saturation values in order to enhanethe way results are presented using the olored model. Figure 4.16 shows this VisualizationMode. 61



Figure 4.15: Original vs. Proessed vs. Colored model Visualization Mode.

Figure 4.16: Extended results Visualization Mode showing a olored model, a histogram anda boxplot for data obtained with the Geometri Distane Computational Measure.62



Figure 4.17: Simultaneous visualization of olored models regarding results obtained using:top, Geometri Distane (left), Normal Deviation (enter), and Mean Curvature (right); bot-tom, Smoothness Analysis, Triangle Quality and Mixed Measure.4.7.3 Simultaneous Visualization of Di�erent MeasuresThis Visualization Mode allows the user to visualize the data distributions obtained withdi�erent Computational Measures, regarding one model. This an help the user to havea learer idea of the obtained results, and provides the possibility of omparing betweenthem and �nding, for example, similarities in their behavior. The presented models remainsynhronized, i.e., with similar position, orientation and size. Figure 4.17 illustrates thisVisualization Mode.4.7.4 Feature ComparisonThis Visualization Mode allows the visualization of data distributions obtained with the sameComputational Measure for several proessed models. This an get handy in situations wherewe want to study di�erent proessing algorithms and ompare the obtained results. Featureomparison is possible using olored models (Fig. 4.18), histograms (Fig. 4.19) and boxplots(Fig. 4.20).PolyMeCo only allows feature omparison of models belonging to the same Test Areaand it is up to the user to judge for whih models this feature omparison an be used. Forexample, it may make no sense, when omparing models simpli�ed using di�erent simpli�a-tion methods, to ompare between models at di�erent simpli�ation levels. The models toompare an be hosen by liking on the desired Computational Measure and then seleting63



Figure 4.18: Feature Comparison Visualization Mode: simultaneous visualization of oloredmodels regarding results obtained using the Geometri Distane for six simpli�ed versions ofa model.

Figure 4.19: Feature Comparison Visualization Mode: simultaneous visualization of his-tograms regarding results obtained using the Geometri Distane for six simpli�ed versionsof a model. 64



Figure 4.20: Feature Comparison Visualization Mode: simultaneous visualization of boxplotsregarding results obtained using the Geometri Distane for six simpli�ed versions of a model.

Figure 4.21: Dialog box whih allows seleting models to add to the Feature ComparisonVisualization Mode. 65



(a)
(b)Figure 4.22: For di�erent models, omparison of the results obtained by omputing the samemeasure using olored models: (a) eah model was olored using an individual olor map; (b)all models were olored using a ommon olor map allowing diret omparison among them.
(a)
(b)Figure 4.23: Comparison using histograms of the data obtained by omputing the samemeasure for di�erent models: (a) the histograms are drawn using individual ranges; (b) allhistograms are drawn using a ommon value range allowing diret omparison among them.
66



from the set of models for whih it was omputed in the urrent Test Area (see Fig. 4.21).When using this Visualization Mode one must not forget important details. Eah one ofthe olored models (and histograms) uses the full range of the olor sale to represent the data,i.e., for eah olored model the last olor of the olor sale is used to represent the maximumvalue obtained for that partiular model. This kind of oloring an still be useful to omparevalue inidene in eah model, but it is not possible to diretly ompare distributions usingthe olored models.In order to allow this kind of omparison (not possible with the other omparison toolsdesribed earlier), PolyMeCo provides the option of using a ommon olor map on all themodels. The last olor of the olor sale is now used to represent the maximum value obtainedamong all the ompared models. The same happens with the histograms, i.e., they are redrawnonsidering the new maximum.Figure 4.22a allows omparing results using an individual olor map for eah model. Notiethat it is not lear whih is the model that has higher assoiated values. On Fig. 4.22b aommon olor map is used thus allowing for an easier and more aurate omparison.The same happens with histograms: again, diret omparison among them an only beorretly performed when using a ommon value range. Figure 4.23 shows the histogramsdrawn using their individual ranges, and then using a ommon value range.4.8 Information WindowsIt is also important to provide users with additional information about what they are visual-izing. This is done using Information Windows.An Information Window (see Fig. 4.24) takes information about the urrently ativemodels and about sene properties and provides information regarding the urrent vieweditems. It an also provide graphial user interfaes for the on�guration of sene parameters
Figure 4.24: Diagram showing inputs and outputs for an Information Window.(e.g., light soure properties) or auxiliary tools to obtain information useful in the urrentontext, like an interrogation tool when visualizing a partiular Representation.An Information Window an also provide a shortut to partiular operations that an beaomplished in the urrent ontext. For example, it an allow a user to selet and omputea partiular measure for the urrently seleted model. These Information Windows an bemoved by the user, doked inside PolyMeCo's window, or hidden when not being used.Undoking or hiding Information Windows an be useful to maximize the sreen area usedfor model rendering, thus providing a better visualization of the presented models. Figure 4.2567



Figure 4.25: A view of PolyMeCo's user interfae. All Information Windows have beenundoked (and repositioned) and some were hidden in order to maximize the sreen area usedfor model rendering.shows the same olored model presented in Fig. 4.1, but now all Information Windows havebeen undoked and some, not being used, were hidden. Notie how the rendering area hasinreased signi�antly.In what follows, a brief desription of eah Information Window provided by PolyMeCois performed.
4.8.1 Model ListThis Information Window (see Fig. 4.26 allows the user to navigate aross all the loadedmodels and omputed data. At the top it provides a list of the reated Test Areas, i.e., theoriginal models that have been loaded to be used as referenes during mesh omparisons.At the bottom, a list of all the Test Sets belonging to the urrently seleted Test Area ispresented, i.e., all the proessed versions loaded to be analysed/ompared. Under eah TestSet a list of all Computational Measures already omputed is provided. This list an beollapsed by double-liking on the Test Set name, thus allowing to hide it when it is notbeing neessary, leaving more spae to view other items of the Test Set list.This is the only Information Window that annot be hidden.68



Figure 4.26: Model List Information Window. A list of the models opened for analysis andomparison is shown.4.8.2 Model DetailsThis Information Window (see Fig. 4.27) provides some basi information about the urrentmesh features, namely: number of verties, number of faes, surfae area and bounding boxdiagonal. These values allow the user to perform a simple omparison among models aording
Figure 4.27: Model Details Information Window. Some details about the urrently seletedmodel are presented.to their omplexity (number of verties and faes), their size (bounding box diagonal), andsurfae area.4.8.3 Test ListThis Information Window (see Fig. 4.28) provides a list of all the available ComputationalMeasures. The user an then selet one of them and ompute it for a partiular model orfor all models inluded in a Test Area. A short message in the bottom of the InformationWindow informs the user about whih models will be inluded in the omputation (aordingto the model urrently seleted): if the Test Area is seleted, the Computational Measure will69



Figure 4.28: Test List Information Window. A list of the available Computational Measuresis presented and the user an selet and ompute them for the opened models.be omputed for all assoiated Test Sets ; if a Test Set is seleted then the ComputationalMeasure will only be omputed for that partiular model. This is an important feature toallow systemati use of PolyMeCo as a mesh evaluation tool as it an speed-up the taskof omputing several measures for several models, as opposed to what is possible with othertools desribed in the literature, whih only allow working with a model and ComputationalMeasure at a time.4.8.4 Test DetailsIn this Information Window (see Fig. 4.29) some numerial values appear whih summarizethe results obtained with a partiular Computational Measure, namely: minimum, mean,maximum and variane values.
Figure 4.29: Test Details Information Window. Some numerial details about the resultsurrently being analysed are provided.4.8.5 Small HistogramThis Information Window (see Fig. 4.30) shows a small histogram, olored aording to theurrently used representation, whih allows the user to obtain a rough idea of how the valuesobtained with a omputational measure are distributed. A larger histogram an be viewed inthe Extended Results Visualization Mode desribed in Setion 4.7.2.4.8.6 Representation PropertiesThis Information Window provides information regarding the urrently used Representation.When visualizing a model olored aording to the data obtained using a Computational Mea-sure this Information Window shows the used olor sale (Fig. 4.31, left). When visualizing70



Figure 4.30: Small Histogram Information Window. A small histogram whih summarizesthe data set urrently being analysed is presented.
Figure 4.31: Representation Properties Information Window. Left, the olor sale used in aRepresentation is provided; right, the properties for the Model Superposition Representationare presented.other representation it may provide several ontrols whih allow modifying some of its prop-erties. The Model Superposition Representation is suh a ase. The user an hange the olorused to render eah model, set an opaity level for the original model and enable/disabletranspareny (Fig. 4.31, right).4.8.7 Loation ProbeThis Information Window (see Fig. 4.32) provides a probe tool whih allows the user to obtaininformation regarding a partiular mesh vertex. The provided information onerns geometry(vertex oordinates), topology (vertex neighborhoods and their properties) and assoiateddata values, suh as those obtained using a partiular Computational Measure.Figure 4.32 shows some details about the Loation Probe Information Window and itsusage. When a mesh vertex is seleted, a green sphere appears at its loation along withan highlight of its neighbors (Fig. 4.32, top). The user an de�ne the number of visibleneighborhoods on the Topology tab (Fig. 4.32, bottom enter) and read information abouteah neighborhood (one-ring, two-ring, et.) suh as the number of verties it inludes. Theinformation about vertex oordinates an be found in the Geometry tab (Fig. 4.32, bottomleft) and the value omputed for it, using one of the Computational Measure, is presented inthe Results tab (Fig. 4.32, bottom right).The Loation Probe still does not provide obtaining information about mesh faes (e.g.,area, Triangle Quality value).4.8.8 Lighting DetailsThis Information Window (see Fig. 4.33) provides the user with several features toview/hange the light properties of the sene. It is possible to inrease the number of light71



Figure 4.32: A vertex was seleted with the Loation Probe. Top, mesh surfae detail showingthe seleted vertex along with its diret-neighborhood. Bottom, the three tabs on the Loa-tion Probe Information Window showing information about geometry, topology and resultsassoiated with the seleted vertex.soures up to three and ontrol their position as well as their ambient, di�use and speularomponents. Light soure orientation is always towards the origin, as an be seen in the rep-resentation appearing on the top of the Information Window where ones represent the lightsoures and a sphere represents the illuminated objet. The hosen light soure properties areapplied to the sphere thus allowing the user to have a better pereption of the results. Dueto performane issues, speially when working with omplex models, light hanges are onlyapplied to the model being visualized when the user presses the Apply Settings button.In order not to interfere with the Representations whih use olor (light soure olor ouldhange pereived mesh surfae olors), the light soure properties for those senes are pre-de�ned and annot be hanged. The light soure properties set by the user are only appliedwhen viewing original or proessed models.This feature has been used to better examine and ompare surfaes of models obtainedusing di�erent simpli�ation methods, as desribed in Chapter 5.4.9 Additional FeaturesAs PolyMeCo is an integrated environment, allowing the simultaneous presene of severalmodels and omputed mesh properties, it is desirable to provide features whih help the userto deal with the assoiated omplexity and the obtained data.72



Figure 4.33: Lighting Details Information Window where users an ustomize light soureproperties.Regarding this issue, several features, whih are desribed next, are available in Poly-MeCo.Enable / Disable renderingWhen working with omplex models, the required rendering times may be large. For thisreason, PolyMeCo provides an option to disable model rendering. In this way, navigatingalong the models to ompute intrinsi properties or deviation measures is faster. At anytime the user an ativate model rendering to analyse the results using one of the availableRepresentations.3D Representation SnapshotSometimes, it an be important to apture a partiularity seen in a Representation in orderto view it later or to illustrate a onlusion. PolyMeCo provides the possibility of taking asnapshot of a Representation saving it in BMP, GIF or JPEG formats.Workspae Saving/LoadingIt is also possible to save the information regarding the urrent workspae, i.e., the openedmodels, the seleted measures and the omputed data, et. This is done by reating a XML[2℄ �le ontaining all this information.The hoie of the XML format was due to the fat that it allows an easy data interhangeand is plataform/appliation independent. Is also has the advantage of being user readable.73



Another partiularity is that by writing a XML style sheet it is possible to view the resultsontained in the XML �le in a strutured way, using a web browser (Fig. 4.34). This allowsthe readability of the results even without PolyMeCo.

Figure 4.34: PolyMeCo's workspae information viewed on a web-browser.4.10 ConlusionIn this hapter PolyMeCo, a tool for mesh analysis and omparison, has been presented.After desribing a possible pipeline for mesh analysis and omparison, several PolyMeCofeatures were presented, namely, the supported Computational Measures, Representations,Visualization Modes and Information Windows.PolyMeCo provides several features whih were missing in other mesh analysis and om-parison tools desribed in the literature. These features allow the user to gain greater insightinto the data obtained using several Computational Measures, while having an integrated en-74



vironment where he/she an examine model surfaes (with the hane of ustomizing lightsoure properties), navigate aross loaded models and restore previous workspaes. By beingallowed to freely navigate between Visualization Modes and hange the used Representations,the user an experiment with the di�erent features without loosing fous, thus ontributingfor an easier exploration of all the provided information.As always, the appliability of a software tool depends on the features it provides but alsoon how these features an be used to attain partiular goals. For that purpose, two appliationexamples will be presented on the following hapter.
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Chapter 5Appliation ExamplesIn many polygonal mesh appliations the original meshes (e.g., obtained using 3D sanners)are very omplex and do not allow proper visualization and interation (e.g., in low resouressystems like PDAs), or their transmission through a network. In these ases the solution anbe mesh simpli�ation.Many simpli�ation algorithms have been proposed in the literature (see Chapter 3) butonly a few studies ompare those methods with eah other, helping users to hoose the propermethod for a spei� appliation (examples of suh studies are those of Cignoni et al. [36℄and Rogowitz et al. [117℄). For the purpose of mesh omparison, some metris and tools havebeen proposed in the literature. How these metris estimate user pereived quality is stillan unanswered question, but some authors as Watson et al. [159℄ and, more reently, Silvaet al. [138, 134℄ and Sousa Santos et al. [143℄, who ompare simpli�ation methods usingobserver studies, aim to produe guidelines whih help users understand not only the physialimpliations of a partiular metri, but also how it an be used to estimate pereived quality.PolyMeCo an play an important role in that kind of tasks due to its onvenient envi-ronment o�ering aess to mesh analysis and omparison methods, as well as making availableseveral visualization tools.This hapter presents two appliation examples of PolyMeCo. In the �rst example,PolyMeCo was used to ompute several intrinsi properties and di�erene measures of a setof polygonal models. The obtained data was then ompared with quality results gained fromobserver studies in order to explore if any of the measures available in PolyMeCo ould beused to estimate visual mesh quality as pereived by users. Although this appliation doesnot explore the visualization apabilities provided by PolyMeCo, as it only uses the meanvalues of the omputed measures, PolyMeCo allowed omputing the same omputationalmeasure for several models at one, whih is muh easier than using any other tool available.In the seond example, PolyMeCo was used to ompare two mesh simpli�ation algo-rithms, QSlim and NSA. The visualization features of PolyMeCo were explored aiming, in a�rst instane, for a faster and more qualitative evaluation followed by a areful (quantitative)analysis of the outputs. 77



5.1 Case Study 1 � Quality Evaluation of Polygonal MeshesUsing an Observer Study and Quality IndiesFollowing on earlier work arried out by the author and his olleagues, desribed in SousaSantos et al. [143℄, but only for mesh models of the lungs, a omparison among three sim-pli�ation methods is presented using (1) an observer study involving 65 observers and (2)quality indies omputed using PolyMeCo.The main goal was to asertain whether the �ndings previously obtained for lung mod-els, through quality indies and a study with 32 observers, ould be generalized to othertypes of models and on�rmed for a larger number of observers. In partiular, it should beveri�ed whether the Geometri Distane was a good estimator of user pereived quality forsevere simpli�ations while the Normal Deviation was a good quality estimator for moderatesimpli�ations.In what follows the observer study and obtained results will be presented. Next, theseresults will be ompared with those obtained using quality indies omputed using Poly-MeCo.15.1.1 Observer StudyThe observer study � whose main features, as well as the experiment, are presented inwhat follows � was set up and arried out exatly as it had been done before for the studyusing lung models: see [138℄ for a thorough desription of the objetives, ontext, framework,experimental methodology and data analysis of that former study.Note that the former observer study was a suitable testbed to on�rm that the developedexperimental design and protool allowed pereived quality evaluation, as well as to establishthe methods for the statistial analysis of the olleted data.Main featuresWe intended to ompare three mesh simpli�ation methods � the widely used QSlim [48, 49℄and two other methods provided by the OpenMesh [28℄ library (one using error quadris, theother additionally using a normal �ipping riterion) � regarding the �pereived quality� ofthe resulting meshes, for a set of �ve referene models of di�erent kinds (see Fig. 5.1 andTable 5.1), and for two simpli�ation levels: severe (to 20% of the original number of meshfaes) and moderate (to 50%).Test sets were built from the set of �ve referene models: for eah model and for eahsimpli�ation level (severe and moderate) three simpli�ed models were reated using the threesimpli�ation methods. This resulted in a total of 10 test sets, eah omposed by the originaland the three simpli�ed models (�ve sets for eah simpli�ation level). Note that the �vemodels hosen are di�erent from eah other and have di�erent numbers of verties and faes.1The work desribed in this setion has been published in Silva et al. [137℄.78



Figure 5.1: Original models used. From left to right: Bunny, Foot, Head, Lung and Strange.Models # Verties # FaesBunny 25,103 49,999Foot 2,154 4,204Head 11,703 23,402Lung 4,811 9,514Strange 9,988 20,000Table 5.1: Some details regarding the models used in the experiment.Starting from the hypothesis that distint mesh simpli�ation methods have di�erente�ets on the model quality pereived by human observers, possibly varying with the simpli-�ation level and other fators, we assessed that by asking for the observers' preferenes andratings, whih are widely used to obtain relative judgements from observers and are probablythe most adequate indies of �delity [159℄.With preferenes, eah observer assigned to the three simpli�ed models in a test set anordering aording to their pereived quality, regarding the original referene model. Withratings, eah observer lassi�ed eah simpli�ed model regarding the referene model (using arate from 1 to 5), aording to its pereived quality. For eah of these tasks, the time takento reah a deision and the number of interations (performed on eah model before deid-ing) were also reorded, sine they seemed to be related to the degree of di�ulty observersenounter in performing the preferene and rating tasks.To allow an easy implementation of the experimental protool, as well as an easy storageand management of the olleted data, the same software appliation that had been developedfor the former lung models study was used [138℄. Note that, with this appliation, observerswere free to interat with a model, by hanging its position, orientation and saling fator,and hoose the viewpoints they wished to analyse a model from, whih is a more realisti andless limitative setting than the one used by Watson et al. in a similar study [159℄.The experimentA within subjets experimental design was used [40℄, i.e., eah observer performed under eahdi�erent ondition. Due to the possible in�uene of learning e�ets, nervous behavior in the�rst task or fatigue in the last, all test sets were presented randomly to eah observer and, for79



Figure 5.2: First phase (top): the original model (upper left) and three simpli�ed versions arepresented and preferenes are asked. Seond phase (bottom): the original model (left) andone simpli�ed version are presented and a rating is asked.eah observer, the order of presentation of the models, within eah set, was randomly hosen.For eah observer, the experiment was divided into two phases (see Fig. 5.2):In the �rst phase � preferene task �, an observer was sequentially presented with eahone of the 10 test sets and asked to assign a �rst, seond and third plae to eah of thesimpli�ed models, aording to their pereived quality regarding the original.In the seond phase � rating task �, an observer was sequentially presented with anoriginal model and one of its simpli�ed versions, taken from one of the test sets, and askedto rate the simpli�ed model using a �ve level Likert sale [16℄ from 1 (very bad) to 5 (verygood), one again based on its pereived quality.Sixty-�ve engineering students and leturers, aged between 18 and 55 (the majority, 45individuals, was between 18 and 25 years old), partiipated in the experiment (57 men and8 women). Forty-one individuals delared to have experiene in viewing/manipulating 3Dmodels. Table 5.2 lists, for eah observer, the olleted data for eah experiment phase. Sine80



First Phase Seond PhasePreferenes (�rst, seond, third) Ratings given to eah modelOrder of presentation of the test data sets Order of presentation of the simpli�ed versions of the modelsNumber of interations with eah test data set Number of interations with eah simpli�ed modelTime taken to order eah data set Time taken to rate eah simpli�ed modelTable 5.2: Type of data olleted on both experiment phases.

Figure 5.3: Preferenes orresponding to the two simpli�ation levels: severe (left) and mod-erate (right).the gender, age or experiene with 3D objet manipulation of an observer might in�uene theresults, this information was used to haraterize the pro�le of eah observer.Results � Phase 1Conerning the preferenes, as a �rst step, bar harts where built showing the number of �rst,seond and third plaes obtained by eah simpli�ation method for the two simpli�ationlevels, as shown in Fig. 5.3 (severe simpli�ation on the left and moderate simpli�ation onthe right). The bar-hart on the left seems to reveal a tendeny of the observers to prefer thesimpli�ed versions using QSlim (larger number of �rst plaes), then the versions simpli�edusing OpenMesh and, in third plae, the versions simpli�ed using OpenMesh with normal�ipping. The bar-hart on the right of Fig. 5.3 seems to reveal that the observers prefer thesimpli�ed versions using OpenMesh with normal �ipping, followed by QSlim and OpenMesh.In order to on�rm the statistial signi�ane of the above-mentioned tendeny, ontin-geny tables [70℄ were used (see Table 5.3) and the independeny of hypothesis were tested.The independeny between the simpli�ation method and the observers' preferene was re-jeted for both simpli�ation levels, with χ2 = 57, 57 >> 9, 49 (χ2(4d.f.;α = 0.05)) for severesimpli�ations and χ2 = 110, 54 >> 9, 49 ( χ2(4d.f.;α=0.05)) for moderate simpli�ations.These results suggest that observers are indeed responsive to the simpli�ation method used,although they reat in a di�erent way aording to the simpli�ation level; for severe simpli-�ations QSlim obtains the best results, while for moderate simpli�ations it is OpenMeshwith normal �ipping that obtains most of the �rst plaes.The results obtained by the ontingeny tables an be visualized using a CorrespondeneAnalysis [70℄. Figure 5.4 shows the fatorial planes orresponding to the ontingeny tables for81



Severe Simpli�ations (20%)
1st 2nd 3rdQSlim 144 123 58OpenMesh 85 132 108OpenMeshNF 97 91 137 Moderate Simpli�ations (50%)

1st 2nd 3rdQSlim 103 162 60OpenMesh 80 98 147OpenMeshNF 166 90 69Table 5.3: Contingeny table orresponding to preferenes for both simpli�ation levels.

Figure 5.4: Correspondene Analysis (where simpli�ation methods are in rows and prefer-enes in olumns) for the two simpli�ation levels: severe (left) and moderate (right).both simpli�ation levels. In these projetions we an observe that, for severe simpli�ationseah simpli�ation method is learly assoiated with a type of preferene: �rst plae forQSlim, seond plae for OpenMesh and third plae for OpenMesh with normal �ipping. Adi�erent and even stronger assoiation appears for moderate simpli�ations: OpenMesh withnormal �ipping is assoiated with the �rst plae, QSlim with the seond and OpenMesh withthe third plae. A thorough desription and analysis of the results obtained in the observerstudy an be found in Silva et al. [134℄.Results � Phase 2Conerning ratings, as a �rst step, we produed bar harts showing the number of marks (1 �very bad, to 5 � very good) obtained by eah simpli�ation method for the two simpli�ationlevels as shown in Fig. 5.5 (severe simpli�ation on the left and moderate simpli�ation onthe right). The bar-hart on the left seems to reveal a tendeny of the observers to rate poorlyall the simpli�ation methods, speially the simpli�ed versions using OpenMesh with normal�ipping (larger number of ones), then the versions simpli�ed using OpenMesh and QSlim.It must be noted that almost nobody rated above 4, and even for this mark the number ofobservations is very low. On the other hand, there is a visible inrease on the rating, whenthe level of simpli�ation dereases (moderate simpli�ation level). The bar-hart on theright shows a majority of marks ranging from 3 to 5. All the three methods seem equallywell rated, perhaps with a slight advantage (larger number of �ves) of the OpenMesh withnormal �ipping, whih was onsidered the worst on the severe simpli�ation level. This resultis onsistent with the one previously obtained from the preferenes.82



Figure 5.5: Ratings orresponding to level of simpli�ation: severe (left) and moderate (right).Severe Simpli�ations (20%)1 2 3 4 5QSlim 36 154 106 16 3OpenMesh 61 148 99 17 0OpenMeshNF 82 144 83 15 1 Moderate Simpli�ations (50%)1 2 3 4 5QSlim 0 17 77 155 76OpenMesh 5 38 123 114 45OpenMeshNF 2 19 74 134 96Table 5.4: Contingeny table orresponding to the ratings for the two simpli�ation levels:severe (20%) and moderate (50%).

Figure 5.6: Correspondene Analysis (where simpli�ation methods are in rows and ratingsare in olumns) for the two simpli�ation levels: severe and moderate.As in the �rst phase, in order to on�rm the statistial signi�ane of the above-mentionedtendeny, ontingeny tables were used (Table 5.4) and the independeny of hypothesis weretested. The independeny between the simpli�ation method and the observers' ratings wasrejeted for the severe simpli�ations, with χ2=24,57>15,5 ( χ2(8d.f.;α=0.05), as well as formoderate simpli�ations, χ2 = 1013, 54 >> 31, 41 (χ2(20d.f.;α=0.05). These results suggestthat, for this task as for the preferenes task, observers are responsive to both simpli�ationmethod and simpli�ation level.The visualization of the ontingeny tables using a Correspondene Analysis (Fig. 5.6)shows that for the moderate simpli�ations all methods obtain similar ratings and higher thanthe obtained for the severe simpli�ations. 83



Figure 5.7: Left, dendogram showing assoiations between all omputed quality indies for se-vere simpli�ations; right, dendogram showing assoiations after disarding some redundantquality indies.5.1.2 Quality IndiesSeveral quality indies provided by PolyMeCo were omputed for eah one of the 30 simpli�edmodels (5 models × 3 simpli�ation methods × 2 simpli�ation levels), namely: Geomet-ri Distane (GD), Normal Deviation (ND), Mixed Measure (COM2), Mean and GaussianCurvature Deviations (MCD and GCD), Angle Analysis (ANG) and Smoothness. For thispartiular purpose some variations where onsidered in the Smoothness measure. S3 is theusual smoothness measure whih omputes the distane of eah vertex to the entroid of itsone ring. S1 omputes smoothness using, not the norm of the vertex-entroid distane, butthe di�erene vetor, whih implies that, when omputing the mean value, symmetri di�er-enes will anel eah other. This tries to explore the fat that, if a model has a less smoothsurfae, it an still be deemed aeptable if it maintains some symmetry. Finally, the Sijkindies ompute smoothness using verties from the �rst, seond and third neighborhoods ofa vertex, assigning them weights of 0.1 × i, 0.1 × j and 0.1 × k, respetively.ResultsFor every simpli�ed model, the mean value for eah one of the above desribed quality indieswas omputed. Based upon those mean values, for eah simpli�ed model and for the samesimpli�ation level, a rank (�rst, seond and third plae) was assigned to the three modelsomprising eah test set.To study the assoiation between quality indies, and to assert possible redundanies inthe results provided by di�erent indies, Cluster Analysis [70℄ was used. For severely simpli�ed(20%) models, and looking at the dendogram on the left of Fig. 5.7 (using Ward's method asa measure of proximity), it is possible to detet some assoiations between indies, namelyaross the Sijk group. A loser look at the data revealed some degree of redundany. Afterdisarding the indies onsidered redundant, a new dendogram was omputed (Fig. 5.7 onthe right), whih is now easier to read. Notie that, as it was expeted, the COM2 indexappears assoiated with the GD for the severe simpli�ations. Notie also that S1 and S3appear learly separated in di�erent branhes.84



Figure 5.8: Left, dendogram showing assoiations between all omputed quality indies formoderate simpli�ations; right, dendogram showing assoiations after disarding some re-dundant quality indies.For the moderate simpli�ation a similar analysis was performed. To detet possibleredundanies, Cluster Analysis was used and a dendogram was drawn for all indies (Fig. 5.8,on the left). One again some redundany was deteted and, after analyzing the obtaineddata, several indies were disarded and a new dendogram was drawn (Fig. 5.8, on the right).Notie that, as expeted, the COM2 index now appears assoiated with the ND.After this preliminary analysis, ontingeny tables were built for the results obtained witheah quality index and for eah simpli�ation level. The results were then visualized usingCorrespondene Analysis [70℄. Some of the resulting fatorial planes are presented in Fig. 5.9,for the severely (20%) simpli�ed models, and in Fig 5.10, for moderately (50%) simpli�edmodels.Regarding the global performane of the quality indies, di�erent behaviors an be iden-ti�ed from Figs. 5.9 and 5.10. Namely, for the GD index and for both simpli�ation levels,the assoiations between method and rank are learly presented: QSlim is assoiated withthe �rst plae, followed by OpenMesh in seond, and OpenMesh with normal �ipping in thethird plae, whih indiates that QSlim is the simpli�ation method produing, in general,simpli�ed models with lower geometri distane to the original referene models, followed byOpenMesh and OpenMesh with normal �ipping. For severe (20%) simpli�ations, ND does notpresent suh a lear assoiation, although that happens for moderate simpli�ations; a similarsituation ours with S1, but for the moderate and severe simpli�ation levels, respetively.Note that, for severe simpli�ations, for indies suh as GCD and ANG there is also a learmethod and rank assoiation, but di�erent from the assoiation found for GD and COM2. Thelatter two quality indies seem to have a similar behavior, and are able to learly disriminatebetween the three simpli�ation methods (see Fig. 5.9); as said before, this assoiation is alsolearly shown in the right dendogram of Fig. 5.7.A similar analysis an be done for the moderate simpli�ation level, using the fatorialplanes depited in Fig. 5.10. It is possible to verify, for example, lear assoiations betweenmethod and rank for the ND and COM2 indies, with OpenMesh with normal �ipping as-soiated with the �rst plae, QSlim with seond and OpenMesh with the third plae. For85



GD ND
S1 GCD

ANG COM2Figure 5.9: Quality indies: orrespondene analysis showing the assoiations between sim-pli�ation method and ranks obtained for severe simpli�ation.indies suh as GD and GCD there are lear but di�erent method and rank assoiations. Notethat the ND and COM2 quality indies seem to have now a similar behavior, and are able tolearly disriminate between the three simpli�ation methods; as said before, this assoiationis also learly shown in the right dendogram of Fig. 5.8.The main onlusions that an already be mentioned are the following: GD is a qualityindex learly able to disriminate between the three simpli�ation methods but for severesimpli�ations only, while ND plays the same role but for moderate simpli�ations only;this is the behavior that had already been identi�ed for those same quality indies whenanalyzing lung models [143℄; the Mixed Measure index COM2, whih was established basedon that previous study, is able to disriminate between the three simpli�ation methods forboth simpli�ation levels, as was expeted. Note that, sine the behavior of the GD and NDquality indies is globally the same for the lung models of the former study, and for the generi86



GD ND
S1 GCD

ANG COM2Figure 5.10: Quality indies: orrespondene analysis showing the assoiations between sim-pli�ation method and ranks obtained for moderate simpli�ation.models of the urrent study, it seems that simpli�ation method and level are the determinantfators, not the type of models being simpli�ed.5.1.3 Comparison of Global ResultsAs the used quality indies provide information about di�erenes between two meshes (a luetowards the quality of the simpli�ed models), we ompared the results thus obtained withthose provided by the observer study, and tried to identify the quality index whih betterestimates model quality, as it is pereived by users.By omparing the fatorial plane on the left of Fig. 5.4, showing the assoiations betweensimpli�ation method and observer preferenes for the severe simpli�ations, with the fatorialplanes of Fig. 5.9, we �nd some similarities of assoiation in all presented quality indies87



Figure 5.11: Dendograms (left, severe simpli�ation; right, moderate simpli�ation) showingthe assoiation between quality results obtained using the observer study and quality indies.exept for ANG and GCD. Note that the ND index exhibits a weaker assoiation. On theother hand, by omparing the fatorial plane on the right of Fig. 5.4 with those of Fig. 5.10,obtained for moderate simpli�ations, some similar assoiations are observed for the ND,GCD and COM2 indies.These omparison results suggest that, for example, the GD index might be a good estima-tor of user pereived quality for severe simpli�ations, but failing for moderate simpli�ationswhere the ND or GCD indies seem more appropriate. These results are similar to thoseobtained in the previous study for lung models. The COM2 index seems to be a good esti-mator of user pereived quality for both simpli�ation levels ranking all methods the sameway users did. It was an expeted result sine it blends both GD and ND indies, assigning alarger weight to ND when models are moderately simpli�ed and to GD when in the preseneof severe simpli�ations. To on�rm these �ndings Cluster Analysis was one again used.The results obtained in the observer study were treated like a quality index and dendogramswere drawn, depiting the assoiations between all indies. For the severe simpli�ations (Fig.5.11, on the left) the observer (OBS) results appear assoiated with COM2 and GD; for themoderate simpli�ations (Fig. 5.11, on the right) the observer results appear assoiated withCOM2 and ND.5.1.4 ConlusionsThree mesh simpli�ation methods were ompared at two simpli�ation levels. This om-parison was performed through two di�erent approahes: an observer study and objetivequality indies. While the former approah has the advantage of being apable of produinga golden standard, it is very expensive in terms of several resoures. That is why it wouldbe very interesting to identify quality indies apable of reasonably estimating the observers'behavior. Yet, quality indies usually don't orrelate well with the results obtained throughobserver studies.Several quality indies were seleted in order to assess if any of them might be suh a goodestimator of the observers' behavior, at least in some spei� irumstanes. We on�rmed a88



result previously presented in Sousa Santos et al. [143℄ suggesting the Geometri Deviation asa good estimator for severe simpli�ations and the Normal Deviation as a good estimator formoderate simpli�ations. This fat had already been taken into aount when developing theMixed Measure quality index (COM2), whih was the best estimator for both simpli�ationlevels.Note that the smoothness indies, omputed using several neighborhoods, did not provideuseful results: only S1 seemed to estimate user performane for severe simpli�ations. Amongthe urvature deviations, the Gaussian Curvature Deviation seemed a good estimator of userperformane for moderate simpli�ations. Angle Analysis did not provide any signi�antresults.Clearly these results do require further on�rmation. The results provided by the MixedMeasure were obtained for two simpli�ation levels deemed representative, but how will itbehave for a wider range of simpli�ation levels? To answer this question further work needsto be performed in order to understand how the observer pereived quality varies arosssimpli�ation levels and whih adjustments are needed in the Mixed Measure index (e.g., theblending fator) to enompass suh hanges.5.2 Case Study 2 � Analysis and Comparison of Simpli�ationAlgorithmsA task whih an be performed using PolyMeCo is the omparison among di�erent simpli-�ation methods in order to identify the one whih provides meshes of greater quality. Inthe work desribed next, the visualization apabilities of PolyMeCo were used in order toompare between two simpli�ation methods.25.2.1 Compared Simpli�ation MethodsQSlim [48, 49℄ and a new algorithm, alled NSA [133℄, were ompared. Both algorithmssimplify a mesh by iteratively ollapsing edges into verties, i.e., using the edge ollapseoperation.The edge ollapsing operation is standard. The main di�erene between the various edgeollapsing-based simpli�ation algorithms is the riterion used to hoose the next edge toollapse. A di�erent riterion implies di�erent mesh quality, as well as a distint proessingtime. Generally, all simpli�ation algorithms make a trade-o� between speed and the qualityof the resulting mesh.QSlim follows a geometri riterion that is based on the minimization of the error assoi-ated with eah new vertex. This error is de�ned as the sum of the squared distanes to theset of planes surrounding the pair of the original ollapsing verties. Thus, this algorithmprodues simpli�ed meshes with a very good geometri quality sine it minimizes the errorassoiated with eah new vertex.2The work desribed in this setion has been published in Silva et al. [136℄.89



Figure 5.12: Models used for the evaluation. From left to right and from top to bottom:RokerArm, FanDisk, Flashe and BlokFS.On the other hand, NSA algorithm follows a geometri riterion whih implies that theregion around the ollapsing edge is nearly oplanar. An edge is only ollapsed if the variationof the fae normals around the target edge is within a given tolerane ε. The value of ε isthe threshold for the angle between the urrent normal and the new normal after the edgeollapsing operation.NSA is faster than QSlim without losing too muh mesh quality [133℄. In general, itprovides good results in terms of shape preservation, time performane, and mesh quality.Note that NSA was primarily developed for time e�ieny purposes and mesh quality wasnot a priority goal.5.2.2 MethodologyFor the evaluation of the above mentioned simpli�ation methods four polygonal models werehosen. Figure 5.12 and Table 5.5 show those models and provide some details about theiromplexity.For eah model and for three simpli�ation levels (strong, moderate and light), a simpli�edmodel was reated using QSlim and another using NSA. Figure 5.13 shows the omplete setfor the Fandisk model. 90



Models # Verties # FaesFandisk 6,475 12,946RokerArm 40,177 80,354Flashe 42,762 85,524BlokFS 12,773 25,542Table 5.5: Some details regarding the models used to ompare between both simpli�ationmethods.

Figure 5.13: Simpli�ed versions for the FanDisk model. Top, strongly, moderately andlightly simpli�ed versions obtained with NSA; bottom, the orresponding versions obtainedwith QSlim.The following results were obtained using PolyMeCo.5.2.3 Preliminary AnalysisFirst, a preliminary analysis was performed regarding the bounding box features and thesurfae area of the simpli�ed models, omparing them with those of the original models.Spei�ally, for the Fandisk and BlokFS models some important surfae area di�ereneswere found for the models simpli�ed using QSlim, whih are related to some surfae anomaliesthat will be analysed later.A omparative visual analysis of model volume was also performed by rendering the origi-nal model and eah simpli�ed version simultaneously (i.e., superimposed). Figure 5.14 showsthis for two simpli�ed versions of RokerArm. The original model is rendered in blue (withthe option of hanging its transpareny level) and the simpli�ed version in pink, thus allowinga pereption of the areas where the surfae of one of the models is over the other. For allsimpli�ed models no signi�ant volume di�erenes were found.Figure 5.15 shows the superposition of the FanDisk model (with a semi-transparent sur-fae) and one of its simpli�ed versions. On the detail presented on the right it is possible to91



Figure 5.14: Comparative visual analysis of volume di�erenes between the original modeland the simpli�ed versions RokerArm_5908_NSA (left) and RokerArm_5908_QS (right).Blue areas orrespond to the RokerArm model and pink areas to the simpli�ed model.

Figure 5.15: Comparative visual analysis using model superposition and setting a degree oftranspareny for the original model's surfae.detet some minor volume di�erenes.Proper illumination an also help users analyse a partiular mesh and this has been usedin very sophistiated ways in the automobile industry [146℄. As a �rst step towards thiskind of analysis, PolyMeCo supports adding more point light soures and hanging theirproperties (position and olor of omponents), thus allowing the examination of surfaes inmore detail. This kind of analysis is more e�etive when interatively repositioning the lightsoures whih an also be done in PolyMeCo (although with some limitations depending onthe omplexity of the viewed mesh). In Fig. 5.16 some of the obtained views are presented;notie, on the top, how several artifats are notieable on the surfae of the version simpli�edwith QSlim and how, on the bottom, the surfae highlights look better de�ned in the modelsimpli�ed with QSlim.5.2.4 Analysis and Comparison using Computational MeasuresFrom the set of omputational measures available in PolyMeCo the following were hosenfor this ase study: Geometri Distane, Normal Deviation, Mixed Measure, Smoothness92



Figure 5.16: Models viewed after ustomising light soure properties. Top, light simpli�ationsof the Blokfs model obtained with NSA (left) and QSlim (right); bottom, details of themoderate simpli�ed versions of Flashe obtained with NSA (left) and QSlim (right).Analysis and Minimum Angle Analysis. In Table 5.6 we present the mean values obtainedfor the di�erent metris when applied to the simpli�ed versions of the hosen meshes. Notethat eah mesh name inludes the number of faes and the used simpli�ation algorithm. Forexample, Fandisk_7000_NSA is the simpli�ed mesh of Fandisk with 7000 faes generatedby NSA and Fandisk_7000_QS is the simpli�ed mesh of Fandisk with 7000 faes generatedby QSlim.For the Fandisk model in Table 5.6, we an see that NSA produes better results thanthe QSlim algorithm for all the metris with the exeption of Geometri Deviation and AngleAnalysis for light simpli�ations. Figure 5.17 shows some models olored aording to theresults obtained using the Angle Analysis metri. Notie how the bottom models (reatedusing QSlim) exhibit a larger amount of irregular triangles (with at least one small angle)whih results, for example, in very odd triangulations at the base of the model.For the RokerArm model a di�erent behavior is observed. QSlim produes better re-sults than NSA for all the metris with the exeption of Angle Analysis and Normal Deviationfor light simpli�ation. Figure 5.18 shows some models olored aording to the values ob-tained using the Geometri Deviation. It is lear that the model reated using NSA exhibitslarger deviation values. The shown histograms are an alternative way of looking at these93



Table 5.6: Evaluating the simpli�ed models reated by QSlim and NSA algorithms using di�erent metris. The mean values are presented.Meshes Geom. Dist. Normal Dev. Mixed Measure Smoothness Angle AnalysisFandisk_7000_NSA 1.65E-4 3.44E-2 4.66E-2 1.47E-5 36.72Fandisk_7000_QSlim 8.32E-7 2.08E-1 9.74E-2 1.61E-3 38.88Fandisk_3872_NSA 3.65E-4 6.21E-2 5.59E-2 6.23E-5 34.81Fandisk_3872_QS 9.83E-6 2.60E-1 1.37E-1 2.51E-3 31.77Fandisk_1312_NSA 1.22E-3 1.28E-1 8.72E-2 1.61E-4 30.89Fandisk_1312_QS 4.75E-5 3.91E-1 9.50E-2 3.84E-3 20.78RokerArm_40568_NSA 1.19E-2 2.95E-2 9.16E-2 2.84E-4 35.10RokerArm_40568_QS 1.93E-3 3.68E-1 6.99E-2 2.22E-4 36.60RokerArm_20742_NSA 2.35E-2 4.81E-2 1.03E-1 5.79E-4 30.70RokerArm_20742_QS 4.76E-3 2.81E-2 1.02E-1 5.15E-3 34.60RokerArm_5908_NSA 6.59E-2 1.00E-1 1.48E-1 3.81E-3 29.70RokerArm_5908_QS 1.12E-2 6.13E-2 1.05E-1 1.60E-3 28.10Flashe_46444_NSA 3.41E-2 3.85E-2 1.03E-1 2.45E-3 37.63Flashe_46444_QS 8.18E-3 3.17E-2 5.63E-2 6.54E-4 38.67Flashe_25615_NSA 6.32E-2 6.05E-2 1.32E-1 4.66E-3 36.66Flashe_25615_QS 1.52E-2 4.65E-2 8.75E-2 1.06E-3 32.56Flashe_3094_NSA 3.70E-1 1.56E-1 1.25E-1 3.10E-2 32.19Flashe_3094_QS 4.61E-2 1.10E-1 8.94E-2 2.71E-2 24.72BlokFS_13040_NSA 3.23E-4 3.50E-2 2.93E-2 2.40E-4 26.04BlokFS_13040_QS 0.00 2.19E-1 6.15E-2 9.01E-2 19.65BlokFS_7000_NSA 1.16E-3 6.05E-2 2.36E-2 5.10E-3 23.44BlokFS_7000_QS 1.00E-6 3.17E-1 5.31E-2 9.80E-2 16.31BlokFS_3684_NSA 2.75E-3 9.52E-2 2.66E-2 1.55E-3 24.99BlokFS_3684_QS 1.00E-6 3.41E-1 3.69E-2 1.65E-1 18.23
94



Figure 5.17: Colored models depiting the distribution of the values obtained with the AngleAnalysis metri for the Fandisk model. Top, strongly, moderately and lightly simpli�edversions obtained with NSA; bottom, the orresponding versions obtained with QSlim. Areasin red are omposed of �at or needle triangles.results. Figure 5.19 shows a detail of the RokerArm model when evaluated using theComposed Deviation. One again the model reated using NSA obtained poorer results.QSlim also produes better results for the Flashe model (Table 5.6) in all metris exeptfor the Angle Analysis regarding the light simpli�ations. Figure 5.20, on the left, shows twomodels olored aording to the omputed Normal Deviation. The model reated with NSAexhibits a larger deviation towards the original; on the right it is possible to verify a poorertriangle quality (smaller angles) in the model reated with QSlim.Finally, for the BlokFS model, NSA produes better results with the exeption of thoseobtained using Geometri Deviation. Figure 5.21 shows models olored (using a ommonolor map) aording to the Normal Deviation for all of the simpli�ed models. It is lear thatall models reated with QSlim exhibit larger deviation, mainly due to some triangulationproblems similar to those shown in Fig. 5.17 for the Fandisk model. Figure 5.22 showsone of PolyMeCo's visualization modes, Extended Results, showing the results obtained formodel RokerArm_40568 using the Mixed Measure. By observing the boxplot, on the topright orner, it is possible to verify the existene of several points (in blue) above the topwhisker. These points represent outliers deteted on the data. The olor sale was adjusted(by using the sliders below the histogram) in order to exlude those values, whih enables a95



Figure 5.18: Colored models and histograms depiting the distribution obtained using theGeometri Distane for the RokerArm_5908_NSA (left) and RokerArm_5908_QS (right)models.
Figure 5.19: Composed Deviation results for the RokerArm model seen in greater detail.From left to right: original model, RokerArm_5908_NSA and results, and RokerArm_-5908_QS and results.better visualization of the results (Fig. 5.22(b)).5.2.5 ConlusionsFrom the analysis of the obtained results it is possible to onlude that QSlim always leads tosimpli�ed meshes with a lower mean Geometri Deviation when ompared with the originalmesh.For the other metris results depend on the nature of the mesh. For example, when dealingwith meshes with planar regions (Fandisk and BlokFS) NSA produes better results thanQSlim for all metris exept Geometri Deviation.For models without planar regions QSlim produes, in general, better results for all met-ris. However, for the same meshes, NSA yields better Minimum Angle Analysis results, asfor the RokerArm model. For models with planar regions QSlim reates some surfaeartifats due to the existene of verties with a large number of inident edges, whih explainswhy it normally yielded worst results for the Minimum Angle Analysis. This partiularityan be a problem for visualization purposes and for �nite element simulations where triangle96



Figure 5.20: On the left, models olored using a blue-to-yan olorsale aording to theNormal Deviation results omputed for models Flashe_3094_NSA and Flashe_3094_QS.On the right, Angle Analysis results for these same models.quality is of extreme importane.In fat, meshes reated by QSlim have less geometri error than meshes reated by NSA,but their visual quality is poorer when ompared with the quality of the meshes reated byNSA, in partiular for models with planar regions.PolyMeCo provided the possibility of analysing several simpli�ed meshes using a largerange of metris, whih allowed a more preise evaluation of the simpli�ation algorithms. TheFeatures Comparison visualization mode was partiularly useful sine it allowed omparisons(whih is a harder task to perform when using just numerial values) using olored models andhistograms (with ommon olor maps and value ranges). The available visualization optionsallowed a learer understanding of the meaning of numerial values as well as the problemsthey are related to. A lear example is that of Angle Analysis values and the detetion of oddtriangles.Having all models and data (from all the omputed measures) simultaneously available inPolyMeCo allowed a more interative analysis: it was possible to hange between modelsand visualization modes while searhing for the on�gurations whih provided greater insightinto the analysed data.These features allowed a better understanding of the main harateristis of eah algo-rithm. For instane, if the original model has a large number of planar regions, and visualquality is the most important riterion, QSlim might not be the algorithm of hoie.5.3 ConlusionThis hapter presents two appliation examples for PolyMeCo. On the �rst example, Poly-MeCo was used in a more onservative fashion, just like other tools (e.g., Metro [37℄) havebeen used in the literature, to ompute quality indies for di�erent polygonal meshes obtainedwith three simpli�ation methods. The main goal was to searh for good estimators of userpereived quality, obtained using an observer study, in order to establish guidelines whihallow users to more learly understand the information provided by quality indies.In the seond example presented, the visualization features provided by PolyMeCo whereused to ompare between two simpli�ation methods. This simultaneous numerial and visual97



Figure 5.21: Colored models depiting the results obtained for the simpli�ed versions ofBlokFS using the Normal Deviation metri. A ommon olor map is used for all models thusallowing diret results omparison using the olored models. On the top, strongly, moderatelyand lightly simpli�ed models using NSA, on the bottom, the orrespondent simpli�ed modelsusing QSlim.analysis and omparison of polygonal meshes helps users to understand how numerial valuesobtained with several measures express what is happening visually on the models.These two appliation examples helped evaluating PolyMeCo to detet bugs, tune fea-tures and resulted in new ideas for future development.
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(a)

(b)Figure 5.22: Extended Results Visualization Mode for model RokerArm_40568 showing aolored model, a histogram and a boxplot for the results obtained with the Mixed Measure: (a)default olor mapping; (b) the olor mapping was adjusted (trying to eliminate the outliers)resulting in a learer visualization of the results.99
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Chapter 6Conlusions and Further WorkIn the sope of the work arried out for this dissertation, PolyMeCo, a tool for polygonalmesh analysis and omparison, was designed, developed and tested. After an introdutionstating the motivation and objetives, short overviews on Data Visualization, fousing onimportant aspets regarding the developed work, and on Geometri Modeling using polygonalmeshes, desribing some of the usual mesh proessing operations along with a set of methodsand tools to analyse and ompare polygonal meshes, followed.Having onsidered that existing tools for mesh analysis and omparison lak several impor-tant features, the new tool, PolyMeCo, was presented desribing its purpose, arhitetureand features. This tool was then used in two researh ativities presented as appliationexamples.In the following setions a summary of the most important features provided by Poly-MeCo and some ideas for further work will be presented.6.1 ConlusionsPolyMeCo has several innovative features that distinguish it from similar tools presented inthe literature:1. Integrated environment where several models an be analyzed/ompared simultane-ously;2. Several data representations whih are arranged in visualization modes to provide dif-ferent alternative visualizations of the data;3. Customization of light soure properties;4. Loation probe to obtain spei� information about the omputed data;5. Enabled/disabled model rendering mode to speed up some tasks;6. Workspae saving. 101



The provided integrated environment allows working with several models simultaneously,thus speeding the analysis and omparison proess. After loading all the models, the user aneasily ompute several measures and then analyse the obtained data. An important feature isthat no third-party appliation is needed to visualize the data as it happens with other tools,suh as MeshDev [123℄.Data obtained using the provided Computational Measures an be presented to the userthrough one of the available Representations (e.g., using olor). For this purpose, several olorsales are available in order to allow a proper hoie, as judged by the user. While workingwith Representations using olor, the user an adjust the olor mapping when in the preseneof data ontaining outliers (in order to eliminate them from the olor mapping) or to highlightspei� values.Representations are presented as part of Visualization Modes. These artiulate Repre-sentations in order to build proper visualizations of the data. Among those available inPolyMeCo the Feature Comparison Visualization Mode is of paramount importane, as itallows omparing models using olor Representations (or histograms). This is performed byallowing the de�nition of a ommon olor mapping among all models. Without this innova-tive feature olored models an only be used to ompare Computational Measures inideneamong models, but never their relative values, as it is performed in [166℄.To enhane the way the model's surfae an be inspeted, the user an ustomize thelight properties of the sene by adding up to three light soures and ontrolling their positionand ambient, di�use and speular omponents. Customizing the light properties an help todetet visual artifats in the model's surfae, as was shown in Chapter 5.By providing a loation probe, PolyMeCo allows the user to obtain information re-garding verties, namely its oordinates, neighborhood and assoiated value aording to oneComputational Measure, whih is a feature not available in any of the tools desribed in theliterature.When working with very omplex models (i.e., with a large mumber of verties and faes)it an sometimes be di�ult to visualize them due to the assoiated rendering times: forexample, when just seleting eah of the loaded models to get information about their prop-erties (e.g., surfae area, bounding box diagonal) or omputed data (Setion 5.1 presents agood example). For these partiular situations PolyMeCo provides an o�ine working modein whih model rendering is disabled. As a onsequene, this also disables some importantvisualization features of PolyMeCo but allows aomplishing the other tasks muh faster.The user an enable/disable model rendering at any time.Performing mesh analysis and omparison may require storing the omputed data forfuture referene or to ontinue the analysis later. As some Computational Measures takequite some time to ompute, it would be a tedious task to ompute them whenever they wereneessary. For this reason, PolyMeCo provides saving the urrent workspae (i.e., all loadedmodels and omputed measures) and restore it later. It is also possible to export the dataobtained using any Computational Measure to allow, for example, further analysis using adi�erent tool. 102



The presented appliation examples have shown that PolyMeCo is, indeed, a suitabletool in its �eld. Users have expressed their appreiation towards PolyMeCo stating thatone of its advantages is the fat that it allows experimenting with the di�erent ComputationalMeasures and Visualization Modes in a very easy way.Throughout the dissertation, features were usually illustrated using simpli�ation meth-ods. This is only due to the fat that they are good representatives of mesh proessingmethods in general and they are easily aessible. PolyMeCo an be used to analyse andompare polygonal mesh models in general, regardless of the proessing to whih they weresubmitted. An example of suh versatility is the way PolyMeCo has been used to omparethree skinning frameworks for harater animation as desribed in Reid et al. [111℄.6.2 Further WorkAll the above desribed harateristis establish PolyMeCo as a tool for systemati meshanalysis and omparison, not only for mesh proessing algorithm developers but also for thosewho perform mesh proessing for partiular purposes. Still, it an be enhaned in many ways.New Computational Measures may be added. All the mesh omparisons performed inPolyMeCo onsider that the ompared models have their prinipal axes aligned and thatall di�erenes are due to surfae distortion. Therefore, a model ompared with a version ofitself rotated/translated in spae will result in signi�ant di�erenes, e.g., large GeometriDistanes when the di�erene is only due to a�ne transformations. These di�erenes mustalso be reported to the user, but stating their nature. To deal with this it might be a goodidea to use methods suh as Prinipal Component Analysis [106℄ and the Extended GaussianImage [64, 144℄. It would also be interesting to test if 3D shape desriptors [30, 112℄, usuallyused in retrieving models from databases, an be used to ompare polygonal meshes. Anotherinteresting feature to add might be that of spetral analysis of mesh surfaes [102, 140℄, in asimilar approah to that provided by Fourier Analysis regarding, for example, audio signals.Although several olor sales are provided, it is up to the user to selet the one he/shethinks most appropriate for the data being visualized. It would be desirable that PolyMeCoprovide a suggestion based upon the priniples presented in Chapter 2. This requires methodsto measure spatial frequenies. It must not be forgotten that when oloring a 3D model,aording to a ertain data set, two things are hanging whih a�et spatial frequeny: thedata and the model's surfae. PolyMeCo might also suggest a proper adjustment of theolor mapping when in the presene of outliers on the data.The light soure properties ustomization an be enhaned in order to allow surfae ex-amination using isophotes [27℄. In partiular, the light soures must be modeled di�erentlyto obtain the desired e�ets on the surfae.The Loation Probe an be improved in order to provide information regarding all theloaded models (not only the models depiting analysis/omparison data). It would also behelpful that, for example, while in the Feature Comparison Visualization Mode, the LoationProbe ould be used, in parallel, on all the models, i.e., seleting a vertex in one of the103



models would also give information about the orresponding vertex in all the others. This,of ourse, would not be possible for all mesh proessing methods as it depends on a vertex-to-vertex orrespondene between models. The Loation Probe might also support obtaininginformation about mesh faes whih would be helpful, for example, when visualizing dataobtained with the Triangle Quality Computational Measure.Workspae saving is still performed in a very simple way. There are several improvementswhih an be applied on the �le format used, e.g., regarding the storage of the data obtainedusing the Computational Measures. There are also some desirable features like seletive load-ing/saving of only part of the information ontained in the workspae, or a list of style sheetsto assoiate with the XML �le to provide di�erent views of the data, for example, in a webbrowser.It might be useful to provide some simple mesh editing tools in PolyMeCo to modify,for example, the position of a vertex. This ould help the user orret some minor problemson a mesh.Finally, a thorough analysis must be performed to understand if it would be helpful toprovide a module whih allows mesh proessing methods integration: instead of reating themodels to be ompared outside PolyMeCo, they would be reated inside the integratedenvironment.
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