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Abstract: The number of industrial applications of Computed Tomography (CT) for dimensional
metrology in 10°-10° mm range has been continuously increasing, eﬁaﬂy in the last years. Due
to its specific characteristics Computed Tomography has the potenti be employed as a viable
solution for measuring 3D complex micro-geometries as well (i.e. in the”sub-mm dimensional
e CT process performance, being
er two different extraction techniques
le by CT in order to analyze its
complex geometries at the mm to sub-mm

range). However, there are different factors that may
one of them the surface extraction technique us
are applied to measure a complex miy’aturize
contribution to the final measurement uncertainty

scales. The first method is based on a similarity analysis: the threshold determination; while the
second one is based on a gradiént or discontinuity_analysis: the 3D Canny algorithm. This
algorithm has proven to pro:/ij;ccurate re in parts with simple geometries, but its suitability
for 3D complex geometriesthas‘net been proven so far. To verify the measurement results and
compare both techniques, ‘reference, measurements are performed on an optical coordinate
measuring machine A’). The systematic errors and uncertainty results obtained show that the
3D Canny adapted method slightly Iowyystematic deviations and a more robust edge definition
than the local thresholdmethod for 3D complex micro-geometry dimensional measurements.

Keywordi(. 3D co!plex ge%etry; Computed Tomography; Surface extraction; Canny algorithm

y

1. Introduction

geometrical complexity of industrial components with micro three-dimensional features
has been rapidly increasing in the last years. That implies a parallel effort from the metrology point
of view in order to assure the correct dimensional measurement and tolerance verification of these
parts [1]. Tactile and optical techniques are available to perform length measurements in three
dimensions with high accuracy. However, they exhibit limitations when measuring 3D complex
geometries, especially at sub-mm scale [2—4]. Tactile techniques are limited in terms of accessibility
and minimum measurable feature size due to the probe and stylus dimensions, measuring point
density and deformation of high aspect ratio structures under measurement and of soft substrate
materials due to the probing force. Non-contact techniques, such as interferometric microscopes [5]
or laser line scanning [6] have limitations both in measuring vertical walls and high aspect ratio
structures, due to surface properties and accessing out-of-sight features. In recent years, 3D imaging
by means of Computed Tomography (CT) has emerged as a new technology for industrial quality
control in many industrial applications [7]. The main metrological capability of this non-contact
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imaging technique is based on the possibility of acquiring a densely populated 3D scanning point
cloud of an object, allowing the measuring of free-form surfaces [8], non-accessible internal
structures [9,10] and even multi-material components [11-13]. Therefore, regarding 3D complex
surface geometries, Computed Tomography has the potential to become a viable solution for their
dimensional measuring. However, CT metrology improvements have been initially focused on the
measurement of reference standards and industrial parts that are characterized by simple or regular
geometries, i.e. intrinsically linear or approximated by linear forms (lines, planes, circles, spheres,
cylinders, etc.) [14-16] and the study and optimization of this technique for 3D complex
micro-geometry dimensional measurements has not been addressed so far.

The main disadvantage of CT is the high number and the complexity of the factoQ related to
hardware, software, environment, workpiece and operator that may influence’ the system
performance [17-19]. Previous works [17-19] have already addressed the difficultyiof identifying
and quantifying all the uncertainty sources that should be considered for a measdremen
evaluation. In addition, research has been carried out to demonstrate and evaluate the ¢
of specific factors with regards to metrology issues: for instance, the work presented i
focused on those influencing factors that can be controlled by, the machine operat
magnification of the workpiece, number of projections, position and orientationrofithe workpiece).
Simulated computed tomography data is used in [21] to dnvestigate the effect of angular
misalignments of a flat-panel detector, and in [22] for studying the influence factors on image quality
and scanning geometry by numerical generation modelli f X-ray
review of geometrical influence factors is outlineﬁi et al.
geometrical offsets and misalignments of the con CT system. Hiller et al. compared the
results when measuring a test object with two CT systems, two STLimodels provided by each of the
scanners and two different software packagés for geomel% fitting [24]. Different measuring

iectiong§”A more extensive

—_

with respect to the

strategies are also compared in [25], where‘three different inspection software packages for volume
, the authors in [26] evaluated and quantified
ta fitting, the definition of the datum system
,28]. As some of these works show, the

and surface data analysis were applied. Additio
the repeatability of post-processing settings, such
and surface determination, whichis also analyzed 1

surface extraction technique is one of‘e most influent factors in the final measurement
uncertainty.

All these studies have been also car ed out using parts with simplified geometrical shapes to be
analyzed. However, swhen “the influen f these factors are to be studied on 3D free-form
geometries or com mwand particularly when they belong to micro-components, their
evaluation becomes mph ted. The direct comparison between calibrated values and
measured yalues of 3D Complex ometries is more challenging than for, for example, spheres,

cylinders,
extraction techniques in'the final systematic error and measurement uncertainty when applied to
rized component for medical applications (dental endodontic file) by CT.
is_based on the threshold determination strategy [29,30], widely used in
ercial CT systems and based on the similarity principle. The second one is based on a
nuity analysis by applying the 3D Canny adapted algorithm developed by the authors in
[31]. Bothymethods have been previously studied by the authors in order to, firstly, analyze
advantages and drawbacks of using CT metrology in comparison with other measuring systems in
micro-molded parts with regular geometries [29] and, secondly, carry out a mutual comparison of
both surface extraction techniques applied to parts or reference standards also with regular
geometries [30-32]. In all these previous works reference calibration objects with regular geometries
were used. The same types of reference objects with regular geometries are found in the literature
published for other authors [23-27]. In the present work the authors propose a real object with
complex 3D geometry, which is an innovation with respect to the previous works found in the
literature. This presents some challenges, especially for the 3D Canny algorithm since, as described
in [31] it uses an strategy that analyses the surface from the three main Cartesian directions in order

to extract the surface. That was proven to be effective with regular surfaces than can be easily

tc. The goal if‘he present work is to study the influence of two different surface
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defined along those Cartesian axes [31]. However, in 3D complex geometries, which are not
necessarily aligned with those Cartesian axes, the effectiveness of these algorithms has to be
analyzed, what becomes the main objective and novelty of the present work.

To verify the CT measurement results and compare both methods, the dental file is also
characterized by an optical CMM (OCMM). Hence, the paper is organized as follows. Firstly, Section
2 introduces the workpiece and workflow applied in dimensional CT metrology, the description of
the surface extraction methods and the common measurement strategy considered for the OCMM
and the CT systems. In Section 3, the measurement results are presented. The systematic error
analysis and the uncertainty estimation for both OCMM and CT measurements are included, also
describing the assessment of the CT system tolerance verification capability in order to compare the
results of both surface extraction techniques. The article ends in Section 4 with the Conch§0ns about
the strong points and weaknesses of both techniques when they are applied tofthe geometrical
measurement of 3D complex shapes of micro-components. \

2. Materials and Methods

e

2.1. Workpiece: 3D complex geometry dental file

A complex miniaturized component for medical applications, a“dental file [33,34], was
considered for this study. The ProTaper F2 finishing file (produced by,Dentsply Maillefer, York, PA,

USA) is made of Nickel Titanium (Ni-Ti) alloy and pr comp elix geometry, due to its
variable sub-mm diameter, and variable helix pitch mgle alon

xis. Figure 1 shows a
detail of the active cutting part of the file. Its meas are defined according to ISO 3630-1:2008
[35], being the following (see Figure 2): o

e  Length of the active cutting part (La). |
e  Variable diameter along the file length (Dn, ,2,...,12).

tween the helix and the file axial axis.

e  Helix angle (Hn, n=1,...,9) or the angle forme
e  Helix pitch (Pn, n=1,...,9) or the distance, bet a point in the forward edge and its
corresponding point in t jacent edgﬂ)ng the file longitudinal axis.

The diameter Dr is used as a refetence value for the surface extraction techniques since it can be
easily calibrated by tactile, methods. 'wmdard [35] specifies nominal values for the cutting
segment (La, 16 mm/length); tip diamet 0, 0.25 mm); fixed conicity (8% between D0 and D3);
variable conicity fro 2 AS)\ng its axis; and a maximal flute diameter (Dr, 1.20 mm). Other

dimensional features are specified neither by the standards, nor by the manufacturer, so that the

tolerances Cn this worl@re based only on the previously mentioned. For diameters from DO to

D6, their tolerance is +20.um. ‘For diameters from D7 to D12, the specified tolerance is +40 um. For
ting length (La) the tolerance is 0.5 mm.

the active

SIS S,

Figure 1. Dental file workpiece: detailed view of the active cutting part with complex helix geometry

and variable sub-mm diameter. Image obtained from the OCMM.
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e, qq=l=l=r—.[ih- -

Helix angle
Diameter (Dn) (Hn)
DO D1 D2 D3 "
v

>l

=2 mm’

Helix pitch
j—3 mm Pn)
|¢————————Length (La

Figure 2. Dental file workpiece: characteristic dimensions to be verified by computed tomégraphy La
(length), Dn (diameter), Pn (helix pitch) and Hn (helix angle).

As mentioned before, the metrological capability of CT systems is limited by‘the numerous and
complex factors which influence the system performance. In the litefature,the measurement error
sources have been classified by different criteria [18,19]. In brief, thie mainyfactors are the.following:

2.2. Dimensional CT metrology workflow

. CT-system or hardware (X-ray source, rotary table, detector, global CT-scan geometry, etc.).

e Software and data processing (reconstruction algorithm, su detecfrh methods, data
correction, etc.).

e  Environment (temperature, humidity, vibratioris,

e  Workpiece (geometry, material, manufactun‘riations, surface roughness, etc.).

e  Operator (scanning parameters, experiefice, etc.).

These influencing factors are present in the rent requifed steps in CT measurements. These
phases and the typical process chain of dimensiona

in Figure 3. First, the 2D X-ray_$cans providi%he p

asurement by means of CT are schematized
cted images of the measured workpiece.

Secondly, the images are reco ted into voxel model. Then, the segmentation phase allows
distinguishing the edges from t oint cloud of the workpiece by using surface extraction
algorithms To conclude;di ensions of measurands are determined by a fitting procedure. It is after

esults can be carried out, including the measurement
uncertainty estimati , the different parameters of the dental file were measured both
eviously, by an optical coordinate measuring machine (OCMM) as a
be able to carpy out a result comparison with a calibrated measuring system.
research d o‘ihrates that the measurement uncertainty value is mainly affected by
-processing strategy and the user influence [36]. Thus, the post-processing phase can be
of the key phases in terms of uncertainty evaluation. Therefore, two surface
esyare applied in this work in order to compare them by analyzing the results
when measuring a miniaturized dental file having a 3D complex geometry. Both methods
‘described later are the following: CT1 or local threshold method [29] and CT2 based on the
3D Canny algorithm [31].




166

167
168

169

170
171
172
173
174
175
176

177

178
179
180
181
182
183
184

185
186

187
188

TOMOGRAPHY

CT scans
(projected |
images)
= o

g

3D
Reconstruction

the same measurement protocol with, Metrolog XG

The brief description of bot%ques is incyed be

2.3.1. Local threshold method (CT1

aused inyﬁe needs a correction by locally adapting the threshold

The specific CT
value, as explained later. Threshold meth
adapted from the 2D
dtordistinguish o

l 1 IMAGE PROCESSING
Local threshold method
Surface ~ > cT1 5 Gnitcentsr
extraction —>< Method F
e loud) “~_applied 3 /\
point clou 2 Canny method eSS
e ———— T2 .
coordinate
. 4 DIMIENSIONAL EVALUATION
Geometrical
measurand i Geometry
Uncertainty /~ comparison l -
Coordinate UG 4 ‘ 3D complex
Diameter
measurement geometry On)

)

(CMS reference)

dental file with 3D complex geometry.
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Figure 3. Workflow or process chain for CT measurement evaluation: case study of a miniaturized

y’

2.3. Surface extraction techniques applied: Local threshol@ny algo

Two different techniques were applied for the su extraction to perform the measurements
of the workpiece by computed tomography: CTlionlocal threshold method [29] and CT2 based on
the 3D Canny algorithm [31]. Both techniques have been

primitives (basic geometric shapes and forms, e.g. lin
are applied to complex geometries, the point clo

dy applied to common geometric
, planes, spheres...). In this work, where they
btained by each technique are processed using
are by Metrologic Group (Meylan, France).

for surface extraction in CT is a well-known technique

mentation. It is based on the determination of a gray value (called

material to the other. Voxels with higher gray value than

niques based on a local 3D interpolation are used to determinate the

@ A
% Background Material
5 [al 1SO 50 [B]
2 [(a+B)/2]
£ |
2

|

|

|

|

|

1

>
Grey value

Figure 4. Determination of the threshold value based on the ISO50 method.

e Considereﬁébnging to the part, and voxels with lower value are considered as air.

Threshold value can be determined using the ISO50 method [37]. This method is based on the
determination of a reference gray value for each of the two materials, and the calculation of the
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ISO50 threshold value as their average. The reference value for each material is usually calculated as
the peak value assigned to that material in the histogram graph (Figure 4). Although this method is
widely used in multiple applications due to its simplicity, it does not guarantee an accurate
determination of the surface [22,28]. Therefore, in this work, the threshold value obtained by the
ISO50 method has been corrected. The correction method is based on finding, by an iterative
process, a threshold value which minimizes the deviation between the reference value for Dr
(obtained by an additional and more accurate tactile coordinate measuring system, a CMM with
MPEcwu = 2.3 um + (L/300) pm, L in mm) and the measured value for Dr (see Caption Figure 2). A
more detailed explanation of the whole process can be found in [29].

2.3.2. Canny algorithm (CT2) \

Developed by the authors and implemented using the Matlab software by MathWorks (Natick,
MA, USA), the named CT2 method is based on the 3D Canny algorithm [31] andits m
divided into four steps: (i) Preliminary surface detection, (ii) Sub-voxel resolution refine t, (iii)
Measurement and (iv) Measurement correction.

1. Preliminary surface detection
A Gaussian filter is applied along each of the threeCattesian directions, using a 1x10
convolution mask oriented along the direction. After this phase, three.different 39 images (X-Y, Y-

Z and Z-X in Figure 5) are obtained, each showing t sition een materials along the
corresponding direction.

2. Sub-voxel resolution refinement

A specific algorithm has been operated to caleulate the points with’XYZ-coordinates that define,
with sub-voxel resolution, the material transition. This improves.the actual spatial resolution of the
edge detection method down to one hundredth'of.th
detected in the previous step, obtained from th
center algorithm is applied to a neighborhood arou

oxel resolution. From the preliminary surface
Iculated local maximum positions, a gravity
of those local maximum positions. The
inside it with sub-voxel resolution is carried

calculation of the optimal positien of the poin’ Y,Z,
out by applying Eq.(1):
3 3 3
Y(,:G,) Y26,
v J=l : 7'= k=1 (1)

g
and Zk the coordinates of the voxels inside the window, with i, j and k indicating the
xel, i.e. from 1 to 3 for the optimal neighborhood size calculated for this work (see
x, with possible values from 0 to 65,535 (i.e. 16 bits), are the gray value
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Gravity center

¥-Z Grey level

X coordinate

Gravity center

X-Z Grey level

Y coordinate

Gravity center \N

X-y Grey level

Z coordinate
Figure 5. Sub-voxel resolution refinement (3D Canny algorithm, CT2).

3. Measurement

Using the point cloud of the part surface obtained from ‘the previous step, coordinate
measurements of the required dimensions can be carried out. This, presents/Some challenges,
especially for the 3D Canny algorithm since, as describ it uses tratégy that analyses the
surface from the three main Cartesian directions in to extract the poi
to be effective with regular surfaces than can be easily definedralong’those Cartesian axes [31].
However, in 3D complex geometries, which are nhecessarily aligned with those Cartesian axes,
the effectiveness of this algorithm is being afalyzed in the presentwork.

4. Measurement correction
des the additional measurement of a specific
chnique (e.g. tactile or optical CMM). By
system a bias is calculated as a correction

The correction applied in this work (Figure 6)
parameter of the inspected part by another measurin
comparing this result with t e obtained” the
factor, which is applied to all the other measurements too. In the case presented the parameter used
was again Dr (Figure 2) since it was simple to measure by a tactile CMM.

A more detailed/explanation of the process can be found in [31].

Grey value

Detected edge
without correction

—

//

| Correction

A
/

Actual edge /

S|SXOA

Figure 6. Measurement correction (3D Canny algorithm, CT2).

2.4. Optical coordinate measurements

Reference measurements of the endodontic file were performed on an optical coordinate
measuring machine (OCMM) DeMeet 220 by Schut Geometrical Metrology (Groninge, The
Netherlands) using a diascopic illumination with a light ring, a magnification lens 2x, an objective
Numerical Aperture (NA) of 0.06 and a field of view of 3111 um x 2327 um. The uncertainty
assessment of the OCMM measurements was carried out using a calibrated artefact. This artifact was
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a glass-chromium mask scale with an expanded calibration uncertainty of +0.5 um (k=2). The
OCMM uncertainty for length measurements in the 100-1000 pm range was evaluated, resulting in
the maximum permissible error MPEocmm = 1.7 um (i.e. suitable for the diameter measurements of
the endodontic file). For the measurements of the endodontic file with a length L>1 mm, the
maximum permissible error of the OCMM obtained is: MPEocvm =5 um + (L/150) pm (L in mm).

The 3D complex geometry of the dental file has been measured by the OCMM and the CT. Since
the OCMM is a 2D measuring system, the measurement repeatability has been evaluated
considering different positions. A cube is firmly attached, using cyanoacrylate glue, to the workpiece
at the bottom of the cutting area of the file, in order to use their faces as reference for the coordinate
system (Figure 7a and Figure 10). Hence, the dental file measurement has been performed ten times
for each of the four orientations, each one determined by the face of the cube resting lel to the
OCMM measuring stage (Figure 7b). Therefore, a direct comparison between the OCMM and the CT
measurements for each of the four orientations can be carried out.

W\

(b)

Figure 7. (a) Reference cube applied to the dental fi ) de‘duﬂng the measurement on the
OCMM. /

2.5. Computed Tomography scanning

The dental file was scanned using a (iral tric eXplore Locus SP by GE Healthcare
(Chicago, IL, USA) cone-bea -CT machine. The reconstruction process was performed using
the software provided by the manu rer. The selected parameters used for the CT measurements
were the presented i le 1. Du the scanning of the workpiece the temperature was
continuously recorded inside the machi taining a temperature range of 20+2°C. As shown in
Figure 8, a miniaturi referenceé standard previously calibrated was also scanned with the
dental file. Thisreference allowed the determination of the scale factor and the correction of the scale

error of theimeasu ents Q%aine .

Table 1. CT scanning parameters for the dental file workpiece.

Parameter Value
Voltage 90 kV
Current 80 uA

Increment angle 0.4 degrees

Voxel size 28 um

Miniaturized ball-bar
(scale factor correction)

Figure 8. Dental file and miniaturized ball bar during the measurement on the CT scanner.
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An example of the points cloud obtained after the surface extraction process can be observed in
Figure 9. Figure 9a shows the complete scan of the dental file (including the reference cube used for
the alignment of the measurement). In Figure 9b a detail of the dental file tip and of the 3D complex
helix geometry is presented. Measurements are performed over the point cloud in order to avoid
distortions caused by the surface reconstruction algorithms.

()

TR

Figure 9. Point cloud from the CT scan of the file: (a) complete scan of the dentﬂlle, ) detai
dental file tip and of the helix geometry.

2.6. Measurement strategy

A common measurement procedure and reference coor&nate SN to be used by both
measuring systems (i.e. OCMM and CT) was agreed. As it is introd in subsection 2.4, it included
the use of a cube attached to the file in order to use their f oordinates system
(see Figure 7a). Since the OCMM is a 2D measuring s ccess to faces to be measured
was achieved by placing the dental file in those rie
measurement by the CT scanner was reprodw{ng o the four cube faces orientations as
reference planes. As a consequence, a direct com pari

the CT measurements results with the dental fi
terms of measurement repeatability.

The reference coordinate syst
a straight line (the axial axis o
the XZ-plane is created taki
Z-axis of the dental file isydefined by
the base cylinder (seeFigure, 10b). The

for the dental fi tained by a plane (one of the cube faces),
dental fil d a point as the origin of the XYZ-system. Firstly,
erior face of the cube (see Figure 10a). Secondly, the main long
ing the center of the spherical tip together with the center of
ical tip of the file measured was 0.06 mm in diameter.
The cylinder is adjusted on the base of the endodontic file between the operative zone and the
reference cube at a di from both elements, respectively. Finally, the origin is defined

as the inter he ax1al Z -axis and a plane measured on the cube face oriented to the dental
file (see Figure 10c).

(a)

Tip Cylinder at &=
(b) sphere the basis

Long main =™

Z-axis

Reference XYZ-coordinate
system of the dental file

(c)
Origin of the
XYZ system

Figure 10. Measurement procedure of the dental file: (a) XZ-plane; (b) Z-axis; (c) XYZ-origin.
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3. Measurement results and uncertainty estimation

3.1. Systematic error analysis

In order to compare the two surface extraction methods the first influence analyzed is the
systematic deviation of measurements by calculating the difference between the mean measurement
performed using the CT scanner and the reference value obtained by the OCMM. To provide a
comprehensive representation of all data for each type of measurand (diameters Do to D1z, helix
pitches P1 to Py and helix angles Hi to Ho) (see Figure 11) the distribution of the systematic error
results coming from the measurements taken at the four different orientations are used (one for
every face of the base cube). Figure 11 illustrates the number of measured error results (Kquency is
indicated as bar heights, see Y axis) in each error interval considered (X axis). It can bé observed that
the higher peaks (i.e. the higher number of measurement errors) tend to bescentered in error
intervals close to zero, which indicates that the surface extraction methods used ize bias
erTors. /

N\

20

0 I

(a) Diameter (Dn) deviation from OCMM

calibrated value [pm]
15 15 -
cT1 1

CT1

mCT2

-
[

V

Number of measurements
(frequency)
e
o

mCT2

ECT2
20 15 -10 -5 0 5 10 15 20

[N
S)
=
S)

v

Number of measurements
(frequency)
wu

Number of measurements
(frequency)

(b) Helix pitch (Pn) deviation from OCMM (c) Helix angle (Hn) deviation from OCMM
A calibrated value [um] calibrated value [deg]
yre 11. Deviations distribution of (a) diameter, (b) helix pitch and (c) helix angle measurands,
obtained by CT system from OCMM calibrated values and applying CT1 and CT2 surface extraction
techniques.

As it is shown in Figure 11a, Figure 11b and Figure 1lc for diameter, helix pitch and helix angle
measurement results, respectively, the systematic errors are substantially influenced by the employed
surface extraction technique. In particular, the application of the CT2 technique (i.e. based on 3D Canny)
allows obtaining a higher number of measurements closer to the calibrated values (higher bars close to
zero) than when applying the CT1 technique (i.e. based on local threshold). On the one hand, by applying
the CT1 method, reference values for most of the elements to be measured are usually needed in order to
adjust the ISO factor [27], which could be particularly difficult when measuring 3D complex geometries, as
in the presented work. On the other hand, the edge detection technique based on the Canny algorithm
(CT2) provides a good edge location capability, less dependent on the geometry of the measured part. It
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might be corrected by using only one dimensional reference (Dr in this case). That significantly reduces
the influence of the image quality, i.e. image noise. Results from both methods are similar in the helix
angle case (Figure 11c). This is due to the fitting strategy for the determination of the tangent on the
cutting edge and software applied, which results more influent than the bias error.

3.2. Uncertainty estimation for optical CMM measurements

Optical CMM measurements were used to validate the CT measurements. The measurement
uncertainties for optical measurements with the OCMM were calculated according to ISO 14253-2
[38], considering two influence factors as described in equation (2):

Uss ocmr = k\[”f»,ocw +u127,0CMM » ()

where k is the coverage factor (k=2 for a coverage interval of 95.45%), ucoehw is standard
uncertainty of the OCMM based on the MPE of this measuring system (ugocvm=MDP

upocmm is the standard uncertainty of the measuring procedure, i.e. standard deviatio e
repeated measurements (repeatability, n=10). The OCMM is placed in a metrolc&aborator ith
A

standard conditions of temperature, 20+1°C and humidity, 50-70%.

(a) Diameter uncertainty (Dn) (b) Helix pitch uncertainty (Pn)
Maximum, minimum and mean value Maximum, minimum and mean value
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(c) Helix angle uncertainty (Hn)
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Figure 12. OCMM m ement uncertainty results of the four views and measurands (Uss,ocvm): (a)
Helix pItCh Pn;/(c) Helix angle, Hn.

Its of the e nded uncertainty Uss,ocvmm were estimated for the four views and the four
ands: length (La), variable diameter (Dn), helix pitch (Pn) and helix angle (Hn). The
ungertainty was estimated by applying the error propagation law, as described

respectively. As it is illustrated, those values can be assumed as representative for each measurand
of the whole workpiece. Thus, the maximum expanded uncertainty values from OCMM
measurements are:

o Umaxocmm(La) =7.9 um

e Umaxocwm (Dn) =7.1 um; (n=1,...,12)
e Umaxocmm (Pn) = 6.4 um; (n=1,...,9)

e Uwmaxocemm (Hn) =0.16 deg; (n=1,...,9)

3.3. Uncertainty estimation for CT measurements
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Measurement uncertainties for CT system were calculated. Despite of the lack of accepted test
procedures and standards, numerous efforts have been focused on defining a fundamental
document for specification and verification of CT systems used for coordinate metrology. As a
result, several VDI/VDE guidelines are nowadays the main basis for the future development of ISO
standards. The main tests to evaluate length measurement and probing errors are specified in
VDI/VDE 2630-1.3 [40]; and influencing factors and a guide for the determination of uncertainty are
described in VDI/VDE 2630-2.1 [41], the most applied procedure and recent guideline of task-specific
calibration based on the substitution method. In some cases, when the substitution method is not
applicable because a previous calibration with a more accurate system is unfeasible (as it is in this
case), the uncertainty estimation can be achieved according to ISO 14253-2 [38], by Corﬁermg the
main error contributors in CT, as shown in equation (3):

_ 2 2 2 2
Ugscr = k\/u, +u, tu, tu, \ (3)

The term k is the coverage factor (k=2) and the i-index (i=1,2) refers to tﬁe twio surface e
methods: CT1 (local threshold method) and CT2 (Canny algorithm)_ in order to ebtain Uss
Usscrz, respectively. The term ur is the standard uncertainty due, 4o traceability quantified by the
MPE of the CT (u=MPEcri/2), which are respectively: MPEcri = 6.6 pm + (L/5.4) pm; and MPEcr2=7.0
pm + (L/5.6) pm, where L is in mm. These micro-CT system MPE expressions were experimentally
i cali‘tﬁion uncertainties
rd uncertainty of the
measurement procedure (repeatability), uw is th rom the material and
manufacturing variations of the measured process, including the variations in the CTEs (coefficient

s*qe st‘grd uncertainty associated with the

hich is influenced by the surface extraction

rection, so that the standard uncertainty of the
ere considered) and by the influence of the

of thermal expansion) of the workpiece, and"ub

residual systematic error of the measurement proces
technique (mainly dependent on the measureme
scale factor and the applied offset determination

temperature variation during the €T measuringgproce

12
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Figure 13. OCMM and CT expanded measurement uncertainty results (Uss) of the four views and
measurands: (a) Diameter, Dn; (b) Helix pitch, Pn; (c¢) Helix angle (Hn).
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The comparison between the expanded uncertainty Usscri, Usscrz and Umaxocmm is shown in
Figure 13a, Figure 13b and Figure 13c for diameter, helix pitch and helix angle measurands,
respectively. Considering the diameter, for smaller values of Dn the expanded uncertainty obtained
by CT is closer than the considered Umaxocmm. Since helix pitch and helix angle measurements
strongly depend on the fitting procedure from the point cloud, these measurands present higher
differences with respect to the reference OCMM value. If both surface extraction methods are
compared, there are not clear differences between them in most of the measurands. On the other
hand, in some cases CT1 shows lower uncertainties, while the opposite happens for some other
measurands. In addition, for a further analysis of these results, the estimated uncertainties are
eventually compared with the dental file’s calibration and tolerances. Hence, in next subsection the
En value is calculated for all measurands and the 2U/T ratio is also estimated to_ompare both
extraction techniques when verifying 3D complex geometries in this micro manufactured part.

)

3.4. En value and tolerance verification capability
L

To validate the expanded uncertainty results in relation to the measuringiuncertaint he
used instruments, CT system and OCMM, the Ex value was calculatedsfor.all meastirands [42]. This
parameter is given by equation (4) and relates the deviation between a‘measured value (i.e. by the
CT systems in the present case) and the corresponding calibrated value (i.e.by the CMS) concerning
their respective stated uncertainties. Then, if Ex<1 there is a satisfactory agreement between the two
values, otherwise there is no agreement among them.

| (CT ref . alue) |

meas .value )

l\UOCMM

Figure 14 illustrates the percentage of En<l values resu%vr all the measurands of the dental
file. As in the previous subsection, not significant differences between both techniques are observed.
In general CT2 shows very similar or slightly better. results, except for the measurand La or total
length of the cutting segment. Névertheless, the r nted percentage of this parameter only
considers that single parameterimeasured in four orientations. For the rest of parameters more
measurands are considered four orientations for Helix Pitch, nine in four orientations for
Helix Angle, etc.). Againthis‘analysis c‘not be considered conclusive in terms of defining which of

both techniques prov@wer meas t uncertainty.
% Ep<1 100 CT1  —e—CT2

75

Helix
DO to D6
’ Angle E |
Helix

D7 toD12
Pitch °

(4)

Figure 14. Percentage of En<1l values calculated for all CT measurement results and using both
surface extraction techniques (CT1, CT2).

The ratio 2U/T that considers the uncertainty measurement result (2U) and the tolerance of the
workpiece (T) was analyzed. To assure the measuring capability of the CT system and the applied
surface extraction techniques, the ratio must be 2U/T<0.4, considering the micro-geometries of the
dental file [41,43]. As previously presented for the En value, the percentage of 2U/T<0.4 values
results are represented in Figure 15. Nevertheless, the measurands considered are only the length of
the active cutting part (La) and variable diameters (DO to D12), whose tolerance specifications were
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defined. As it is shown, the 100% of OCMM measurements meet the requirement. Both surface
extraction methods CT1 and CT2 have also a high number of measurements that accomplish with
the tolerance ratio specification: 78.6% and 85.7%, respectively. The results provided for both
methods are similar. Nevertheless, CT2 or Canny algorithm offers a slightly better performance
according to the results shown in Figure 15. As a conclusion of the whole uncertainty assessment
study and despite higher uncertainties and challenges in performing CT scanning metrology, the use
of this technology for tolerance verification on complex geometries has been demonstrated to be
adequate.

100 —— —
N0 +— — \
80
70 +—
60 +——
50 +——
40 +——
30 +—
20 +—
10 +——

% measurements = 2U/T < 0.4

CT1 mCT2 mOCMM
Figure 15. Percentage of 2U/T<0.4 values calculated for all d OCM easuremiént results with
tolerance specification and using both surface extractionstech s (CT1,
4. Conclusion

In this paper a comparative analysis<of two surface extraction techniques in computed
tomography has been presented for the case'study of a micro-component (a dental file) with 3D
complex geometry. The contribution of the post-processing phase in CT dimensional measurements
is here evaluated by applying the threshold determination strategy (CT1) and the Canny algorithm
(CT2). Reference measurementsfwere performied on an optical coordinate measuring machine
(OCMM). Considering syste LTOTS resu?jit was found that the edge detection technique CT2
provides an edge definition with slightly lower systematic errors and, therefore, less dependent on
the geometry of the m, ed part. Furthermore, the 3D Canny adapted method includes a direct
correction instead of the iterative corre method of the local threshold, which simplifies its

application. The un esuxs do“not show a clear difference between both techniques,

although slightly. better results have been observed for CI2 than for CT1, especially when the
tolerance yerification) has, been/analyzed. Therefore, from this study both the threshold
determination strategy (id the 3D Canny technique show a similar behavior when tolerance is

rforming
ly, regarding the 3D Canny algorithm it can be concluded that concerning accuracy
ispatleast, as effective as the threshold technique when it is used for 3D complex
micro-geometry dimensional measurements. This confirms the results obtained in [31] for regular
and mote simple geometries.

Particulatly, since the 3D Canny adapted method includes a direct correction instead of the
iterative correction method of the local threshold, its impact lies on the fact that once the point
cloud generated by the CT system is calibrated with relatively low uncertainty, all the points of the
cloud will be constrained in a position which is also determined with a relatively low systematic
error (slightly lower with the Canny method than by using a thresholding technique) and
uncertainty (similar with both techniques). Potentially, such calibration will be applicable and valid
as well as to any relative position between different points of the cloud, leading to the result that
virtually any measurement of complex and/or freeform geometrical features can be also performed
with relatively low uncertainty. The metrological verification of this possibility is dependent on the
availability of a calibrated freeform surface. On this regards, challenges are still present in the
procedure for some complex measurands of the dental file such as the helix angle, and for

scanning metrology on complex micro-geometries.
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geometrical characteristics with a critical measurand definition such as the length of the active
cutting edge. Further research work will be focused on the establishment of a traceable and
reproducible procedure for the calibration of miniaturized high accuracy freeform components in
order to obtain a three-dimensional uncertainty assessment of CT measurements.
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