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Abstract: The presented master’s thesis has focused on the design and implementation
of a motion compensation hardware accelerator for use in HEVC hybrid decoders, i.e.
decoders that contain hardware as well as software parts. As the motion compensation
is the most time consuming step in the decoding process it is crucial to implement it in
a fast and efficient way. This paper elaborates the theoretical background and motiva-
tion and highlights the main design choices. In the following evaluation a comparison
between the hybrid decoder and a pure software decoder is performed. The results
show that the design is capable of increasing the decoding frame rate in the range of
60% for 1080p video streams when running at 100 MHz.

1 Introduction

High Efficiency Video Coding (HEVC) [1] is the latest video coding standard by the Joint

Collaborative Team on Video Coding (JCT-VC) and has been ratified as H.265 in April
2013. It is the direct successor to the famous H.264/Advanced Video Coding (AVC) stan-
dard and reduces the bit rate by 50% for the same video quality when compared to H.264.
For cost and power reasons it is common practice in video decoding to use dedicated hard-
ware accelerators. Dedicated hardware blocks can perform the most expensive parts of
the decoding process in a fast and efficient way thereby offering more performance while
consuming less power than a pure CPU-based solution. This paper in particular focuses
on designing and implementing a hardware accelerator for motion compensation, i.e. an
interpolation filter that should substitute the according part in an existing software decoder
as it is the most time-consuming part of software decoders.
Similar to its predecessors HEVC allows to exploit temporal and spatial redundancy in
video streams by referring to similar regions in previous frames instead of storing all the
data explicitly. This technique that is known as inter-frame prediction is implemented in
HEVC by using so called motion vectors that point to such regions in previously decoded
frames. These motion vectors can also have a horizontal or vertical shift relative to the
target region with an accuracy of 1/4th of a sample for the luma plane and 1/8th of a sam-
ple for the chroma planes. In order to successfully decode an inter-frame predicted HEVC
video stream these fractional samples must be derived from the adjacent full samples by
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using an interpolation filter. This process is called motion compensation and has been the
main task of the discussed master’s thesis.
This paper is organized as follows. Section 2 lists related work that focuses on hardware
solutions for motion compensation in general as well as for HEVC in particular. In Section
3 the design process is highlighted followed by a discussion of the evaluation in Section 4.
Finally, in Section 5 a conclusion is given regarding the results of the thesis.

2 Related Work

As HEVC has only been standardized in April 2013 the amount of related work in general
and regarding motion compensation in particular has been very limited. Guo et al. [2]
deal with the motion compensation interpolation and propose a resource-efficient ASIC
implementation for the FIR interpolation filter as well as an efficient filter engine that is
based on splitting a frame into blocks of 4x4 luma samples. An HEVC video-decoder
chip for 4K applications has been presented by Tikekar et al. [3]. This chip is capable of
processing 249 MPixel/s which is sufficient for real-time decoding of 4K video streams
with 30 FPS. However, a huge amount of related work for AVC motion compensation has
been available. An efficient memory access solution is discussed by Tsai et al. [4]. By
reusing previous pixels via a cache they can decode a 2048x1024 video stream running at
30 FPS in real-time with less than 200 MB/s of memory bandwidth.
While these approaches focused mostly on pure hardware implementations, this work fol-
lows a hardware/software codesign approach. By partitioning the task accordingly the
advantages of software and hardware can be combined thus getting a maximum of perfor-
mance.

3 Design

For the design decision several approaches have been analyzed. While the parallel pro-
cessing of multiple samples has theoretical advantages regarding the throughput, such so-
lutions tend to occupy many logic resources. Furthermore, the memory will probably be a
bottleneck for them. Therefore a solution that is capable of filtering one sample per cycle
has been chosen with parallel processing of luma and chroma planes.
The final design consists of two similar independent datapaths: one for luma as well as

one for chroma. An overview that is valid for both datapaths can be seen in Figure 1. As
the interpolation process involves a two-dimensional FIR filter a two-step procedure has
been selected that performs first a one-dimensional horizontal interpolation filtering and
afterwards another one-dimensional vertical one. Between these steps a buffer is imple-
mented that stores the results of the first filter before they can be processed by the second
filter. This is required as almost the complete horizontal filter process must have finished
before the vertical filter process can start. As a result the theoretical throughput is reduced
to 0.5 samples per cycle. For each luma and chroma two reference blocks can be processed
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Figure 1: One of the two independent datapaths. Each of them again consists of two sub-datapaths
that are required for biprediction. Note that one chroma datapath is sufficient for a subsampling ratio
of 4:2:0.

in parallel to support biprediction, i.e. interpolating a region in a frame by using two dif-
ferent regions as a reference or input. If biprediction has been selected the results of the
two vertical filters will be averaged; otherwise only the result of the first vertical filter will
be used. Finally, the result can also be weighted, i.e. be multiplied with a certain factor.
This feature is called weighted prediction and is implemented by an additional multiplier
at the end of each sub-datapath.
For the level of granularity, i.e. the partitioning of the overall work into software and hard-
ware parts of the decoder, the prediction unit (PU) has been selected. This is a rectangular
block of between 8x4/4x8 and 64x64 luma samples and the according numbers of chroma
samples that has a fixed set of parameters. This choice allows to perform most of the com-
plex tasks like parameter evaluation in software while offering the advantage of massive
parallelism that hardware solutions provide for the actual interpolation process.

4 Evaluation

The discussed design has been implemented for the Zynq-7020 SoC from Xilinx. A theo-
retical analysis of the accelerator itself (i.e. only of the motion compensation) yielded an
upper bound for the throughput of 50.5 FPS for 1080p video streams when running at 100
MHz. For the software part of the hybrid decoder a scalar software decoder developed at
TU Berlin has been modified to use the hardware accelerator for the interpolation process.
The interface between hardware and software parts is implemented using a register-based
solution in which the CPU handles all the memory access. As the memory overhead is ex-
pected to be high, an additional DMA-based interface has been implemented as well to be
able to derive the speed-up of such a solution. To be able to compare all three implemen-
tations (pure software, register-based implementation, DMA-based implementation) the
Kimono video stream of the JCT-VC test sequences [5] has been used in different 1080p
encodings. The results when using a frequency of 100 MHz can be seen in Figure 2.
While the frame rate for the register-based interface is reduced significantly by the huge

memory overhead, the DMA-based interface is capable of delivering a significant speed-
up of about 60% compared to the pure software decoder. However, the memory access
still poses the main bottleneck. Figure 2 also shows the luma throughput of the accelerator
for PUs of different sizes. For large PUs it converges to the theoretical maximum of 0.5
samples per cycle as the interpolation overhead is decreasing.
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Figure 2: An evaluation of the accelerator. The left diagram shows the achieved frame rates using
the evaluation setup. On the right side the luma throughput for PUs of different sizes can be seen.

5 Conclusion

This paper described the design of a hardware-accelerator for HEVC motion compensa-
tion. Based on the idea of a hybrid decoder such an accelerator has been implemented.
The evaluation proved the feasibility and reasonability of the design as it offers a speed-up
of about 60% compared to a pure software solution. Based on the results of this thesis
additional work is currently in progress. In particular, further optimizations regarding the
memory access will be performed as this turned out to be the major limiting factor in the
implementation.
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