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Abstract. We propose a new imaging method that achieves an ultra-
shallow depth of field (DoF) to clearly visualize a particular depth in a
3-D scene. The key optical device consists of a pair of faced paraboloidal
mirrors with holes around their vertexes. In the device, a lens-less image
sensor is set at one side of their holes and an object is set at the opposite
side. The characteristic of the device is that the shape of the point spread
function varies depending on both the positions of the target 3-D point
and the image sensor. By leveraging this characteristic, we reconstruct
a clear image for a particular depth by solving a linear system involving
position-dependent point spread functions. In experiments, we demon-
strate the effectiveness of the proposed method using both simulation
and an actually developed prototype imaging system.

1 Introduction

Shallow DoF (depth-of-field) imaging highlights a target in a photograph by
de-focusing undesired objects that exist outside of a certain depth range. As an
extreme condition, a microscope achieves ultra-shallow DoF imaging by putting
a target object very close to the lens. In this case, the objects except for the
tiny target, e.g. like a cell, are extremely blurred and we can see what we want
to see by precisely adjusting the focus. Here, the range of DoF depends on the
combination of the distance to a target and the aperture size. One problem is
that the aperture size cannot be larger than the physical lens size. Although
ultra large lenses are required to construct ultra shallow DoF imaging systems
for standard size objects, it is almost impossible to produce such large lenses.

To solve this problem, a variety of synthetic aperture methods have been in-
vestigated and are classified into two categories: One physically captures images
from multiple viewpoints using only standard cameras and the other virtually
generates multi-view point images using cameras and some optical components.
The former methods use a moving camera [1] or a multiple camera array system
[2, 3]. Although they can widen the aperture using multi-view images taken from
different viewpoints and synthesize full resolution images, they require time con-
suming camera calibration, or complex multi-camera devices. In the latter cate-
gory, a micro lens array [4–6], mask [7, 8], and a micro mirror array [9–11] have

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by NAIST Academic Repository

https://core.ac.uk/display/154939276?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2 R. Nishi et al.

been employed to adjust the DoF. Since the aperture size in the systems cannot
exceed that of the original camera lens equipped in their systems, it is practi-
cally difficult for these methods to achieve shallower DoF. As another method
in the latter category, Tagawa et al. [12] proposed a specially designed polyhe-
dral mirror called “turtleback reflector”, which can possibly achieve infinite-size
aperture by reflecting light rays on mirrors arranged on a hemisphere placed in
front of a camera. Although this optical system achieves the ultra-shallow DoF
imaging, the resolution of the synthesized image is quite low because all images
captured by multiple virtual cameras are recorded as one image in reality.

Another related approach is a confocal imaging one which highlights a specific
3-D point on a target by setting both the optical center of a camera and a point
light source at the focus of a lens [13–15]. In the systems based on this approach,
a half-mirror enables to set them at the same focus position. Since the systems
cannot highlight all the positions on the target at the same time, they physically
has to scan the target while changing the highlighted positions to reconstruct
the complete image. In addition, since the systems can highlight only the target
point within the DoF which are determined by the physical lens size, the size of
the target object is still limited by available lenses.

In this paper, we propose a novel imaging device that consists of a pair
of faced paraboloidal mirrors for achieving ultra-shallow DoF imaging. Such a
device has first been developed for displaying 3D objects and is called “Mirage”
[16]. This device is, for example, used for an interactive display [17]. In this
study, we leverage this device to capture a cross-sectional image for a specific
depth of a 3-D object. To the best of our knowledge, this study is the first
one to use the paraboloidal mirrors-based device as an imaging device. The
proposed system achieves much larger Numerical Aperture (NA) than those of
existing lens-based camera systems, and has capability to handle larger size
of objects than conventional microscope systems, while preserving the original
image resolution of an image sensor.

2 Device for ultra shallow DoF imaging

This section introduces the proposed ultra shallow DoF imaging device that can
capture a specific layer of an object that consists of multiple layers. Figures 1
and 2 show the developed prototype system of the proposed imaging device and
its internal structure. The proposed imaging device consists of a pair of same
shaped paraboloidal mirrors whose vertex and focal point correspond with each
other and has holes at the vertexes of the paraboloidal mirrors for setting an
image sensor without a lens at one side and a target object at the other side.
It should be noted that paraboloidal mirrors have a feature that light rays from
the focal point of a paraboloidal mirror become parallel after reflecting at the
mirror and parallel light rays gather at the focal point after reflecting at the
mirror as shown in Figs. 3(a) and (b). Therefore, light rays from an object at
the focal point of an upper paraboloidal mirror gather at an image sensor at the
focal point of the lower one. Here, since the direct light rays from the object to
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Fig. 1. Our prototype system.
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Fig. 2. Internal structure of prototype system.

the image sensor disturb the visualization of an internal layer, a thin mask is
placed at the center of the proposed device for light rays from the object not
to directly reach the image sensor as shown in Fig. 2. In addition, if an object
moves from the focal point in the direction perpendicular to the image sensor
plane (referred to as depth direction), light rays from the object do not gather
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Fig. 3. Path of light rays in paraboloidal mirrors.
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Fig. 4. Aperture angle in our system.

at the image sensor, resulting in generating a blurred image. Therefore, we can
visualize only a specific layer that exists at the focal depth.

Here, we discuss the Numerical Aperture (NA) of the proposed imaging de-
vice. The range of the NA is [0, 1] and the DoF gets shallower as the NA gets
higher. The NA is defined in general as follows:

NA = n sin θ, (1)

where n is the index of refraction of the medium between a target object and
an image sensor. In our case, n = 1.0 because the medium is the air. θ is the
aperture angle which means the maximum angle between the optical axis and
available light rays as shown in Fig. 4. We can calculate sin θ using the width w
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Fig. 5. Definition of coordinate systems.

and focal length l of the paraboloidal mirror as follows.
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Here, since the expression of the paraboloidal mirror where y = 0 in the co-
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By replacing w with l, the NA of the proposed device is calculated as follows:
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' 0.94. (4)

It should be noted here that the NA of the proposed device is a constant even
if the scale of the paraboloidal mirror changes because the NA does not depend
on the focal length and width of the paraboloidal mirror as indicated in Eq. (4).

Table 1 shows the comparison of the NAs of the proposed device and various
commercial lenses. In this table, we calculated approximate NAs from F numbers
using the following equation

NA =
1

2F
(5)

From the table, we can confirm that the NA of the proposed device is much
larger than those of various camera lenses and has competitive performance
with objective lenses of microscopes. It should be noted that our system can
handle relatively larger objects without constructing an ultra-large lens system
which is practically almost impossible.
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Table 1. Comparison of Numerical Aperture of various lenses.

NA Lens type Trade name

0.94 Mirror lens Our approach

0.85 Objective lens WRAYMER
(microsocpe) GLF-ACH60X

0.59 Large aperture lens HandeVision
IBELUX 0.85/40MM

0.53 Fixed focal length lens SCHNEIDER
F0.95 Fast C-Mount Lens

0.36 Large aperture lens Canon
EF35mm F1.4L II USM

For the proposed device, depth of field d can be determined geometrically as
follows:

d = dfar − dnear, (6)

where dnear and dfar are distances from the image sensor to the nearest and
farthest points that are in focus, respectively, and are calculated as follows:

dnear =
l2

l + 2Fc
, (7)

dfar =
l2

l − 2Fc
, (8)

where c is the size of a circle of confusion, which is the size of a pixel of an image
sensor. For example, when c is 0.01 mm, l is 100 mm, and the F number is 0.53
(i.e., NA is 0.94), depth of field d becomes 0.0212 mm.

3 Experiments

In experiments, first, in order to check the raw performance of the proposed
imaging device, the effect of geometric aberration is evaluated by measuring
PSFs (point spread functions) which vary depending on the 3-D position of
a target point, using a simulation environment. Layered real-images are then
captured using a prototype imaging device and compared with images captured
by a conventional lens-based camera device which has large NA in order to show
the feasibility and the advantage of the proposed device. In addition to these
two basic experiments for the proposed device, we further show the possibility
to remove blurs on captured images using measured PSFs.

3.1 Characteristic of faced paraboloidal mirror-based imaging
device

The shape of the PSF, which is a response of an impulse input from a point light
source, varies depending on the 3-D position of the point light source placed
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in the proposed device. In order to analyze the characteristic of the proposed
device, shapes of PSFs for different light source positions in the proposed imaging
device are measured in a simulation environment. Experimental setting in this
simulation is as follows: Focal length p is set to 65 mm. Width w of the mirror
device is determined as 184 mm from Eq. (3). An imaging device (20 mm × 20
mm, 201 × 201 pixels) is fixed at one of the two vertex positions. While moving
the position of a point light source, we observed shapes of PSFs by this imaging
device.

Figures 6 and 7 show the PSFs captured on the image plane (U, V ) while
moving a light source along the Z axis and X axis shown in Fig. 5, respectively.
Since the proposed imaging device is rotationally symmetric, we can know the
characteristic of the device using these two axes. From these figures, we can see
that the shape of PSF drastically changes when the light source moves along Z
axis as shown in Fig. 6, while the change of the PSF alongX axis is comparatively
moderate as shown in Fig. 7. This indicates that the object moving along Z
axis from the vertex position immediately blurs, in contrast to the case for X
direction. From this simulation, we can confirm the desirable characteristic of
the proposed device for achieving ultra-shallow DoF imaging.

3.2 Ultra shallow DoF imaging using prototype

We have constructed the prototype device shown in Fig. 1. In this device, Point
Grey Grasshopper2 (1,384 × 1,036 pixels, CCD) without a lens is employed as
the image sensor and fixed at the vertex of the upper paraboloidal mirror. A
target object is set at the vertex of the lower paraboloidal mirror and its depth
can be adjusted by using a translation stage as shown in Fig. 2.

Figure 8 shows target objects 1 to 3 in this experiment which consist of two
layered flat surfaces which are transparent films with 0.1mm thickness where
different images are printed. The sizes of surfaces are 20 mm × 20 mm and two
layers are separated with 1.2mm empty gap.

Target 1 and 2 shown in Fig. 8(a),(b) are layered objects where a grid mask
texture which contains high frequency component is commonly used as upper
layer images and low and high frequency textures are used for lower layer images
respectively. Target 3 (Fig. 8(c)) has low frequency texture image for upper layer
and high frequency texture image for lower layer where lower layer is almost
completely blinded with upper layer in a standard camera image.

Figures 9 to 11(a) show images captured by the camera (Grasshopper2) with
a small DoF lens (Schneider Fast C-Mount Lens, 17mm FL, F=0.95 (NA=0.53))
for different height positions Z of the target objects. As we can see in these
figures, the lower layer images are partially blinded by the grid patterns for the
target 1 and 2, and the lower image is completely blinded for the target 3 even
when we have employed relatively shallow DoF lens.

In contrast to this, one of two layer images is largely blurred by the proposed
device not depending on the combination of low and high frequency textures, and
the other layer image is focused as shown in Figs. 9 to 11(b). Even for the target
3, the characters behind the upper layer image are readable as shown in Fig.
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Fig. 6. Observed PSFs for different Z positions of a point light source with X = 0.
(left: slice of PSF with V = 0, right: cropped PSF image)
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Fig. 7. Observed PSFs for different X positions of a point light source with Z = 0.
(left: slice of PSF with V = 0, right: cropped PSF image)

11(b). By this comparison, we can conclude that our system can achieve much
shallower DoF imaging than the conventional lens-based system. However, we
also confirmed that the proposed device still has two problems: (1) The images
captured by the proposed device blur in the peripheral regions more than the
conventional lens, which means that the proposed device has worse geometric
aberration than conventional lenses, and (2) textures from the other non-focused
layer still remain a little in the captured images.
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(a) Images captured by NA=0.53 lens
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(Focused on upper layer) (Focused on lower layer)
Z= -1.8mm Z = -0.6mm Z = +0.6mmZ= -1.2mm Z= 0.0mm

Upper layer Lower layer

(c) Target 3

Target object

AB
C D

(b) Images captured by prototype device
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(a) Images captured by NA=0.53 lens
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Z= -1.8mm Z = -0.6mm Z = +0.6mmZ= -1.2mm Z= 0.0mm

Fig. 8. Target objects and texture images for layers.

3.3 Reconstruction of layer images using PSFs

As described in the previous section, the proposed device has the weakness about
the blurring effect caused by the aberration and the influences from other lay-
ers. In order to confirm the future possibility to overcome this weakness, here
we simply deblur the observed images using measured PSFs by the following
manner.

In the proposed system, theoretically, vectorized observed image o can be
represented as the weighted sum of the multiplication of intensity wk of the k-th
point light source and vectorized PSF pk for the light-source position k in the
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(a) Images captured by NA=0.53 lens
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(b) Images captured by prototype device
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Fig. 9. Experimental results for target 1.

device as follows:

o =
∑
k

wkpk, (9)

where we ignore occlusion effects for simplicity. Here, if pk is given by the cali-
bration as shown in the first experiment and we have multiple observed images o
with different depths, we can easily estimate wk, which means that the aberration
is suppressed and the captured images are decomposed into ones for respective
layers, by minimizing the sum of error ‖o−

∑
k wkpk‖2 subject to wk ≥ 0 with

convex optimization [18].
In this experiment, we have tested this method using the same device con-

figuration with the second experiment in the simulated environment. The target
object here consists of two layered films with 0.5 mm gap where different images
are printed as in Fig. 12, which is more severe situation with narrower gap than
that in the previous experiment. For this target, we have captured five images by
moving the height of the object (focus point of the device) with 0.25mm interval
as shown in this figure.

Figure 13 shows the effect of decomposition. In this figure, (a) shows original
layer images, (b) shows the images captured by focusing on upper and lower
layers, (c) shows the decomposed results from the two images of (b), and (d)
shows the decomposed results from all the five images. As shown in (b), even
if the focus point is precisely adjusted to the position where target layer exists,
the effect from the other layer image cannot be avoided, resulting blur effect
in this severe situation as similar to the results in the previous experiment. As
shown in (c) and (d) in Fig. 13, using this comparatively simple decomposition
algorithm, the blurs were successfully reduced even by the two images, and were
almost completely removed by the five images.
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Fig. 10. Experimental results for target 2.
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(a) Images captured by NA=0.53 lens
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Fig. 11. Experimental results for target 3.

On the other hand, in the real world, to decompose images captured by the
prototype system, we need to know a PSF for each spatial position in a target
scene. A straightforward way to measure the PSFs is to prepare a hole whose
size is smaller than that of a circle of confusion and align it with each spatial
point. However, it is almost infeasible to create such a small hole and align it
with each position accurately without special and expensive devices. Therefore,
we should develop a method to measure PSFs that is an alternative to the way
above in the future.
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Focused plane
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Fig. 12. Texture images for layers and captured input images for different height po-
sitions in simulation.

(a) Original layer images (b) Captured images (c) Decomposed result 

from two images

(d) Decomposed result 

from five images

Fig. 13. Effect of decomposition. Top and bottom row show upper and lower layer
images, respectively.

4 Conclusion

This paper has proposed an ultra-shallow DoF imaging method using faced
paraboloidal mirrors that can visualize a specific depth. We constructed a pro-
totype system and confirmed the proposed device can capture a specific depth
using objects with two layers clearer than a small DoF lens. In the experiment
using a simulation environment, we analyzed the characteristic of the proposed
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device, and we showed that the proposed system also can suppress the aberration
and decompose layered images into clear ones using measured PSFs. In future
work, we will develop a decomposition method considering occlusions and apply
it to images captured by the developed prototype system.
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