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Abstract

Various applications, including robotics, spindle drives, machine tools, etc. rely on accurate,
reliable controllers to deliver the required drive performance. With recent advances in
magnetic materials and semiconductor technology, machines such as the permanent magnet
synchronous machine (PMSM) family of ac drives have seen a rise in popularity, owing to the
high power density, efficiency and relative longevity as compared to conventional ac motors.
In particular, interior permanent magnet synchronous machines (IPMSM) are characterized by
all the features of the PMSM family, with the additional possibility of improved efficiency due
to rotor construction, making them ideal for critical applications with high performance

demands.

Notably, despite the advantageous aspects of PMSM motors in general, control of this class
of ac machines is complex if full performance potential is to be realized. In order to achieve
optimal efficiency while permitting wide speed range operation, it is crucial to design
controllers that are capable of delivering this high performance. Due to the nonlinearity of
magnetic flux distribution during operation, the parameters of the PMSM may vary
significantly. Thus, a high performance controller must be capable of optimizing efficiency

while maintaining excellent response characteristics from set-point or loading variations.

As a result of the nonlinear flux distribution caused by rotor/stator magnetic field
interactions, direct control of PMSM in the stator reference frame is not possible as the level
of mathematical complexity renders it infeasible. Expression of the PMSM stator variables in
the rotating rotor reference frame permits the effective decoupling of machine variables into
velocity and torque control components'. This is roughly analogous to separately excited direct
current (DC) motors, where control of the rotor speed (field magnetization) and shaft torque
(armature current) are decoupled as a function of the design. Analysis of the PMSM model in

the rotating reference frame shows that the “d” and ““q” axis currents are principally responsible

for indirect air gap flux control and developed shaft torque, respectively.

' Note that this is a generalization, only the surface permanent magnet synchronous machine (SPMSM) model in the “dq” reference frame
perfectly decouples into mutually exclusive velocity and torque components.
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Traditional linear type control techniques based on proportional-integral-derivative (PID)
controllers are able to achieve moderate success in controlling the PMSM family. The
performance achieved is however typically within a narrow operational band and without the
ability to adapt to parametric variation or optimize efficiency. This restriction makes PID type
controllers non-ideal for more demanding applications that require highly accurate control and

high efficiency regardless of load, temperature, machine age or operating environment.

Therefore, this thesis presents a robust nonlinear control algorithm utilizing an adaptive
back-stepping technique with flux control for optimizing developed torque and improved
operational range. Further, global asymptotic stability of the proposed controller is assured
through Lyapunov’s stability criterion in conjuncture with criterion supported by Barbalat’s
lemma. The proposed control algorithm ensures that the machine operates at precise command
speeds, coping with system uncertainties and disturbances, while reducing losses and enabling

operation over a wide speed range.

Simulation of the proposed system is carried out in MATLAB/Simulink, as well as in a co-
simulation environment utilizing MATLAB/Simulink and PSIM. The first scenario
implements an ideal mathematical system model with the controller in Simulink; whereas the
second scenario uses PSIM to host the dynamic system model, with MATLAB/Simulink
hosting the controller. This co-simulation permits rapid, accurate system analysis, by
employing more accurate software models for switching elements, synchronous machine and
any reactive elements not reflected in the basic mathematical model. Simulation results from
both methods indicate excellent performance and robust operation, with excellent disturbance

rejection.

Real-time implementation of the system is realized utilizing the DS1104 digital signal
processor (DSP) in conjuncture with an IPMSM commutated by a three-phase two-level
insulated gate bipolar transistor (IGBT) inverter, with a direct current (DC) generator as
dynamic load. Performance of the proposed controller have been verified through experimental

implementation for a range of operating conditions.
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Chapter 1

Introduction

1.1 Research Background and Motivation

Advances in the fields of power electronics and high density permanent magnets have
enabled significant improvements in motor drives technologies. The class of ac drives which
has seen a particular rise in popularity due to advances in rare-earth magnetic alloys are
referred to as interior permanent magnet synchronous machines (IPMSM). IPMSM
construction involves a rotor with buried permanent magnets, providing magnetic saliency,
high power density, robust construction and a small effective air gap [1]. The construction of
the IPMSM rotor results in an additional torque component due to the rotor magnetic saliency
(i.e. sinusoidal variation of inductance). It is this supplementary torque, known as reluctance
torque which facilitates greater potential for optimal control and higher power density. This
thesis work exploits the benefits of magnetic saliency of the IPMSM through adaptive
nonlinear model based control, in order to deliver reliable and effective control over a wide
speed range.

Precise control of IPMSM is complicated due to the nonlinear coupling among stator
windings, magnetic saturation and consideration of the additional reluctance torque. This
additional complexity in control design has resulted in many works disregarding the
contribution of reluctance torque as a method of simplifying the control design [1], [2]. By
disregarding the reluctance torque, it is possible to set the d-axis current (iy) reference trajectory
to zero which effectively forfeits reluctance torque and the mathematical torque expression
becomes a singular linear function of g-axis current (iy). Thus, setting the iy reference trajectory
to zero also has the effect of limiting motor operation to within rated speed, as indirect control
of the air-gap magnetic flux it is not possible.

Consequently, the objective of this thesis is to address the deficiencies noted in the entirety
of reviewed papers on the subject of nonlinear model-based control of IPMSM’s, specifically

regarding the application of flux control techniques.



1.2 Literature Review: Existing Control Techniques

This section of the thesis provides an overview of pertinent control techniques applicable to
IPMSM drives and key aspects of each method. Significant research has been performed in the
field of PMSM drives. As this thesis pertains specifically to IPMSM drives, research dedicated
to this specific class of PMSM will be focused on. Major types of IPMSM drive controllers

may be classed into the following categories, with each offering unique features and

capabilities.

1. Fixed gain controllers
2. Model based controllers

3. Intelligent controllers

Typical motor drive systems employ a 2-level three phase voltage source inverter (VSI) for
commutation of the motor stator phases, and thus a simplified diagram of this configuration is

shown below in Figure. 1-1.

RCC;

IEEY

Figure 1-1: Typical 3-phase, 2-level inverter
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1.2.1 Fixed Gain Controllers

Fixed gain controllers provide very simple control algorithms for IPMSM that are capable
of providing accurate speed (or position) tracking given proper tuning. Proportional-integral-
derivative (PID) type fixed gain controllers are among the most common, primarily due to ease
of implementation and relative simplicity of tuning. However, in the role of forcing speed error
convergence to zero (the most common use of PID control); fixed gain controllers based on
PID control can entail significant tuning to achieve desired performance for each unique
system, and within a defined operational band. If features such as efficiency optimization or
loss minimization are required, additional algorithms are required and may be integrated in

conjuncture with the PID control loop.

In [3] proportional-integral (PI) control is applied in the context of a model reference
adaptive system (MRAS) for “sensorless” control of IPMSM, with multiple PI controllers for
forcing the convergence of speed, and d-q axis current error dynamics. Similarly, in [4] a PI
controller is used for forcing the speed error to zero in conjuncture with a MRAS for rotor
speed estimation. In [5], the authors have proposed a PI stabilized controller based on
maximum torque per ampere (MTPA) algorithm. Results shown indicate a significant
improvement in efficiency relative to zero d-axis reference current. In [6], a PI speed controller
is used in conjuncture with MTPA and flux weakening (FW) control algorithms to achieve
improved performance both within and above rated speed. Similarly, in [7], [8] the authors
have achieved wide speed range operation using PI controllers to force convergence of speed
and quadrature currents error to zero, with flux control techniques to achieve improved
operational range. Results shown indicate an improvement in efficiency through MTPA
implementation, compared to zero reference d-axis current. In [9] the authors have
implemented a PI speed controller with input-output feedback linearization to provide
command voltages, simulation results are shown, however, with no comparison to other
methods of control. The authors in [10] have proposed a loss minimization type controller
which uses power loss models as a basis to define the d-axis current within rated conditions.
A PI controller is used for speed reference tracking. Excellent efficiency results are reported
in comparison to iy =0 control, with an important factor being the saliency ratio (ratio of q/d

axis inductances) of the subject machine, which was reported to be 2.61. Use of a PI controller



greatly simplifies complexity, but the controller is not capable of parameter estimation, and
stability is not mathematically demonstrated. In [11] fuzzy logic based online adaptation is
performed to tune the fixed PI controller gains to ensure optimal performance, along with
MTPA and FW control to enhance the operational range of the machine. Results reported
indicate a performance improvement over conventional PI control, however, the authors
provide minimal detail of integration of d-axis current control algorithms in the control
development. Further, minimal tuning effort is directed towards the conventional PI controller
benchmark (as it was noted to be “time-consuming”). In [12], indirect torque control is applied
with an MTPA algorithm to provide a reference d-axis current, and using multiple PI
controllers to force convergence of the error variables (i4, iy, Te). The results reported are in the
context of vehicle drives, with the subject machine model exhibiting a high degree of rotor

saliency with the saliency ratio equal to 3.45.

All of the works reporting on the usage of PI type control have shown excellent results, with
comparatively simple implementation and tuning. PI controllers in the previously cited works
have been implemented in the context of speed control, current control as well as in conjuncture
with loss minimization algorithms and fuzzy logic controllers (as a principle tuning method).
As noted previously, PI controllers can be highly effective, computationally efficient and may
be integrated and/or complemented by or with other control algorithms to achieve improved
performance. However, they are system specific and can require considerable tuning to achieve

desired operation.

1.2.2 Model Based Controllers

Model based control provides the foundation for developing highly accurate control
algorithms, with the potential for involving further techniques like adaptive backstepping as
part of the control model development. Given that machine parameters are subject to variation
over time, temperature and operational environments, a key aspect of model based control is

the reliance on accurate knowledge of model parameters.

In [13], model based control is used, with stability of state variables shown using Lyapunov

criterion. MTPA and FW algorithms are inserted for the d-axis current reference, notably



however, the control development is done with the assumption that the d-axis reference current
is set to zero. In [14], MTPA is integrated into the controller development, ensuring controller
bounded state variables, and improving on [13], but limiting the permissible motoring speed
range. In [1], model based nonlinear control is implemented with estimation of load torque in
real time experiments. The inductance parameters (Lq, Ly) are estimated in simulation only,
and thus negate the potential for further performance gains. Further, motoring operation is
limited to within rated, as the d-axis reference current is set to zero for the simplification of
control design. Similarly to [1], the authors in [15] have designed a nonlinear model based
controller employing adaptive backstepping with Lyapunov stability theory; however, the
subject machine is a surface permanent magnet synchronous machine (SPMSM), lacking
reluctance torque and again the d-axis reference current is fixed to zero. The work reports
excellent performance in simulation results, with detailed responses of estimated parameters
and error dynamics. However the work does not perform any real-time analysis and does not
compare to common competing control techniques. In [16], the authors achieve position
control through adaptive nonlinear control, with a parameter estimation scheme similar to [1],
[15]. Again, in this work, iy is set to zero resulting in forfeiture of reluctance torque and flux
control. Further, there are no real-time results published as a function of this work, or indeed

comparisons to other control methodologies.

Many of the cited works on model based control employ some type of parameter adaptation,
a feature which is essential to the stability and optimal performance of this type of control. Due
to the relative complexity of the developed control, estimation and/or adaptation algorithms,
the computational requirements are greater than that for typical PI controllers. Regardless,
given the capacity of existing embedded systems with integrated floating point (hard float)
math modules this is not problematic. Model based nonlinear controller enable highly accurate
control, fast responses with adaptive control and enable the use of efficiency optimization
algorithms. Due to the inherent complexity of the controller development, this type of control
requires significant system and mathematical knowledge for design, yet offers the capacity for

superior disturbance rejection and long term performance.



1.2.3 Intelligent Controllers

Intelligent controllers may be developed on the basis of expert knowledge of a system,
applied through fuzzy logic (FL), neural networks and hybrid forms like adaptive neuro-fuzzy
inference systems (ANFIS). The principal benefit of intelligent type controllers is that they
function without any model, and thus are insensitive to parametric variation. A further
advantage is that fuzzy membership functions may be configured for the generation of both d
and g-axis current references, fully utilizing features of the IPMSM and enabling accurate

control without knowledge of system parameters.

In [11], a comparison of PI and FL controller performance is made to illustrate the
performance differences. A fuzzy controller is employed to provide a reference for d-axis
current enabling flux control, as well as for providing tuned/adaptive gain multipliers for the
g-axis current PI controller gains. Improved response of the proposed controller is
demonstrated experimentally over a conventional PI controller (with non-optimized gains),
and demonstrates an example of hybrid control (i.e. combination of multiple control
techniques). In [2] a fuzzy logic controller (FLC) in conjuncture with a loss minimization
algorithm (LMA) is employed with a hysteresis current controller to achieve control.
Performance and efficiency is compared to traditional PI control, and various simulation
scenarios illustrate the benefits of the loss minimization algorithm (LMA). Real-time results
confirm performance of the proposed controller, however do not make a comparison to other
competing control methods. In [17] a simplified FLC is developed in conjuncture with an
MTPA algorithm, simulation results presented compare a scenario with and without the MTPA
algorithm, indicating the improved performance by using a nonzero d-axis current reference.
Real-time results conclude the same, demonstrating the performance of the FLC, with results
as expected for a d-axis current reference algorithm. In [18] a PI type FLC is implemented with
the use of genetic tuning algorithms to achieve improved performance by optimizing the fuzzy
rule base. Simulation results indicate a performance improvement over conventional (not
optimized by genetic tuning) FLC, with speed response improving slightly. The control is
achieved through the use of hysteresis current controller, real-time results are not presented.
The authors in [ 19] implemented a Takagi-Sugeno (TS) type FLC speed controller, with results

presented for both simulation and real-time. Speed responses illustrated excellent stability



under parametric variation, with the FLC controller demonstrating superior performance to the
conventional PI controller, in terms of speed overshoot. It should be noted however, that the
subject machine in the experiment was a SPMSM, with the d-axis current reference current set

to zero.

Intelligent controllers developed towards PMSM motor applications may also be applied
with minimal modification to induction type ac machines, due to the inherent machine
similarities. The notable difficulty with fuzzy logic type intelligent control is that detailed
system performance knowledge is required; or in the case of neural network or neuro-fuzzy
controllers, training data is required. Tuning of the controller exists in the form of membership
gains (fuzzy logic), to achieve proper scaling of feedback and control output. The tuning is
thus a factor common to virtually all control techniques detailed herein, with the exception of
adaptive gain schemes. The principal disadvantage of the types of intelligent controllers cited
previously, is that in order to execute code which evaluates a series of conditional statements,
more clock cycles are required than that of mathematical expression evaluation (in the context
of IPMSM control). The direct effect of this is that the number of execution steps required for
fuzzy algorithms results in a reduced sampling frequency (2kHz compared to the NL controller
presented in this thesis at 10kHz), which limits the accuracy/precision of the controller. Thus,
in order to implement a basic fuzzy logic controller faster computational resources are required

to achieve comparable loop execution speeds to fixed gain or model based controllers



1.3 Objectives

The objective of this thesis is to develop, test and implement a robust nonlinear adaptive
controller directed towards systems using any type of PMSM. Specific thesis objectives are

presented below:

a. Todesign and test a nonlinear controller that will permit accurate and generic control

of PMSM.

b. To enable wider speed range operation of a class of PMSM motors compared to

existing” control techniques.

c. To demonstrate the performance of the IPMSM through multiple simulation

environments.

d. To demonstrate through simulation and experiment, the robust nature of the adaptive

aspect of the proposed controller.

e. Toconduct real time implementation and acquire data to firmly establish an empirical

basis for the performance of the proposed adaptive controller.

1.4 Typical PMSM Drive System

To provide an overview of typical PMSM drive system topologies, the diagram in Figure
1-2 illustrates the major system functional blocks. The system is comprised of distinct major
components; being the inverter, synchronous machine and control system. The inverter used is
a three phase two level, six switch inverter and enables the synthesis and application of time
varying currents to the three phase motor. Naturally, in the context of this thesis, the
synchronous machine analysed is an IMPSM, with time varying sinusoidal air-gap flux due to
a rotor defined by buried permanent magnets (saliency), as per Figure 2-1. Finally, control

command voltages, reference frame transformation, and other relevant control parameters are

* Control techniques using d-axis command current set at zero.



calculated. Translation of the command voltages into pulse width modulated signals is
achieved through carrier based sine-triangle modulation technique. The methods used for each

system component specific to this thesis, as well as comprehensive derivations are provided in

the following sections.

In general the typical inverter topology for variable speed 3-phase drives does not change
much, and thus the same configuration can be applied to any class of PMSM, induction

machine or line start type of PMSM, which is a synthesis of PMSM and induction machine

design.

Load

. ,
Adaptive 29 INVERTER
Controller

abc

bne e,

C 1 B, v

Parameter A da
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Figure 1-2: Typical 3-phase motor drive diagram
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1.5 Thesis Organization

This thesis is arranged according to major section titles pertaining to the principle focus
areas of the thesis. Subsections address specific detail, and contain pertinent figures, charts, or

tables and/or appropriate references.

Chapter 1:

A review of literature of existing work on the control of PMSM is detailed, and a motivation
for the following thesis work is provided. Figure 1-2 provides a comprehensive overview of

the proposed motor drive system, including relevant switching devices and feedback devices.

Chapter 2:

Detailed derivations of all pertinent mathematical models used in the thesis, including

reference frame conversion, and synchronous machine modelling are detailed herein.

Chapter 3:

This chapter details the development of the proposed adaptive nonlinear control algorithm for
the IPMSM. Controller development is based on Lyapunov theory in conjuncture with adaptive
back-stepping; global asymptotic stability is demonstrated using a trio of criterion supported

by Barbalat’s lemma.

Chapter 4:

Techniques are presented for extending the linear modulation range of naturally sampled pulse
width modulation schemes. Supply transfer ratio, harmonic content and other common

modulation techniques are also detailed in this chapter.

10



Chapter 5:

Results from multiple simulation environments are presented in this chapter. The performance
of the proposed controller is established through a series of tests, including load variation, set-

point changes and parametric variation.

Chapter 6:

In this chapter, the proposed controller is implemented using a real-time experimental set-up®,
with results demonstrating the robust performance through a series of tests similar to those

performed in simulation.

Chapter 7:

This final chapter provides a summary of the thesis results and findings, the contributions made

and future work potential in real time application and optimization.

* See Figure 6-2
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Chapter 2
PMSM Mathematical Modeling

2.1 Introduction

This section of the thesis details development of the mathematical model of the PMSM.
Model development begins with expressing stator reference equations reflecting the three
phase configuration. Coordinate transformation permits the translation of complex nonlinear
stator reference frame expressions into relatively simplified rotor reference frame expressions,

thus simplifying model based control design.

To explain the choice of labelling that is to follow, it should be noted that the d-axis is chosen
to align with the direction of magnetic flux (i.e. along north-south pole orientation), hence the
label “direct” axis. As per an Institute of Electrical and Electronic Engineers (IEEE)
convention, the g-axis is defined by a 90 electrical degree separation form the d-axis, and is
thus labelled as “quadrature” axis [20]. These labels are used consistently across most relevant
literature for variables written in the rotating rotor reference frame, and are illustrated in Figure

2-1 inspired in part from [21].

2.2 Coordinate Transformation

This thesis employs two variations of a reference frame conversion matrix, commonly called
the “dq0” transform, these slight variants are known as the voltage and power invariant
transforms. A proof of the latter transform is provided in this section, with detailed derivation
steps provided for understanding the foundation of the transform. Use of either variant in
implementation is permissible, given that the controller is designed correspondingly. A
progressive illustration of the “dq()” coordinate transformation process is shown in Figure 2-2.
Derivation is achieved in two steps; from stationary stator to stationary rotor and from

stationary rotor to rotating rotor reference frames. The derivation details the *‘zero” axis

12



component of the transforms, however, in Figure 2-2 & Figure 2-3 which visualize the

transform, this component is omitted due to the assumption of balanced stator phase currents.

[

permanent magnet

rotor surface

4
d-axis

flux ines

air gap

S

rotor surface rotor surface

permanent magnet permanent magnet

Figure 2-1: PMSM rotor cross section: a) surface mounted magnets b) interior radial magnets
¢) interior axial magnets



stationary stator stattonary rotor

a

Clarke
Transform

Figure 2-2: Forward reference frame conversion

The conversion matrix from stationary “abc” reference, to rotating (for a non-zero angular

velocity) “dq0” can be found in a two-step procedure, first by converting to a fixed “gf0”
reference frame, and then secondly from “gB0” to the rotating “dq0” reference frame [22],

[23]. Please refer to Figure 2-3 for a graphical illustration as a guide during the derivation of

the forward “dq0” transformation for balanced phases that follows.

To derive the transform matrix for stationary stator “abc” to stationary rotor transformation

“af0”, the following vectors are defined as follows.

x, =k [x, —x, cos(2)—x_cos(£)| =k [x, —+x, —1x ]

x, =k [Ox, +x, cos(£) —x_cos(£)] =k, [O +8x —Ly }

i

x, =kk, [x“ +x, +xr]

where: k, = Proportionality constant that maintains power equivalency between

the reference frames (to be determined)

k,= Additional proportionality constant for balancing the zero axis rotor
current expression

X, = Relative vector magnitudes in each reference frame

14



The zero axis component ( x,) is defined as the sum of all stator vector quantities, which for

balanced phases will be equal to zero. Thus it is not essential for this analysis, but is included
to illustrative purposes only.

Note that the diagram s for illustrative
Xc puposes only, Yectors are not drawn to scale

Figure 2-3: Reference frame vectors

Expressing the “ ¢80 quantities in a matrix form for convenience yields:

TR
Ll 4 hf
3 3
xﬁ =kl 0 7 ‘—7 X, —Tcxabc
X X
’ ky ky ok |t
where the conversion matrix (T¢) is given by:
_ IR
1 2 2
3 3
TC = kl 0 —\/2:‘ ——2‘
ky ky ok




In order to find the constants 4, and k, a relationship for square matrixes is used that equates

the multiplicity of a square matrix (7) and its inverse (T"') to the identity matrix (I). Expressed
in matrix notation as T,.-T.' =T, -T. =1

] - o
b0 k|l =5 =5
sl e
2 _1 N3 V3 N3
R O U 0(1)0
00 1
LBk R Ry
L2 2 24 ]

By extracting the following relationships from the matrix, using any two row-column
combination:

Solving yields: &, = %,kz =+

And thus the power invariant reference frame conversion matrix, known as the Clarke
transform can be stated as:

!
|—

1

[

S5
§|“ oG ok

ol v

e

0
u
V2

To translate the stationary rotor ( ¢f0) to the rotating rotor (dq0) reference frame, a coordinate
mapping known as the Park transform is used. Further, with the assumption of balanced 3-

phase currents, the zero axis component in the “dq0” reference frame will be zero. Thus, with

16



reference to Figure 2-3, the following set of expressions may be defined in two dimensional
Euclidean space.

X, =X, €0s(—=0) + x5 cos(0 — %) = x, cos(8) + x; sin(f)
X, ==X, sin(d) - Xy sin(@—%) = —x,, sin(@) + x; cos(d)

rotating __ _ stationary

Xo =X
where: 0 = angular position

Thus, from the equations above, the corresponding Park transform (7p) matrix may be
expressed as follows.

cos(d) sin(@) O
T, =|—sin(8) cos(d) O
0 0 1

By combining both transforms (7. & Ty) it is possible to achieve reference frame conversion

directly from stator to rotor with a single conversion matrix (74qo).

%l 2 || cos(d) sin(@) O

Tio =% 0 2 =L/ -sin@) cos®) 0
S e O

s 5 AL 0 o 1
{

cos(8) —Lcos(8)+Lsin(8) —Lcos(0)—Lsin(0)

quo:% —sin(@) %sin(9)+gcos(9) %sin(l?)——?—cos(@)
’ e 1 )

2 2 V2
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Simplifying using the following trigonometric relationship*:
asin@xbcosd=Ecos(0Fa)
This results in the final expression, which will be called the “dq0” transformation matrix.

5 cos(d) cos(8—2F cos(6+ %)
T —sin(@) —sin(d—2£) —sin(6+3F) (2.1)

AR . 1

V2 V2 V2
In compact matrix notation, the transform may be applied as: X, =qu0xa,,c

where: . = Desired quantity in “dq” reference frame

x,,.= Quantity in stationary “abc” reference frame

To modify the “dq0” transform in (2.1) for a known initial position, the following relation

between rotational angle and angular velocity is employed.

=6 =|w(t)dt+86,

D Ly

where: ® = angular velocity

* This can also be shown for E sin(9 F a)
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Thus a slight variant of the dq0 transform for known initial angular position can be shown:

cos(wt+6,) cos(wt+8,—2%)  cos(wrt+6,+2)
=2 | —sin(@r +8,) —sin(wr+86,—2) ~—sin(wr+86,+2%)

T;h - 0 ;
I \/3 1 i |

2 vz NG

This variant could be useful for position control scenarios and where the initial rotor position
1s known with a high degree of accuracy. Typically however, the initial position is not known,
and the starting position is simply set as the zero reference, and the transform of the form seen

in (2.1) is utilized. Conversely, the inverse transform (Td;lo) is needed to translate variables

from the rotating reference frame back to the stationary stator reference frame. The inverse of

(2.1) may be expressed as follows:

cos(8) —sin(6)
Td;lo =1, = Tg cos(f—2£) —sin(f—=F)

cos(f+2£) —sin(8+2£)

(2.1a)

S S-S

—~1 . s
where: 7:,40 = inverse “dq0” transform

However, depending on the application either the power or amplitude invariant versions of the
transform may be employed. Since the power invariant version has been derived in detail, the
amplitude invariant version will be directly expressed in (2.1b) & (2.1c), with the knowledge

that derivation is of similar form.

cos(8) cos(@—2£)  cos(6+3£)

T —sin(@) —sin(@—-=£) —sin(@+F) (2.1b)

dg0 =3

tof—

L
2

19 |—
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cos(6) —sin(f) 1
:7;117( = COS(Q—%) _Sin(a_%) 1 (21C)
cos(@+£) —sin(@+%£) 1

T*l

dy0

Typically, the amplitude invariant form is utilized, potentially due to slightly lower
computational complexity due to the absence of root terms. Further, with the assumption of
balanced phase currents, it is possible to eliminate the third rows and columns of (2.1b) &
(2.1c), as the zero axis component is zero. This greatly reduces the necessary computations

required in each cycle of the control algorithm.

2.3 Synchronous Machine Modelling

In order to proceed with any nonlinear control design, an appropriate mathematical model
is required. Based on the reference frame conversion derived in the previous section, and
beginning with a stationary stator model not including core hysteresis and eddy current losses,
a rotating “dq” reference frame model may be realized. With the “dq” mathematical model
representing the machine variables in a rotating reference frame, a model of sufficient

simplicity is achieved, where time varying periodic variables become virtual constants’.

2.3.1 Machine Model Development

The control model is derived from first principles based on motor convention, where phase
current flow is regarded as flowing into the terminals (conventional current flow model). An
accurate mathematical model is key for successful implementation of a model based nonlinear

controller. Model development is made based on the following assumptions:

1) Balanced stator phase resistance and by extension the phase currents

2) The effects of hysteresis and eddy currents are disregarded

% As a function of rotor position
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Thus, for any Wye or Delta connected machine in a motor configuration, a three phase

mathematical model using Kirchhoff’s voltage law may be developed as follows.

Va ill ¢ll

v, |=R | |+— 2.2
b S 'b dt ¢h ( )

V. i, )

where: v_,v,,v_ = stator phase voltages
R, = stator phase resistance
i,,i,,i. = stator phase current

#,.9,,9.= per-phase magnetic flux

The per-phase magnetic flux in the stator reference frame and is defined as follows with the

last term contributed by the rotor permanent magnets.

¢( { Laa Lll b L(I C itl ¢lﬂ( l
9 |=| Lo Lu Ly A o (2.3)
¢c Lu(‘ Lbc Lcc‘ i(- ¢m('
where: L ,L,,L. = per phase self-inductance
L,,L,,L, =perphase mutual-inductance

D> Do D = per phase flux due to permanent magnets

The rotor magnet flux contribution comprising the last matrix term in (2.3) is defined as:

A, cos(6-0)
¢mh = ¢m COS(H_ZT”) (24)
¢m(‘ COS( 0+%T”)

where: @ = rotor induced magnetic flux in stator due to permanent magnets
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Thus, the net synchronous motor mathematical model in the “abc” reference frame can be re-

written as:
Va la d ua ab ac lu Cos 6
v, |=R i, |+—s|L, L, L.l |+8,]cos(6+F) (2.5)
; 2
v(‘ l(' Lac Lb( L('c l(‘ COS(e—Tﬁ)

Due to sinusoidal flux distribution, model based control design from a stationary stator
reference frame would be extremely difficult and computationally infeasible. Thus it is
necessary to apply reference frame conversion to achieve a simplified model, this machine

model representation must be transformed into the “dq” rotating reference frame.

2.3.2 Transformation Application

In the previous section, a synchronous machine model in the stator reference frame was
developed. Using the reference frame transform in (2.1), the model of (2.2) may be expressed
in the rotating rotor reference frame. The version of the “dq0” transform applied here is the

power invariant transform (2.1), and is chosen principally for its orthogonality. This property
translates as equivalency between the transforms transpose (Tdyqo) and inverse (7:,;]0), and 1s

further expressed in compact matrix notation below.

T =T

dq0 — Ldg0
where: T, , = transpose of the “dq0” transform

An alternate expression of the above equivalency for the orthogonal transform matrix is shown

for additional convenience.

T, T, =T 1

dq0 " Lago = (1(,()'7:1(,0 =
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For convenience in the transformation process, the following equivalency is made and must be
noted.
7:140 =T

Note that the solution demonstrated is a symbolic solution, and the choice of transform type is
arbitrary in the context of non-comparative system electrical equations. If comparison between
quantities in differing reference frames is attempted, the type of transform becomes critical.
Further, in the context of the system electromechanical equations, it is essential that the
appropriate transform be utilized, as the developed electrical power term will differ depending
on the transform used. Since the transform applies to voltages, currents, and flux linkages, it is
easier to apply the transform to each component of the desired model in the “dq” reference
frame and manipulate each term separately to achieve the transformed model. Due to the
convenient properties of the power invariant transform seen in (2.1) & (2.1a), manipulation of

the system matrices is less complex, and the transform process is simplified.
Expressing the vector quantities of (2.2) in a compact form as:

‘/tlb(' = R\s‘l‘abf + % ¢ub(‘
Applying the inverse transform equivalency to each “abc” matrix term of the model as:

X

dq0

= T_IXubc

Results in the following expression:

(Tilvdqo) =R (Tilidqo) +4 (Til%qo)

dt
Transforming both sides of the expression:

7Yr—l‘/dqﬂ

= TRXT_II. +T;/_’,(T_I¢zlq0)

dy0



Differentiation yields:

quO = TT_]RA'idt/O +T [%(T_I )¢dq0 + %(¢d(/())TF]]

= Rsidq() +T [% (T-I )¢dq()

+4 (BT ]

Expanding and simplifying the factored components:

Vd

q

0= Rsiqu +T%(T_l)¢dq0 + TT-I %(¢dq0)

= Rsiqu + T —:11_1 (Til ) ¢dq0 + % (¢dq0)
\é{_/

i

.. . . . . . T " INn
Continuing simplification of the above equation with the indicated segment "T%(T )

follows:

T4(T")=T<4(T)
T

_cos(a)t+00) cos(ax + 6, — ) COS(wt+6’0+%’1)_

—sin(ar +6,) -—sin(@ +6,—2) —sin(ar+6,+)
1 ) L

V2 2 V2 _

BN

cos(ax+6,) cos(ax+6,—2) cos(ax+6,+)
—sin(ax+6,) —sin(ax+6,—32) —sin(ax+6,+3F)

1l
w o
(S

cos(ax +6,) —sin(ax +6,)
*%\/% cos(ax +6, — %) —sin(ax +6, -~
cos(ax +6, +%) —sin(ax +6, + %)

—sin(ax +6,) —cos(art +6,) 0
—sin(ax + 6, —3£) —cos(ax+6,-2%) 0

1 1 L

V2 V2 V2

In order to simplify the above expression, let:

A=(ox+6 -
B=(ar+86 +3)

0= (ar+86,)
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Permitting the re-expression of the previous as follows.

cos(d) cos(A) cos(B) || —sin(d) —cos(8) O

(T')=2w| -sin() —-sin(A) —sin(B) || -sin(A) —cos(A) 0
‘f—;{ % ﬁ —sin(B) —cos(B) O

dt

Performing matrix multiplication provides the single matrix transform derivative expression.
—(cos” B+cos’ A+cos’ B) 0
—(sin@cos@+sin Acos A+sinBcosB) 0
—%(cosﬁ+cosA+cosB) 0

—(sin@cos @ +sin Acos A+sin Bcos B)
(sin’ @+sin” A+sin’ B)
——};(sin @+sin A+sin B)

Applying trigonometric identities defined in [23] and simplifying yields:

0 -2 0] [0 -1 0
T4(T')=20/2 0 Ol=w[l 0 0
00 0f [0 0 0

Thus, a complete equation set in the d-q reference frame may be expressed, with all transform

terms simplified.

0 -, 0 ¢d ¢d

v, i
v, [=R i (+|@ 0 0]¢, ﬁ%@
Vo Iy 0 0 0f g ?

Individually each of the transformed phases will be as follows:

— . d
Vi = Rsld _m[ +Z¢(I
v,=Ri +@8, +49,

_ ; d
Vo= R'\,lo + ar ¢0

25



where: V,,V, =d-q axis voltages

ld,l'q = d-q axis currents

@, ,¢q = d-q axis flux quantities

At this point, it is necessary to determine the expression for the d-q axis magnetic flux

variables. To achieve this, the equation reflecting stator reference frame flux linkages (2.3) is

revisited, and re-expressed in compact matrix form.

¢a Laa Lab Lac la ¢nm
O 1= Ly Ly L.|i |t P
¢c Lac l‘bc Lcc ic ¢mc
{
cos @
¢ab€ = inabc + ¢m COS(9+%T”) = Lsiabc + ¢mC
cos(@—2£

where: ¢, ={flux linkage in the “abc” reference frame

L = stator reference frame inductance matrix

§

C =120 degree phase shifted vector multiplier

Through strategic substitution, it is possible to reflect the stator variables to the rotor reference

frame.

(T_I¢dq0 ) = L\' (T_Ii(lq(J ) + ¢mC

T(T_I¢dq0) = TL\ (Tglidq()) + ¢mC
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Simplifying yields:

¢(qu = (TLYT_I)iqu + ¢mC
L

By simplifying "TL.T™'" it is possible to express the flux quantities in the d-q reference frame

as [241]:
¢, =Lji,+¢, (2.6)
¢, =L, 2.7)

where: L, = d-axis inductance

L, = g-axis inductance

For a balanced three-phase system®, the zero axis component is zero, and thus the resultant

“rotating” d-q reference frame expressions can be re-written as:

W=R&—w#qg+@ (2.8)

v, =Ri,+n,0¢,+9, (2.9)

These results are as expected for the motor convention approach, and can be corroborated in
mathematical principle by system equations in, [5], [6], [8], [9]. By applying the d-q axis flux
quantities expressed in (2.6) & (2.7) to (2.8) & (2.9) it is possible to arrive at a suitable set of

expressions.

v, =Ri,—oLi +<L,, (2.8a)

47 g di

— . . (i .
v,=Ri +oLji, +o¢, +4Li (2.9a)

m

¢ Assumed, with validation shown for simulation and real-time
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From (2.8a) & (2.9a), the generated counter electromotive force (EMF) may be expressed as
follows.
E,=-wL], +%Ldid

— ; d H
Eq - erdld + a)r¢m + dr quq

where: E, = d-axis generated EMF due to iq
E, = g-axis generated EMF due to rotor permanent magnet flux and iq

E,n = peak phase generated EMF

In order to develop a machine mathematical model that can be readily used for nonlinear

control design in a motor context, the model should be expressed in standard state space format.

L | n!’L‘I ; R, -
I, —L—dvd+—L‘/ a)rltl_L_dld (2'10)

: | n,Ly
q L, "4 L,

. b R, -
W, ", -, @11)

To complete the state space model, the mechanical expression for the machine may be defined

as:

o, =4(z,-7,-B,w,) (2.12)
where: T. = developed electric torque

Tm = motor shaft torque (output torque)
B = viscous coefficient of friction

J = motor inertia constant
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It is necessary to express the developed electric torque expression, which can be expressed as

follows:

7, =2 [ (L, ~L)iji, +4,i, ] (2.13)

Then, by combining (2.12) and (2.13) a state equation that reflects known system parameters

and variables may be shown as:

3n

& =4(r,-7,-B,0) =4[, -L)ii +¢,i,]-7,- B,

When re-expressed, the above velocity state equation becomes:

. 3n,(L-L) . 3n,g, . Zn __ B,
O =—=Ll,t5 L, -—7—74 (2.14)

For surface permanent magnet machines, the electric developed torque expression may be

written as follows, with developed torque a direct linear function of i,.

3n

Te =- ZP ¢miq (215)

Finally, the complete state space expression representing the machine may be expressed in a

concise format as follows.

n

: L, . R .
— Py 8
Ly =1V 00, =74,
. . | _and . n,4, _&.
System state equations: q I, L i at CX Py e it
3, y-L) . n,g, . Tn _ By
a)r - 2J ldlq + 2J lq _T_Ta)r

The phase equivalent terminal voltages in the d-q reference frame may be used to visualize the

rotor referred stator quantities in Figure 2-4. Note that the core loss equivalent resistance is
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omitted form the circuits, as the controller attempts to reduce losses indirectly through optimal

torque current control and flux control methods.

R~" _L"l . R‘y P /&I 7N
) ,QW\/\/*IV Y\ Piw WV Y YL
Iy ly
N _ -
Vi 1,0, Ly, <\+ /) \Z nw, (Li+ @, ) k_)
O — [ S .
(@) (b)

Figure 2-4: Rotor referred stator equivalent circuit: a) d-axis b) q-axis

Further, the phasor diagram illustrating the current, voltage and magnetic flux vectors is shown
in Figure 2-5, and provides a graphical illustration of some system equations from this section.
This diagram will be of further relevance in the following Chapter 3, during development of
the proposed controller. Notably, in the first quadrant of Figure 2-5, the air gap flux vectors
®,1 and @, are shown to illustrate the relative resultant air gap flux magnitude when iy is

defined by a positive and negative trajectory respectively.

R . Jg-axis
R,
Vin
Note that vectors are nat drawn o scale
Em
L : : .
R lq Lyiy Lyl
E, ; >
2. ¢ .
2, (% L
< ’ ’ .
Ly
E, i @, d-axis

Figure 2-5: Phasor diagram

30



2.4 Conclusion

With the help of the detailed transformation theory, this section has developed a state space
model for interior permanent magnet synchronous machines utilized as a motor. The developed
model is translated to the rotating rotor reference frame for reduced computational complexity.
It should also be noted that due to the computation of control variables in the rotating reference
frame, translation back to the stator reference frame is required to apply the control. Further,
as this thesis focuses on optimizing output torque and facilitating motor operation above rated
speed, the core loss component of the machine model is disregarded. It should be noted that
the method of control design presented in this thesis allows for the possibility of using any
optimization algorithm for defining the d-axis current; and that a similar controller using some
variation of core loss minimization algorithm could be developed in much the same manner.
The following section details development of the proposed controller on the basis of the motor

model established in this section.
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Chapter 3
Proposed Motor Control Algorithm

3.1 Introduction

Accurate regulation of motor speed over a wide operational range is key to many
applications, particularly electric vehicles, where operation may be required above the rated
speed (constant power region). This thesis attempts to target the need for a wide operational
range, by applying established flux control techniques in a comprehensive nonlinear controller
with adaptive parameter estimation. Many existing control methods either ignore d-axis current
and forfeit increased flux control, or utilize PI type controllers as a means of trajectory tracking.
While simpler in implementation, performance may be limited, and operational range

restricted.

To meet this control demand, the control algorithm proposed in this thesis incorporates
maximum torque per ampere and flux weakening control to provide excellent performance,
and an extended operational range. The diagram of the proposed control system is shown in

Figure 3-1.

3.2 Control Techniques

Typical existing control methodologies have been rigorously detailed in the literature review
section, and include linear, intelligent and model based control techniques. Among linear
controllers, PI/PID type control is arguably most common. The PI controller may be used in a
variety of contexts, anywhere error dynamics need to be forced to converge to some value
(typically zero). The simplicity of PI controllers is a clear advantage and requires no special
system knowledge with established tuning tools and techniques. Intelligent controllers may be
designed to exhibit improved performance over PI controllers through the application of expert
system knowledge [11]. Typically, however rule based intelligent controllers entail greater

execution time due to conditional evaluations as opposed to mathematical operations for which
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there are typically dedicated hardware multipliers. As the model based control technique
depends on the specific mathematical model of the system, it requires less computation than
that of intelligent controllers. Additionally, a model based controller may be applied to an
entire class of equivalent systems, with improved performance available given the system
parameters. Model based control also enables the development of parameter estimation directly

as part of controller design, which can help reduce reliance on system parameters.

Due to the prevalence of PI controllers, the comparison of the proposed controller will be
made with respect to a PI controller employing flux control and hysteresis current controllers.
By complementing the basic PI speed controller with d-axis command currents derived from
the same MTPA and FW algorithms used in the proposed controller, it will be possible to
achieve a direct performance comparison. Further comparison of the proposed controller will
be made to the same type of nonlinear controller, however devoid of any indirect flux control
methods. This comparison is key as well, due to the common practice of omitting flux control
in many works [1], [15], [16], [25]. With the d-axis command current set to zero, the potential
for reluctance torque (interior PM) and field weakening (surface & interior PM) is forfeit,

ultimately limiting performance.

B_phase_lﬁBLlnletteri, Synchronous Machine  Dynamic Load
J[%s e
i+
DC Link /-\_ LOAD
G G (]
€, - .

YK ) B Y 3 o -
Gate Pulses
v

abc d ‘ Iy
Nonlinear 9
le——] Controller
X3 T

uLs w'

Carrier-Based
PWM Generator

4

<
N a4

Wy

dq

Harmonic Injection

Parameter i
Estimation

Ret = V* + (1/6)sin(3*theta)

Figure 3-1: Proposed system overview
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3.3 Command Current Derivations

For an IPMSM, the additional reluctance torque contributed by the d-axis current is a key
advantage leading to increased operational range and efficiency. Many papers on IPMSM
control disregard the d-axis current, including, [1], [2], [15], [16], [25], as it contributes to a
more complicated control design. Thus, in order to achieve optimal motor control over a wide
speed range, flux weakening control and maximum torque per ampere algorithms are

incorporated into the control.

Flux control techniques function by using armature reaction to control the effective air gap
flux and thus limit the induced counter-electromotive force to enable operation at higher
speeds. Within the rated speed region, the flux control is achieved through MTPA, which seeks
to define the d-axis current as a function of the g-axis current such that the rate of change of
torque with respect to rotor angle approaches zero. In this region of operation, output torque is
constant, as all quantities are within rated. The vector sum of the d-q axis currents are

equivalent to the peak stator phase current, and may be expressed as follows:

(3.1)

Q.Nu
+
A
IA

B

SN

In the flux weakening region above rated speed, the flux weakening d-axis current must be
negative (commonly called demagnetizing) for motoring action, and the g-axis current should
be limited as per (3.1a), such that neither voltage nor current ratings are exceeded. Ultimately
this type of control will prevent the power rating from being exceeded, and thus avoiding
damage to either the inverter or motor. Thus this region of operation may be commonly referred
to as the constant power region, see Figure 3-2. As the output power of the motor in this region
is constant, the developed shaft torque will be reduced proportionately with increasing angular

speed, as per (3.2).

(3.1a)
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arT (3.2)

shaft — “rtm

where: I; = peak stator phase current

Psnapr = mechanical shaft power

A
T

Constant forque region Constant power region

50% load

MTPA control FWicontrol
©

Tated

>
speed

critical speed

Note: Curves are for illustrative purposes only

Figure 3-2: Motor torque-speed characteristics

It should be noted that, according to (2.6) & (2.12) respectively, a negative d-axis current
will be responsible for not just increased reluctance torque, but also reduced/weakened d-axis
flux. Conversely, if the d-axis current becomes positive (through use of FW control below
rated speed), the effect will be that net shaft torque will be reduced, and the d-axis flux will be
increased. Increased d-axis flux will have the effect that induced counter EMF will be greater
as per (2.7a), which if near rated speed can result in voltage ratings being exceeded. Notably,
this technique may be useful for situations that require higher speeds than would be possible
with a fixed supply. Consequently, the FW algorithm would strengthen air-gap flux, increase
speed and reduce the developed torque. In order to illustrate the operational regions of both

MTPA and FW algorithms, Figure 3-3 is shown, conceptually inspired from [26] - [28].
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Figure 3-3: Algorithm operational regions

The range of the MTPA algorithm trajectory is limited by the circle region of radius “/”,
which is the peak phase current, being equivalent to the vector sum of d and g-axis currents.
By using the MTPA algorithm, an additional effect is the reduction of stator copper losses

through optimization of iy and thus the effective peak phase current.

In the FW region, the reference d-axis current is chosen such that the phase voltage does not
exceed peak rated motor phase voltage “V,,”. This control objective also has the effect of
reducing core losses, as the air-gap flux is actively being weakened and thus results in reduced
eddy currents. Depending on the angular velocity, the ellipse bounding permissible operation
will vary, according to parametric expressions in (3.4) & (3.5). The center of the ellipse may

be easily determined and exists at the point indicated below.

FW ellipse center coordinates = {% O}

The voltage limit ellipses (as a function of angular velocity) are described by the following

elliptical equation, or equivalently, the set of following parametric expressions.
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(id+%)2 (ifl)2 (33)

- 1%
i =&+—Lcos .t 3.4)
Lzl np (la)r
Vv
[ = —"—sina,t (3.5)
" nlLa

where: n, = number of rotor pole pairs

V,» = peak terminal (phase-neutral) voltage

As the angular velocity of the drive increases above rated, reference current is derived from
the FW algorithm, with the d-axis reference current defined to maintain terminal voltage to
within the proportionately shrinking ellipse. Correspondingly, the maximum value of the g-
axis current is limited in order to prevent exceeding the rated phase current, according to the

vector sum of magnitudes expression in (3.1a).

3.3.1 Maximum Torque per Ampere Algorithm

A MTPA algorithm may be derived based on the following premise: that maximum torque
for a given current value will exist when the time rate of change of torque with respect to

current is zero. By redefining the d-q axis currents as vectors in quadrature as in Figure 2-5:

i,=1 sinx (3.6)

i, =1 cosx (3.7
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Thus if the command current is written as a function of alpha, the maximal instantaneous torque
may be achieved when the derivative of electrical induced torque “with respect to alpha” is

zero, i.e. electric torque is written as an indirect function of the angle [29]:

7. = f,0,)=f(ga@)

dt
do

Thus, if (2.12) is redefined in terms of the polar phasor quantities (3.6) & (3.7):

7, =2[g,i, +(L,~L)ii, ]

=2u[p.1 cosa+(L,~L)I*sinacosa]

Of which the derivative is:

o=l sina+ (L, ~ L) (cos” a—sin® @) | =0

do s

Now, if the derivative expression is written in terms of the original d-q axis currents then:

iz, _ 3n, . 2 .2 _
% - TI|:_¢mld +(Ld - Lq )(lq _ld :l - 0

s 99

Then, the second order expression in “is” may be defined as:

0=—%5+au—gxg—ﬁ)

_ '2+ [A . :2
Tl T

Thus the solution for ‘is” in terms of ‘i,” is shown in sequence below:
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l'l + P
d T L,-L,)

i, =1

(WL NY

2

2
; b _;2 %,
{ld + 2(L(,—L(,)} =it 4(L,-L, 7

i = b 4+ [Py (3.8)

d 7 T AL-L) AT T L)

However, since the d-axis command current must be negative’ within the rated speed range, in
order to contribute to the net developed toque; and the g-axis inductance is always equal or
greater than the d-axis, the net positive result may be discarded and the final solution may be

expressed as:

t';=a—,/az+iq2 (3.9

P

where: a = m

The result in (3.9) can be improved upon by applying the Taylor series expansion about i, = 0.

K - "y ,.
ld:Zf”! (lq—O)"

n=0

Thus the partially expanded series for n = 0,,,4 is illustrated below:

3
g (L,~L)] .2 (L,~L))” .4
L, = { o }lq +{ 7 } lq

7 Note that it is also possible to use FW within rated speed, which results in a positive d-axis current
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Use of the Taylor series expansion allows for the computational complexity to be reduced;
hence, to achieve this, the series is truncated after the first term. This approximation is possible

due to the fact that cube of the inductance differential is negligible.

l _ (Ly~L) l.: (310)

In order to evaluate the validity of the simplification performed above, a plot of (3.9) and (3.10)

is shown in Figure 3-4 with nominal machine parameters as a function of the g-axis current.
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Figure 3-4: MTPA algorithm trajectory

As can be seen from the above plot, the approximated/truncated function using the Taylor
series accurately follows the trajectory of the un-simplified function, only starting to slightly
deviate for g-axis current above 15A. Note that the d-axis current limitation is shown wit<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>