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ABSTRACT 

Rapid conversion of oxygen into water is crucial to the operation of 

polymer electrolyte fuel cells and other emerging electrochemical energy 

technologies. Chemisorbed oxygen species play double-edged roles in 

this reaction, acting as vital intermediates on one hand and site-

blockers on the other. Any attempt to decipher the oxygen reduction 

reaction (ORR) must first relate the formation of oxygen intermediates 

to basic electronic and electrostatic properties of the catalytic surface, 

and then link it to parameters of catalyst activity. An approach that 

accomplishes this feat will be of great utility for catalyst materials 

development and predictive model formulation of electrode operation. 

Here, we present a theoretical framework for the multiple interrelated 

surface phenomena and processes involved, particularly, by 
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incorporating the double-layer effects. It sheds light on the roles of 

oxygen intermediates and gives out the Tafel slope and exchange 

current density as continuous functions of electrode potential. 

Moreover, it develops the concept of a rate determining term which 

should replace the concept of a rate determining step for multi-electron 

reactions, and offers a new perspective on the volcano relation of the 

ORR. 
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1 INTRODUCTION 

Forays in materials research, electrode design, and theoretical 

electrocatalysis strive to unravel the molecular mechanism and kinetics 

of oxygen reduction and oxygen evolution reaction (ORR and OER). 

These reactions are of utmost importance for several emerging 

electrochemical energy technologies, including polymer electrolyte fuel 

cells (PEFCs), polymer electrolyte electrolysis cells and metal-air 

batteries. Scientifically, the ORR exemplifies an essential class of 

multielectron electrocatalytic reaction. Technologically, voltage losses 

incurred by the ORR pose a threat to the commercial prospects of 

PEFCs as they determine the platinum loading required to meet 

performance targets. 

Progress in understanding of the ORR has been enabled by advances in 

experimentation, such as the preparation of Pt single crystals and 

surface analytical methods, and first-principles theoretical approaches, 

see recent reviews.1-4 X-ray photoelectron spectroscopy (XPS) has been 

employed to identify chemisorbed oxygen intermediates on Pt single-

crystal electrodes under ultra-high vacuum5, 6 and at a Pt fuel cell 

cathode under operating conditions.7 Different chemisorbed oxygen 

intermediates, viz., O* and OH*, were discerned. Recent efforts strive to 

elucidate detailed atomic-scale configurations and electrocatalytic 

reactivities of surface states modified by these intermediates.8 

Quantum mechanical calculations based on density functional theory 

(DFT) have revealed that the ORR in acidic solution at relevant cathode 

potentials of fuel cell operation is likely to proceed via an associative 

mechanism involving O2 adsorption and formation of an OOH* 

intermediate.9-14 OOH*, thermodynamically unstable, dissociates 

spontaneously into O* and OH*, followed by electrochemical reduction 
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to water.9-13 The binding energies of the chemisorbed oxygen 

intermediates are correlated and have been found to follow linear 

scaling relations.15-17 Therefore, the adsorption energy of OH*, ∆𝐺OH
0 , or 

the adsorption energy of O*, ∆𝐺O
0, emerges as the sole descriptor to 

display the ORR activity in so-called volcano plots.1, 13 Volcano-shaped 

relations between catalytic activity and Δ𝐺OH
0  have been exploited with 

some success in experimental-theoretical efforts to improve catalyst 

activity through alloying.1, 13, 18 

What is the role of chemisorbed oxygen intermediates in the ORR? An 

oversimplified view assumes that chemisorbed oxygen intermediates 

act as site-blockers.18, 19 This view leads to a relation between the ORR 

current, 𝑗𝑂𝑅𝑅 , and the total coverage of chemisorbed oxygen 

intermediates, 𝜃X , of the type 𝑗𝑂𝑅𝑅 ∝ (1 − 𝜃X)𝑛  with 𝑛  usually being 

taken as unity.18, 20 This relation found partial empirical support in the 

improved ORR activity seen on Pt3Ni(111) as compared with Pt(111) 

that was interpreted as an effect of the decreased 𝜃X, in the spirit of the 

site-blocking hypothesis.18, 20  

In addition to the site-blocking effect, Sepa et al. postulated that 

chemisorbed oxygen intermediates could incur a negative energetic 

effect by increasing the activation energy of reactions.21-23 The site-

blocking and negative energetic effects of chemisorbed oxygen 

intermediates were also invoked to interpret the experimentally 

observed transition of the Tafel slope from ~120 mV/dec in the high 

overpotential region, where the catalyst surface is free of chemisorbed 

oxygen intermediates, to <60 mV/dec in the low overpotential region, 

where chemisorbed oxygen intermediates are present.22, 24, 25 

Wang et al. pointed out that it is overly simplistic to interpret the effect 

of chemisorbed oxygen intermediates as being site-blocking only.24 
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Watanabe and co-workers employed XPS to measure the coverage of 

OH∗ and O∗ on Pt(111), Pt(100) and Pt(110) in 0.1 M HF solution in the 

potential range of 0.6 − 1.0 V relevant for PEFC operation.5, 6 They did 

not find a correlation between the potential-dependent coverage of OH∗ 

and ORR activities on these Pt surfaces. Their data thus do not support 

the site-blocking effect of OH∗.3 Furthermore, Wakisaka et al. reported 

an enhanced ORR activity at Pt-Fe alloy with increased coverage of 

OH∗ .26 The Feliu group also questioned the negative roles of 

chemisorbed oxygen intermediates in the ORR.4, 27, 28 Data from the 

Feliu group reveal that the ORR activity surprisingly increases on Pt 

single crystals with a higher coverage of chemisorbed oxygen 

intermediates.4 

To summarize, there seems to be ample evidence for the site-blocking 

effect and the negative energetic effect due to chemisorbed oxygen 

intermediates. However, positive effects may mask or overcompensate 

the negative ones. Therefore, the complex roles of chemisorbed oxygen 

intermediates in the ORR have thus remained elusive. One should thus 

refrain from the inclination to condense the high-dimensional 

parameter space that governs the ORR activity into a single descriptor, 

namely the oxide coverage or the adsorption energy of a specific 

chemisorbed oxygen intermediate. 

A positive effect of chemisorbed oxygen intermediates may be related to 

the protophilicity that they induce. The surface layer of chemisorbed 

oxygen species tends to increase the proton affinity of the Pt surface, as 

revealed in prior theoretical work.29 By means of a refined structural 

model of the electrified interface the theory revealed the peculiar non-

monotonic charging relation of Pt that had been seen earlier in 

experimental studies by Frumkin and Petrii.30 The free metal surface 

charge density, 𝜎M, exhibits consecutive transitions from negative to 
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positive and again to negative upon transitioning the metal phase 

potential from the hydrogen adsorption region (0 − 0.5 V, vs NHE) to the 

double layer charging region (0.5 − 0.8 V vs NHE) and further to the 

oxide formation region ( > 0.8 V  vs NHE).29 The interfacial proton 

density is bound to follow the trend in 𝜎M. For a water-filled Pt nanopore, 

our work revealed that the proton concentration in the potential region 

of oxide formation can be up to six orders higher than that of pure 

water.31 It is thus to be expected that the ORR activity is greatly 

facilitated by the protophilicity effect induced by chemisorbed oxygen 

species. 

Chemisorbed oxygen intermediates will thus exert a strong impact on 

the surface activity for the ORR. The challenge in unraveling this 

behavior is to treat the formation of chemisorbed oxygen intermediates, 

surface charging, field-dependent orientational ordering of interfacial 

water molecules, distribution of proton density and potential in 

electrolyte phase, and mechanism and kinetics of the ORR in a self-

consistent manner. The control variable to steer this complex interplay 

is the metal phase potential, as realized in experiment but difficult to 

emulate in computational studies that employ density functional theory, 

as discussed in a recent perspective article.2 The work presented in this 

article follows a less ambitious route as it strives to develop a versatile 

framework that rests upon a mean field-type description of the 

electrochemical interface, while incorporating specific microscopic 

information obtained from DFT as well as analyses of experimental data 

to determine essential input parameters of the model. 

The remainder of this article is organized as follows. Section 2 

formulates the theoretical framework. In section 3, we parameterize the 

model, examine the effect of surface charge on the ORR, analyze the 

rate-determining terms in the ORR rate expression, calculate the 
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differential Tafel slope and exchange current density, and close the 

section with the calculation of an experimental volcano plot, based on 

the presented parameterization of the model. In section 4, we scrutinize 

the root causes of the volcano-type relation, followed by dwelling upon 

the relation between ORR activity and the coverage of chemisorbed 

oxygen intermediates and picking out key parameters of the ORR model. 

2 THEORETICAL FRAMEWORK 

Figure 1 illustrates the theoretical framework and the interplay 

between different components of the theory. In the presented model, 

DFT calculations play a vital role in identifying the thermodynamically 

stable configuration of the oxidized metal surface, calculating Gibbs 

energies of reaction and activation for elementary steps along the 

reaction pathway of the ORR, and determining microscopic 

parameters of the dipole layer formed by chemisorbed oxygen 

species.9, 12, 13 Given the reaction pathway and Gibbs energies, kinetic 

equations of the elementary steps of the ORR are expressed. Under 

steady state, the surface coverage of chemisorbed oxygen 

intermediates and the ORR rate can be calculated as functions of 

interfacial reaction conditions, which are dictated by the metal 

surface charge density. Following that, the surface oxide dipole can 

be calculated based on the surface coverage of chemisorbed oxygen 

intermediates. 

Given microscopic parameters of the double layer obtained from DFT 

and the surface oxide dipole density and its associated electric field, 

a mean-field electrochemical interface model results in the metal 

surface charge density as a function of electrode potential and 

solution properties, which in turn determines the interfacial reaction 

conditions in the ORR rate expression. 
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Figure 1. Interplay of chemisorbed oxygen intermediates, metal 

surface charge, and ORR activity. Microscopic information, such as 

the reaction pathway of the ORR, Gibbs energies of adsorption of 

intermediates, Gibbs energies of activation of elementary steps, and 

structure and dipolar properties of the of the chemisorbed oxide layer, 

are obtained from DFT. Parameters seen in the figure are explained 

in the text.  

2.1 Postulated mechanism of the ORR 

Reaction mechanisms of the ORR fall into two broad classes, referred 

to as dissociative and associative mechanism.4, 9, 32 In the dissociative 

mechanism, an adsorbed oxygen molecule on the metal surface first 

dissociates into two adsorbed oxygen atoms, O*, via cleavage of the O-

O bond, followed by reduction to OH*. DFT studies have reported that 

the dissociation barrier of O2 is as high as ~0.6 eV, rendering this 
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process an unlikely reaction step.12, 33, 34  

More likely is the associative mechanism, in which the O-O bond is 

preserved upon adsorption.12, 13, 34 The reaction pathway proceeds in at 

least four steps, which according to the mechanism proposed in refs 9, 

13 are, 

O2 + H+ + e− +∗⇆ OOH ∗, (Step 1) 

OOH ∗ + ∗⇆ OH ∗ +O ∗, (Step 2) 

O ∗ +H+ + e− ⇆ OH ∗, (Step 3) 

2(OH ∗ +H+ + e−) ⇆ 2H2O + 2 ∗. (Step 4) 

where the asterisks indicate adsorbed reaction intermediates. 

XPS studies showed that the OOH ∗ coverage is negligible, 𝜃OOH ≈ 0.5, 6 

Consistently, DFT studies also indicated that OOH ∗ is unstable and 

spontaneously dissociates into OH ∗  and O ∗ .34 As an alternative to 

Step 2, OOH ∗ could be reduced in an electrochemical step,13 

OOH ∗ +H+ + e− ⇆ O ∗ +H2O, (Step 2’) 

followed by step 3 and 4. What follows is based on the associative 

mechanism consisting of step 1-4. Similar treatment could be applied 

to other pathways. 

2.2 Thermodynamics 

The Gibbs reaction and activation energy of step i, Δ𝐺i and 𝐺a,i, can be 

calculated with the help of DFT, as demonstrated in refs 12, 13. These 

free energies depend on the state of the system. We will indicate 

standard state (298K, 1 bar pressure, pH = 0) by a superscript “0” and 

the equilibrium state by a superscript ‘eq’. 

Δ𝐺i  is calculated from the Gibbs free energies Δ𝐺X  of reaction 

intermediates, X, involved in step i. Δ𝐺X on the Pt(111) electrode at the 
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standard state and U = 0 V (SHE) is denoted as Δ𝐺X
Pt,0

. Table 1 lists 

values of Δ𝐺X
Pt,0, calculated from DFT studies.12, 13 Given the values of 

Δ𝐺X
Pt,0, we can determine the equilibrium potential 𝐸i

eq
 of step 1,3 and 

4 at the standard state using the Nernst equation, 

𝐸i
eq

= −
Δ𝐺i

0

e
, i = 1,3,4. (1) 

The results are shown in Table 2. 

The values of Δ𝐺X vary among different facets of Pt single crystals and 

they are modified by subsurface alloying.1, 18 DFT studies have revealed 

that Δ𝐺X values of different chemisorbed oxygen intermediates on a 

given catalyst surface are correlated.10, 13, 16 At the standard state, 

scaling relations can be written as, 

Δ𝐺X
0 = Δ𝐺X

Pt,0 + 𝜁X(Δ𝐺OH
0 − Δ𝐺OH

Pt,0 ), (2) 

with Δ𝐺OH
0  being the standard adsorption energy of OH*, which could 

be employed as the single independent descriptor of the ORR activity, 

and 𝜁X being the scaling coefficient for species X. 

Departure from equilibrium potential 𝐸𝑖
eq

 incurs shifts in reaction 

Gibbs energies, 

Δ𝐺1 = 𝐹(𝐸 − 𝐸1
eq

), (3) 

Δ𝐺3 = 𝐹(𝐸 − 𝐸3
eq

) + δ𝐺OH − δ𝐺O, (4) 

Δ𝐺4 = 𝐹(𝐸 − 𝐸4
eq

) − δ𝐺OH, (5) 

where 𝐸 is the potential difference between the metal and the reaction 

plane in solution, δ𝐺OH and δ𝐺O  represent variations in Gibbs free 

energies of OH ∗ and O ∗ due to variations in coverages,22  
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δ𝐺OH = 𝜉OH(𝜃OH − 𝜃OH
eq

),  (6) 

δ𝐺O = 𝜉O(𝜃O − 𝜃O
eq

), (7) 

with 𝜃O  and 𝜃OH  being the coverages at 𝐸 , 𝜃OH
eq

 and 𝜃O
eq

 being the 

coverages at 𝐸𝑖
eq

, and 𝜉OH and 𝜉O being lateral interaction parameters. 

Previous modeling studies13, 35 assumed that adsorbate interaction 

effects are negligible, that is, 𝜉OH = 𝜉O = 0, corresponding to Langmuir 

adsorption conditions. Here we consider adsorbate interactions 

corresponding to Frumkin adsorption conditions. 

The Bronsted-Evans-Polanyi (BEP) relation implies a linear relation 

between the variations in 𝐺a,i and the variations in Δ𝐺i.13 Therefore, we 

write, 

Ga,i = 𝐺a,i
eq

+ 𝛽𝑖Δ𝐺i, (8) 

𝐺a,−i = 𝐺a,−i
eq

− (1 − 𝛽𝑖)Δ𝐺i, (9) 

where 𝐺a,i
eq

 and 𝐺a,−i
eq

 are activation energies of step i under equilibrium 

at the standard state for the forward and backward reactions, 

respectively, and 𝛽𝑖 is the transfer coefficient. Note that the relations 

𝐺a,−i
eq

= 𝐺a,i
eq

− Δ𝐺i
eq

 and 𝐺a,−i
eq

= 𝐺a,i
eq

 hold in equilibrium as we have Δ𝐺i
eq

=

0. 

 

Table 1. Standard free energy of reaction intermediates on Pt(111), 

Δ𝐺X
Pt,0, scaling coefficient, 𝜁X, and lateral interaction coefficient, 𝜉X

Pt. 

X Δ𝐺X
Pt,0  / eV 𝜁X 𝜉X

Pt / kJ ∙ mol−1 

O2 4.92 - - 

OOH 3.91 1 - 

OH 0.75 1 0~20 
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O 1.7 2 0~20 

Note: 

(1) Values of Δ𝐺X
Pt,0 and 𝜁X are taken from DFT studies.12, 13  

(2) Values of 𝜉X
Pt are scarce in the literature. Reference 36 reported 

𝜉OH = 13.3 kJ ∙ mol−1 for Pt(111). Reference 37 reported a coverage-

dependent 𝜉OH that decreased from 15 kJ ∙ mol−1 to −10kJ ∙ mol−1 

with 𝜃OH  increasing from 0 to 0.8. DFT calculation in ref 38 

reported 𝜉OH = 115.6 kJ ∙ mol−1 in the 𝜃OH range of [0.1, 1], while 

DFT calculation in ref 12 showed a weakly negative dependence of 

Δ𝐺OH
Pt,0 on 𝜃OH in the range of [0, 0.3]. 

 

Table 2. Standard equilibrium potential, 𝐸i
eq

, activation free energy, 

𝐺a,i
eq

, and transfer coefficient, 𝛽𝑖 of elementary step i. 

Step Δ𝐺i
0 / eV 𝐸i

eq
 / V 𝐺a,i

eq
 / eV 𝛽𝑖 

1 Δ𝐺OOH
0 − Δ𝐺O2

0  1.01 0.37 0.5 

3 Δ𝐺OH
0 − Δ𝐺O

0 0.95 0.26 0.5 

4 −Δ𝐺OH
0  0.75 0.26 0.5 

Note: 

(1) Values of Δ𝐺i
0 and 𝐸i

eq
 are calculated using values in Table 1. 

(2) Values of 𝐺a,i
eq

 and 𝛽𝑖 are taken from DFT studies.12, 13 

 

2.3 Kinetics 

The rate equations for the elementary steps are given by, 

𝑣1 = 𝑘1[O2][H+](𝜃𝑚𝑎𝑥 − 𝜃O − 𝜃OH − 𝜃OOH) − 𝑘−1𝜃OOH, (10) 
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𝑣2 = 𝑘2𝜃OOH(𝜃𝑚𝑎𝑥 − 𝜃O − 𝜃OH − 𝜃OOH) − 𝑘−2𝜃O𝜃OH, (11) 

𝑣3 = 𝑘3[H+]𝜃O − 𝑘−3𝜃OH, (12) 

𝑣4 = 𝑘4[H+]𝜃OH − 𝑘−4(𝜃𝑚𝑎𝑥 − 𝜃O − 𝜃OH − 𝜃OOH), (13) 

where 𝜃𝑚𝑎𝑥  is the maximum coverage of chemisorbed oxygen 

intermediates, [O2] = 𝑐O2

aq
/𝑐O2

𝑟𝑒𝑓
 is the dimensionless oxygen 

concentration, [H+] = 𝑐
H+
𝑠𝑢𝑟𝑓

/𝑐
H+
𝑟𝑒𝑓

 is the dimensionless proton 

concentration at the reaction plane. Here, we use 𝑐O2

𝑟𝑒𝑓
= 40.3 mol/m3 

(corresponding to 1 atm), and 𝑐
H+
𝑟𝑒𝑓

= 1000 mol/m3. 𝑘i and 𝑘−i are rate 

constants given by, 

𝑘±i = 𝑘i
0 exp (−

𝐺a,±i

𝑅𝑇
), (14) 

where 𝑘𝑖
0 = 𝑘B𝑇/ℎ is a prefactor with 𝑘B being Boltzmann constant and 

ℎ Planck constant. Equilibrium constants 𝐾i  are expressed as,  𝐾i =

𝑘i/𝑘−i. 

Henry law is employed to calculate the concentration of dissolved 

oxygen in the aqueous solution, 

𝑐O2

aq
= 𝑐O2

gas
𝐻𝑂2

, (15) 

with the oxygen concentration in the gas phase 𝑐O2

gas
 and Henry 

constant of oxygen, 𝐻𝑂2
. 𝐻𝑂2

= 0.032 at 25℃. 

In the steady state, reaction rates must fulfill the following balance, 

𝑣ORR = 𝑣1 = 𝑣3 = 𝑣4/2. Using this relation and the assumption of 𝜃OOH ≈

0,2, 5, 6, 34, we can solve for 𝜃O, 𝜃OH and 𝑣ORR, 

𝜃OH

𝜃𝑚𝑎𝑥
=

(𝐾4
∗𝑘1

∗)−1 + (𝑘4
∗/2)−1

(𝑘1
∗)−1 + (𝑘3

∗)−1 + (𝑘4
∗/2)−1 + (𝐾4

∗𝑘1
∗)−1 + (𝐾3

∗𝑘4
∗/2)−1 + (𝐾3

∗𝐾4
∗𝑘1

∗)−1
, 

(16) 
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𝜃O

𝜃𝑚𝑎𝑥
=

(𝑘3
∗)−1 + (𝐾3

∗𝑘4
∗/2)−1 + (𝐾3

∗𝐾4
∗𝑘1

∗)−1

(𝑘1
∗)−1 + (𝑘3

∗)−1 + (𝑘4
∗/2)−1 + (𝐾4

∗𝑘1
∗)−1 + (𝐾3

∗𝑘4
∗/2)−1 + (𝐾3

∗𝐾4
∗𝑘1

∗)−1
, 

(17) 

𝜃𝑚𝑎𝑥

𝑣𝑂𝑅𝑅
= (𝑘1

∗)−1 + (𝑘3
∗)−1 + (𝑘4

∗/2)−1 + (𝐾4
∗𝑘1

∗)−1 + (𝐾3
∗𝑘4

∗/2)−1 + (𝐾3
∗𝐾4

∗𝑘1
∗)−1, (18) 

where 𝑘1
∗ = 𝑘1[𝑂2][𝐻+], 𝑘3

∗ = 𝑘3[𝐻+], 𝑘4
∗ = 𝑘4[𝐻+]  are rate constants that 

are dependent on the reactant concentrations and 𝐾3
∗ = 𝑘3

∗/𝑘−3, 𝐾4
∗ =

𝑘4
∗/𝑘−4 are corresponding equilibrium constants. 

The ORR current, 𝑗ORR, is given by,13 

𝑗ORR = 𝑣ORR ∙ 𝑒𝜌, (19) 

where 𝑒  is elementary charge, 𝜌  surface density of Pt atoms. 𝑒𝜌 =

2.41 C/m2.13 

2.4 Coverage of chemisorbed oxygen intermediates 

The rate constants 𝑘i depend on the interfacial potential  𝐸surf = 𝜙M −

𝜙S
surf , where 𝜙S

surf  is the interfacial potential at the outer Helmholtz 

plane (OHP) in solution, and on the interfacial proton concentration, 

𝑐H+
surf. As discussed in the next subsection, 𝜙S

surf and 𝑐H+
surf are functions 

of 𝜎M. Using Boltzmann relation we can replace 𝜙S
surf and 𝑐H+

surf with the 

bulk values 𝜙S
b and 𝑐H+

b , respectively, to express 𝜃O, 𝜃OH and 𝑣ORR as 

functions of the electrode potential 𝐸 = 𝜙M − 𝜙S
b, where 𝜙S

b is the bulk 

solution phase potential at standard conditions, and of the pH in 

solution.29 

Figure 2 compares experimental data of the coverage of the 

intermediates with model results. Experimental data were measured 

using the XPS technique on a Pt(111) electrode in 0.1 M N2-saturated 

HF solution.5, 6 In this scenario, we have [O2] = 0. Gibbs reaction 

energies used in the model simulation are taken from DFT studies as 
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listed in Table 1. Free parameters used in the model fitting are 𝜉OH, 

𝜉O  and 𝜃max . By using 𝜉OH = 10 kJ mol−1 , 𝜉O = 10 kJ mol−1 , and 

𝜃max = 0.4, a good match in terms of 𝜃OH and 𝜃O between experiment 

and model is achieved. The formation of OH ∗ commences at ~ 0.6 V, 

followed by the transformation into O ∗  above 0.8 V. 𝜃OH  and 𝜃O 

calculated from DFT and Monte Carlo simulations by Casalongue et 

al. exhibited similar trends.7 

The effect of lateral interaction coefficient 𝜉X on 𝜃X is examined in 

Figure S1. It is found that increasing 𝜉OH  from 0 kJ mol−1  to 

20 kJ mol−1  increases the width of the peak of 𝜃OH . Increasing 𝜉O 

from 0 kJ mol−1 to 20 kJ mol−1 decreases 𝜃O, while increases 𝜃OH, in 

the potential range of [0.8, 1.2] V. Albeit being in line with the range 

given in Table 1, the obtained values of 𝜉OH  and 𝜉O  have a large 

confidence interval due to the low sensitivity of the coverages to 𝜉OH 

and 𝜉O, as seen in Figure S1. 

  

Figure 2. Comparison between experimental data and model 

simulation in terms of the coverage of adsorbed intermediates on 
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Pt(111) in 0.1 M N2-saturated HF solution. Experimental data were 

determined from XPS analysis in refs 5, 6. Note that experimental 

data were presented in RHE scale in the original paper and they are 

transformed to the SHE scale here. 

 

2.5 Metal surface charge 

As mentioned before, 𝐸surf = 𝜙M − 𝜙S
surf and [H+] = 𝑐H+

surf/𝑐H+
ref. Therefore, 

determination of 𝜙S
surf and 𝑐H+

surf constitutes a precondition to calculate 

𝑣ORR and 𝑗ORR. For this purpose, we must first find 𝜎M. 

𝜎M  can be derived from the refined structural model of electrified 

interfaces, as described in detailed in ref 29. This approach, which 

includes oxide layer and water layer sub-models, gives 

2𝑅𝑇

𝐹
arsinh (

𝐹𝜆D𝜎M

2𝑅𝑇𝜖S
) + 𝜎M (

𝛿OHP

𝜖OHP
+

𝛿IHP

𝜖IHP
)

= 𝜙M − Δ𝜙M −
𝜇PtO

𝜖PtO
+

𝑁tot𝜇w

𝜖IHP
tanh(𝑋), 

(20) 

where 𝜆D is the Debye length, 𝜆D = √𝜀S𝑅𝑇/2𝐹2𝑐tot, with 𝑐tot being the 

total ion concentration in solution, 𝜖S the permittivity of the electrolyte 

solution, 𝛥𝜙M a constant potential drop at the metal surface due to the 

electron spillover, 𝜖PtO the permittivity of the Pt oxide layer, 𝜖IHP and 

𝛿IHP the permittivity and thickness of the inner Helmholtz plane (IHP), 

respectively, 𝜖OHP and 𝛿OHP the permittivity and thickness of the outer 

Helmholtz plane (OHP), respectively, 𝑁tot the Pt atom density, and 𝜇w 

the water dipole moment. The variable X represents the dimensionless 

total field-dependent adsorption energy of water molecules. Using the 

two-state model adopted from ref 39, the following relation for the field-

dependent behavior of interfacial water molecules is obtained, 



17 
 

(
0.6

𝜋𝛿IHP
2 + 𝑁tot)

𝑁A𝜇w
2

𝛿IHP𝜖IHP𝑅𝑇
tanh(𝑋) − 𝑋 =

𝑁A𝜇w𝜎M

 𝜖IHP𝑅𝑇
,  (21) 

with Avogadro number NA.  

In Eq. (20), 𝜇PtO, is the interfacial oxide dipole moment. OH ∗ and O ∗ 

are co-existing in an intermediate potential range, and we assume that 

the thickness of the oxide layer, 𝛿PtO, is the same for OH ∗ and O ∗. 

Then 

𝜇PtO = 𝑁tot ∙ (𝜃O ∙ 𝜍O𝑒 + 𝜃OH ∙ 𝜍OH𝑒) ∙ 𝛿PtO,  (22) 

with average charge numbers of oxygen species, 𝜍O  and 𝜍OH . A 

simplified treatment assumes 𝜍O = 2𝜍OH. Table S1 lists the parameters 

of the electrified interface that are adopted from ref 29 which are 

updated according to recent DFT work.38 

After determining 𝜎M, we can calculate 𝜙S
surf and 𝑐H+

surf via the Poisson-

Boltzmann equation, 

𝜙S
surf  =

2𝑅𝑇

𝐹
∙ arsinh (

𝜆D𝐹𝜎M

2𝜀S𝑅𝑇
),  (23) 

𝑐H+
surf  = 𝑐H+

b ∙ exp (−
𝐹𝜙S

surf

𝑅𝑇
), (24) 

where, 𝑐H+
b  the bulk proton concentration. By substituting Eqs.(23)-(24) 

into 𝐸surf = 𝜙M − 𝜙S
surf and [H+] = 𝑐H+

surf/𝑐H+
ref, we can calculate the ORR 

rate in Eq.(18) as a function of 𝐸 and pH. 

3 RESULTS 

In this section, the model is parameterized using experimental data 

measured in rotating disk electrode (RDE) tests. Afterwards, making 

use of the basic set of parameters, we explore: (1) how 𝜃O, 𝜃OH, 𝜎M, and 
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𝑐H+
surf vary as functions of 𝐸; (2) how 𝜎M affects the current density of 

the ORR; (3) what reaction term determines the overall rate of the ORR; 

(4) how Tafel slope and exchange current density of the ORR change as 

functions of 𝐸. Moreover, we will evaluate results in a wider context by 

comparison to experimentally derived volcano plots. 

3.1 Model parameterization 

Figure 3 (a) compares model results and experimental data taken from 

ref 28. Experiments were conducted on a Pt(111) electrode in 0.1 M 

NaF/ HClO4  electrolyte saturated with O2  at 1 bar and room 

temperature. In this case, [O2] = 0.032. Three pHs, namely pH=1.2, 2.1, 

4.3, were examined. The comparison between model and experiment is 

limited to the kinetically controlled potential regime, viz., in the 

potential range above 0.85 V (RHE). As the pH effect is investigated, the 

SHE potential scale is used in Figure 3.40 

Model parameters in producing Figure 3 are explained below. 

Parameters of the Pt-solution interface are listed in Table S1, which are 

inherited from ref 29. 𝜉OH = 10 kJ mol−1, 𝜉O = 10 kJ mol−1 and 𝜃max =

0.4 are adopted from the fitting of the coverage of chemisorbed oxygen 

species in section 2.4. The adjusted parameters are binding energies 

Δ𝐺X
Pt,0  and activation free energy of the first step 𝐺a,1

eq
. Other 

thermodynamic and kinetic parameters of the ORR are adopted from 

DFT studies as shown in Table 1 and 2. At pH = 1.2, good agreement 

between model and experiment is achieved with Δ𝐺OOH
Pt,0 = 4.02 eV , 

Δ𝐺OH
Pt,0 = 0.92 eV , Δ𝐺O

Pt,0 = 1.90 e V and 𝐺a,1
eq

= 0.52 eV . These energetic 

parameters deviate from their base values in Table 1 and 2 by a 

magnitude less than 0.2 eV, which is within the uncertainty range of 

DFT calculation of electrochemical interfaces.41 For pH = 2.1 and pH = 
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4.3 the binding energy of OOH* Δ𝐺OOH
Pt,0

 decreases to 3.97 and 3.84 eV, 

respectively, while the other three parameters keep unaltered. 

Figure 3 shows the surface charge density and the surface reaction 

conditions, 𝑐H+
surf and 𝜙S

surf, as functions of 𝐸 at pH = 1.2. 𝜎M increases 

in the potential range of 0.6 V < 𝐸 < 0.78 𝑉. At higher potentials, 𝐸 >

0.78 𝑉, 𝜎M decreases. A transition to a second negative regime of 𝜎M 

occurs at 𝐸 =  0.92 𝑉. The decline in 𝜎M when 𝐸 > 0.78 𝑉 is caused by 

the increasing dipole field due to progressive formation surface oxides, 

as discussed in ref 29. Electrostatic interactions between the charged 

metal surface and ions in solution determine 𝑐H+
surf and  𝜙S

surf. 𝑐H+
surf first 

decreases then increases when 𝐸 increases from 0.6 V to 1.0 V. 𝜙S
surf 

exhibits a similar trend as 𝜎M, according to Eq.(23). 
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Figure 3. (a) Comparison between model and experiment in terms of 

the ORR current at three pHs. The ORR current density is normalized 

to the value at 0.95 V (RHE). The experimental data were measured 

using the RDE technique (2500 rpm) on a Pt(111) electrode in 

NaF/ HClO4  electrolyte saturated with O2  of 1 bar at room 

temperature.28 Three binding energies and one activation free energy 

were adjusted in model simulation. Other parameters have their base 

values. (b) Variation of  𝜎M  and surface reaction conditions, 

𝑐H+
surf and 𝜙S

surf as functions of 𝜙M at pH=1.2. 
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3.2 Effect of surface charge 

Figure 4 examines the effect of free metal surface charge density on 

ORR current density. For comparison, results are shown also for the 

case without surface charge effect, 𝜎M = 0. In this case, pH=1.2, and 

correspondingly, Δ𝐺OOH
Pt,0 = 4.02 eV, Δ𝐺OH

Pt,0 = 0.92 eV  and Δ𝐺O
Pt,0 = 1.90 eV 

are used. According to Eq.(18), 𝑗ORR ∝ [H+]𝛾
H+  with 𝛾H+ > 0, that is, the 

ORR current density will increase when more protons accumulate at 

the reaction plane driven by negative 𝜎M . From Figure 3 (b), 𝜎M 

transitions from positive to negative value at 𝐸 = 0.92 𝑉 for the case of 

pH = 1.2. Consequently, the surface charge effect improves the ORR 

activity when 𝐸 > 0.92 𝑉, as shown in Figure 4. The transition potential 

is dictated by Δ𝐺OH
Pt,0; specifically, it is lower when Δ𝐺OH

Pt,0 is smaller. The 

partial charge numbers of surface oxide species, 𝜍OH and 𝜍O, are key 

parameters dictating the surface charge effect in the oxide formation 

regime, as detailed in section 4.3. 
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Figure 4. Effect of surface charge on the intrinsic ORR current 

density. Model calculation corresponds to a Pt(111) electrode in 0.1M 

HClO4  electrolyte (pH=1.2) saturated with O2  of 1 bar at room 

temperature. Dash-dotted lines correspond to cases without surface 

charge effect, 𝜎M = 0. Model parameters are the same as in Figure 3. 

 

3.3 Rate-determining term 

In Eq. (18), (𝑣ORR)−1  represents the effective resistance of the ORR, 

which is decomposed into six terms on the right hand side designated 

as 𝑅1 to 𝑅6, respectively. Therefore, the ORR can be represented as a 

series of resistances. Within the serial resistor network a rate 

determining term (RDT) can be identified. 

Figure S2 shows the rate constants 𝑘i of elementary reaction steps as 

functions of 𝐸. Figure 5 displays the separate resistive terms 𝑅i on the 
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right hand side of Eq.(18) as functions of 𝐸, calculated with parameters 

in the case of pH = 1.2. 𝑅1 = (𝐾3
∗𝐾4

∗𝑘1
∗)−1 dominates in regime I for𝐸 >

0.86 𝑉 . 𝑅2 = (𝐾4
∗𝑘1

∗)−1  dominates in regime II for 0.84 V < 𝐸 < 0.86 𝑉 . 

𝑅3 = (𝑘1
∗)−1 dominates in regime III when 𝐸 < 0.84 𝑉. The consecutive 

transitions from 𝑅1 to 𝑅2 and further to 𝑅3 with decreasing 𝐸 have 

important consequences on the effective rate of the ORR, and the 

differential Tafel slope (see next section). 

 

Figure 5. Rate-determining term of the ORR rate expression for the 

case of pH=1.2 in Figure 3. 

 

3.4 Differential Tafel slope and exchange current density 

A wealth of studies, from Pt single crystals to commercial Pt/C catalysts, 

have reported that the differential Tafel slope 𝑏  increases from <

60 mV dec−1 to ~120 mV dec−1 with decreasing 𝐸 from 1.0 V to 0.6 

V.4, 20, 22, 25, 35, 42 Table S2 selects representative results from the 

literature. It is usually believed that the site-blocking effect and negative 

energetic effect of chemisorbed oxygen intermediates are the root 
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causes of the potential-dependent Tafel slope.22, 25, 35 Holewinski and 

Linic demonstrated that it is an inherent attribute of multi-step 

heterogeneous electrocatalytic reactions, using microkinetic 

modelling.43 

In the preceding subsection, we found that the RDT of the ORR rate 

changes with varying 𝐸. The denominator of the dominating resistance 

in (𝑣ORR)−1 has, in general, the form, (𝐾3
∗)𝜈(𝐾4

∗)𝜇𝑘i
∗, with the exponents 

𝜈, 𝜇 = 0 or 1. Therefore, the intrinsic differential Tafel slope is given by, 

𝑏 =
2.3𝑅𝑇

𝐹

1

𝜈 + 𝜇 + 0.5
. (25) 

For the case of Figure 5, we have, (1) 𝜈 = 𝜇 = 1, 𝑏 ≅ 24 mV dec−1when 

𝐸 > 0.86 𝑉; (2) 𝜈 = 0, 𝜇 = 1, 𝑏 ≅ 40 mV dec−1 when 0.84 V < 𝐸 < 0.86 𝑉; 

(3) 𝜈 = 𝜇 = 0, 𝑏 ≅ 120 mV dec−1 when 𝐸 < 0.84 𝑉. This simple analysis 

demonstrates that the potential-dependent Tafel slope can be traced 

back to transitions between RDT of the ORR rate. 

An apparent differential Tafel slope is conveniently calculated as, 

𝑏𝑎𝑝𝑝 = −
𝜕𝐸

𝜕 log|𝑗𝑂𝑅𝑅|
. (26) 

Given 𝑏𝑎𝑝𝑝, the exchange current density, 𝑗𝑂𝑅𝑅
0 , can be calculated from 

the ORR current using the following equation, 

𝑗0 = 𝑗𝑂𝑅𝑅 ∙ 10
𝐸−1.23 V

𝑏𝑎𝑝𝑝 . 
(27) 

Figure 6 shows 𝑗0 and 𝑏𝑎𝑝𝑝 as functions of E. Over the potential range 

of interest for the ORR, i.e., for 0.6 V < E < 1.0 V, 𝑗0 exhibits a marked 

increase with decreasing 𝐸, which explains the wide range of values 

found in experimental studies and is consistent with the general 

observation that that reported values are highly sensitive to the 

potential range employed for the Tafel analysis.22, 44, 45 In addition, the 

surface charging effect increases 𝑗0 in the high potential range by 1-3 
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orders of magnitude. Regarding 𝑏𝑎𝑝𝑝 , the increasing trend with 

decreasing 𝐸 is also in line with aforementioned experimental results. 

Values displayed in Figure 6 (b) for the Pt(111) electrode28 (blue symbol) 

align very well with the theoretically obtained curve that accounts for 

the surface charging effect.  

 

Figure 6. Exchange current density (a) and apparent differential Tafel 

slope (b) for the case of pH=1.2. For comparison, results are shown 

also for the case without surface charge effect, 𝜎M = 0, in dashed 

lines. The experimental Tafel slope data are corresponding to a Pt(111) 

electrode in NaF/HClO4 electrolyte saturated with O2 of 1 bar at room 
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temperature.28 

 

3.5 Volcano plot 

Binding energies of chemisorbed oxygen intermediates are 

interrelated.41 Therefore, the hydroxyl binding energy, Δ𝐺OH
0 , is usually 

employed as the sole descriptor of the ORR activity. Figure 7 compares 

the model with experimental data in terms of the relation between ORR 

activity and Δ𝐺OH
0 . Experimental data are taken from Stephens et al. 

who collected the data from original studies in refs 18, 46-51. In Figure 

7(a), model results have been calculated using Δ𝐺OH
Pt,0 = 0.75 eV  and 

Δ𝐺O
Pt,0 = 1.65 eV,* while keeping other parameters unaltered with their 

base values in Table 1 and 2 and S1. The dashed line corresponds to 

the case without surface charge effect, 𝜎M = 0. The model curve with 

account of the surface charging effect neatly envelopes the experimental 

data. In addition, model and experiment are consistent in the location 

of the peak at Δ𝐺OH
0 − Δ𝐺OH

Pt,0 = 0.1 eV as well as the height of the peak. 

For comparison, the case without surface charging effect, viz. assuming 

𝜎M = 0 is shown in Figure 7 as well. If the surface charging relation of 

the catalyst, which defines the local reaction conditions, is not 

accounted for, the peak of the ORR activity is shifted to larger Δ𝐺OH
0  and 

the magnitude of the peak is overestimated by a significant factor, 

                             
* We found this modification necessary to achieve a good agreement 
between model and experimental data. Moreover, parametric analysis 

indicates that the location of the peak is controlled by Δ𝐺OH
Pt,0 and Δ𝐺O

Pt,0 

while Δ𝐺OOH
Pt,0  has a minor effect. A recent DFT study of He et al. revealed 

that solvation energies contribute significantly to the binding energies 
of reaction intermediates. Specifically, the error brought by assuming 

identical solutions for different catalysts can be up to 0.21-0.24 eV.41 
This finding provides a plausible explanation for the change in binding 
energies used in Figure 7 compared with that in Figure 3. 
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approximately by a factor 5. Increasing Δ𝐺OH
0  decreases  θOH and θO, 

see Figure S3. In the low range of Δ𝐺OH
0 , chemisorbed oxygen species 

are strongly bonded to the electrode surface, that is, θOH + θO ≈ θmax, 

implying that the site-blocking effect will dominate. As a consequence, 

decreasing  θOH and θO by increasing Δ𝐺OH
0  leads to improvement in 

the ORR activity. When the surface charging effect is taken into 

consideration, lower θOH and θO increases 𝜎M towards positive values, 

hence, decreasing the interfacial proton concentration and the ORR 

activity. A quantitative analysis will be given in section 4.1. 

 

Figure 7. Volcano plot for different Pt-catalysts with different 

hydroxyl binding energies, Δ𝐺OH
0 . The ORR activity is relative to that 

of Pt(111). All activity data are calculated at 𝐸 = 0.9 V (RHE). The 

adjusted model parameters are Δ𝐺OH
Pt,0 = 0.75 eV, Δ𝐺O

𝑃𝑡,0 = 1.65 eV and 

other parameters have their base values. Experimental data are taken 

from the review in ref 1. The dashed line in (a) corresponds to the case 

without surface charge effect, 𝜎M = 0. 
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4 DISCUSSION 

4.1 Root causes of volcano plot 

From Eq.(18) it is seen that the dominating contribution to the effective 

ORR resistance has the general form, (𝐾3
∗)𝜈(𝐾4

∗)𝜇𝑘i
∗ with the exponents 

𝜈, 𝜇 = 0 or 1, and 𝑖 = 1, 3, 4. It is interesting to note that we have two 

different types of quantities at play, namely the thermodynamic 

quantity 𝐾i
∗ and the kinetic quantity 𝑘i

∗. As detailed in the supporting 

information, we set Pt(111) as the reference, and express 𝐾i
∗, 𝑘i

∗ and 

hence 𝑣ORR as a function of (Δ𝐺OH
0 − Δ𝐺OH

Pt,0), the abscissa of the volcano 

plot, 

𝑣ORR ∝ exp ((𝜈(𝜁O − 1) + 𝜇 − 𝜁𝑖)
Δ𝐺OH

0 − Δ𝐺OH
Pt,0

𝑅𝑇
), 

(28) 

with, 

𝜁𝑖 = {

𝛽1𝜁OOH,   𝑖 = 1

−𝛽3(𝜁O − 1),   𝑖 = 3
−𝛽4,   𝑖 = 4

 
(29) 

where 𝜁O = 2, 𝜁OOH = 1  and 𝛽𝑖 = 0.5. Note that we have dropped the 

potential-dependent terms as the volcano plot analysis corresponds to 

a specific potential. It is emphasized that these potential-dependent 

terms are also implicit functions of Δ𝐺OH
0 . 

Eq.(28) indicates: (1) if 𝜈(𝜁O − 1) + 𝜇 > 𝜁𝑖, 𝑣𝑂𝑅𝑅 increases exponentially 

with increasing (Δ𝐺OH
0 − Δ𝐺OH

Pt,0); (2) if 𝜈(𝜁O − 1) + 𝜇 < 𝜁𝑖, 𝑣𝑂𝑅𝑅 decreases 

exponentially with increasing (Δ𝐺OH
0 − Δ𝐺OH

Pt,0). As a result, the volcano 

plot essentially reflects the shift from 𝜈(𝜁O − 1) + 𝜇 > 𝜁𝑖  to 𝜈(𝜁O − 1) +

𝜇 < 𝜁𝑖. The volcano plot, namely the above shift, is possible only when 

the 𝜁𝑖 = 𝛽1𝜁OOH , that is, the first step is the step with the highest 
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activation barrier. †  Otherwise, 𝜈(𝜁O − 1) + 𝜇 − 𝜁𝑖  is always positive 

regardless of (Δ𝐺OH
0 − Δ𝐺OH

Pt,0). 

Here we illustrate a concrete example for above theoretical analysis. 

Regarding the case with model parameters all having their base values, 

RDTs for two different catalysts with (Δ𝐺OH
0 − Δ𝐺OH

Pt,0) = 0 and 0.2 eV are 

analyzed, respectively. For the case of (Δ𝐺OH
0 − Δ𝐺OH

Pt,0) = 0 on the left 

wing of the volcano plot, the RDT is 𝑅1 = (𝐾3
∗𝐾4

∗𝑘1
∗)−1 at 0.9 V (RHE), as 

shown in Figure S4 (a). In this case, 𝜈(𝜁O − 1) + 𝜇 − 𝜁𝑖 = 1.5, hence, 𝑣𝑂𝑅𝑅 

increases exponentially with increasing (Δ𝐺OH
0 − Δ𝐺OH

Pt,0), according to 

Eq.(28). In contrast, the RDT shifts towards 𝑅3 = (𝑘1
∗)−1  when 

increasing (Δ𝐺OH
0 − Δ𝐺OH

Pt,0) towards 0.2 eV, as shown in Figure S4 (b). In 

this case, 𝜈(𝜁O − 1) + 𝜇 − 𝜁𝑖 = −0.5, hence, 𝑣𝑂𝑅𝑅 decreases exponentially 

with increasing (Δ𝐺OH
0 − Δ𝐺OH

Pt,0). 

4.2 ORR activity vs. coverage of adsorbed oxygen intermediate  

Given the same parameter set used in Figure 7(a), Figure 8 plots the 

simulated correlation between the normalized total coverage, 𝜃̃𝑂𝑋 =

(𝜃𝑂𝐻 + 𝜃𝑂)/𝜃𝑚𝑎𝑥 , of chemisorbed oxygen intermediates and the 

normalized ORR activity at 0.9 V (RHE). Several representative 

electrocatalysts are located in the plot. 

For the case of 𝜎M = 0, the ORR activity slightly increases with 𝜃̃𝑂𝑋 in 

the low coverage range [0, 0.65] and then decreases in the high coverage 

range [0.65, 1.0]. In this scenario, the non-monotonic relation results 

                             
†  Earlier literature designated this step as a rate determining step;17,22 

however, we consider this label as misleading and avoid using it since 
other steps are similarly important (or more important if considered 

together) in determining the effective ORR rate. Therefore, we rather 
promote the concept of a rate-determining term as discussed in Section 
3.3. 
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from the interplay of two competing effects: on the one hand, 

chemisorbed oxygen species are reaction intermediates of the ORR and 

reactants of steps (3) and (4); on the other hand, they act as site-

blockers of step (1). For the case that accounts for the surface charging 

effect, the ORR activity increases with 𝜃̃𝑂𝑋 in the low coverage range 

[0, 0.85] and it decreases sharply at high oxide coverage [0.85, 1.0]. It is 

the protophilic effect that shifts the location of the ORR activity peak 

from 0.65 to 0.85. The model predicts that the optimal electrocatalyst 

should have a 𝜃̃𝑂𝑋 of 0.85, mainly contributed by OH∗ (see Figure S3).  

 

 

Figure 8. The relation between ORR activity and total coverage of 

chemisorbed oxygen intermediates normalized to 𝜃𝑚𝑎𝑥 (the maximum 

fraction of lattice sites that could be covered with chemisorbed oxygen 

intermediates), 𝜃̃𝑂𝑋 = (𝜃𝑂𝐻 + 𝜃𝑂)/𝜃𝑚𝑎𝑥. All activity data are calculated 

at 𝐸 = 0.9 𝑉 (RHE) using the same parameter set as in Figure 7. 
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Experimental data are taken from the review.1 The dashed line 

corresponds to the case without surface charging effect, 𝜎M = 0. 

4.3 Key parameters of the ORR  

As many model parameters ought to be determined by DFT, it is 

important to identify the main influencing parameters and gauge their 

impact on ORR performance. Herein, parametric analysis is conducted 

using the exchange current density and the Tafel slope as analytical 

tools. Four parameters, including binding energies, Δ𝐺OH
Pt,0, Δ𝐺O

Pt,0 and 

Δ𝐺OOH
Pt,0 , and partial charge number of Pt-oxide, χ, are examined in Figure 

9. 

Regarding the exchange current density curve, Δ𝐺OH
Pt,0 and Δ𝐺O

Pt,0 have 

major influence on the shape, while Δ𝐺OOH
Pt,0  only raises or lowers the 

curve without changing its shape. Specifically, Δ𝐺OH
Pt,0  and Δ𝐺O

Pt,0 

dominate in the low and high potential range, respectively. In terms of 

the Tafel slope curve, Δ𝐺OH
Pt,0 exerts a marked effect on the transition 

from the lower plateau at ca. 30 mV/dec to the upper plateau at ca. 90 

mV/dec. Increasing Δ𝐺OH
Pt,0 by 0.05 eV shifts the transition to higher 

potentials by ca. 50 mV. Increasing χOH means amplifying the effect of 

surface oxide dipoles. As seen in Figure 9 (g), the exchange current 

density is enlarged with increasing χOH and a peak emerges at ca. 068 

V, at which potential σM drops to negative values. Correspondingly, a 

peak at the same potential is seen in the Tafel slope curve. 
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Figure 9. Effect of (a)(b) Δ𝐺OH
Pt,0, (c)(d) Δ𝐺O

Pt,0, (e)(f) Δ𝐺OOH
Pt,0 , (g)(h) χOH on 

the exchange current density and the Tafel slop curve corresponding 

a Pt(111) electrode in 0.1 M HClO4 at room temperature. One 

parameter is changed at a time, while others have their base values 

for each curve. 

 

5 CONCLUSIONS 

This article presents a theoretical framework for deciphering the ORR 
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based on a unified treatment of the formation of chemisorbed oxygen 

intermediates, surface charging effects, thermodynamics and kinetics 

of the ORR. Double-layer effects have been incorporated into ORR 

theory for the first time. Using a basic experimentally bolstered 

parameterization, the established formalism gives an expression for the 

inverse rate of the ORR that can be deconvoluted into a series of 

resistive terms; the rate-determining term is proposed as a new concept 

that should replace the classical rate-determining step for multi-

electron processes. Moreover, it yields the effective Tafel slope and 

exchange current density as continuous functions of the electrode 

potential and refines the perspective for a descriptor-based evaluation 

of catalyst activity. It is demonstrated that the non-monotonic metal 

charging relation exerts a marked impact on the ORR activity, by tuning 

the protophilicity at the electrode-electrolyte interface. The non-linear 

coupling between the formation of chemisorbed oxygen species and 

surface charge density exerts a marked impact on the Volcano-type 

relation for the catalyst activity. 

One important message conveyed in this study is that the electrostatic 

effects at the scale of the Debye length (<10 nm) are crucial albeit non-

trivial for the understanding of Pt electrocatalysis, in addition to the 

geometric and electronic factors at the atomic scale (0.1~1 nm) and 

mass transport factors at the electrode scale (>0.1 μm). This model can 

be an important module in a hierarchical modeling framework to 

rationalize electrocatalytic phenomena in complex electrodes for 

polymer electrolyte fuel cells and electrolyzers, complementing DFT 

studies of reaction mechanisms and pathways at the lower end and 

porous electrode theory at the upper end of the spectrum of scales. 
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