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1. Introduction

The gravity model and the intervening opportunities model
have long been the two most dominant methods for modeling spatial
interaction. Both are macro models that are concerned with the
magnitude of aggregate interaction between two points in space
rather than the behavior of individuals. In contrast, the deve-
lopment of discrete choice models has come aboubt as a consequence

of recent emphasis on individual behavior. These models have

found widespread application in the study of not only travel

demand {(e.g., Ben-Akiva Lerman, 1985), but also in geography and
regional science more generally (e.g., Anas, 1983, Wrigley,
19853, The theory of optimal search provides an alternative

framework for the study of individual choice behavior.

Surprisingly little use has been made of the theories of
nptimal search and discrete choice 1n the context of spatial
interaction. This paper investigates the relationships between
aggregate models of spatial interaction and behavioral models of
search and cholce. Bince it is already well known that the most
prominent version of discrebe choice models, the multinomial
logit model, is formally equivalent to the production-constrained
version of the gravity model (e.g. see Anas, 1983), we will focus
upon the links between optimal search, discrete choice models,
and the intervening opportunities model {(Figure 1).

The eguivalence between the mulbtinomial loglt and the
gravity model provides a useful connection between interaction at
an aggregate level and the optimizing behavior of individuals.
Just as the multinomial logit model gives a behavioral interpre-

tation to the gravity model, the models discussed in this paper



Figure 1: Relationships Between Models of Discrete Choilce,

Optimal Search, and Spatial Interaction
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Note: The numbers refer to the sections of the paper.

give a behavioral interpretation to the intervening opportunities
model. A fundamental difference in this comparison is that while
the logit and gravity models have been shown to be eguivalent,
the standard form of the intervening opportunities model is
derived only from special cases of optimal search and discrete
cholee models. However, both diserete choice models and optimal
search theory may be employed in a diverse range of behavioral
settings. This diversity allows generalization of the rather
restrictive form of the intervening opportunities model.

In the second section, the intervening opportunities model
is reviewed, and some of its weaknesses are enmphasized. In the
third section, the intervening opportunities model 1s derived as

a special case of both discrete choice models and optimal search



theory. Then in the fourth section, the generality of both d15~
crete choice and optimal search approaches is employed to demon-—
strate the wide variety of spatial interaction models that may be
derived.

Discrete choice models and optimal search theory are typi-
cally used in quite different situations. In general, discrete
choice models are most frequently used 1in appllied problems of
simultaneous choice, while optimal search is more frequently used
in understanding and conceptualizing the nature of sequential
choice. Though the discrete choice and optimal search approaches
are therefore quite different, there are important similarities
as well. Belationships indicating the similarity of these two
approaches used for the generalization of the intervening oppor-
tunities model are also discussed. The final section provides a

gsummary and suggests a number of directions for future research.

2. The Intervening Opportunities Model

The intervening opportunities model was first developed by
Stouffer (1840} to explain migration between origins and destina-
tions. A more common form of the model is due to Schneider
(1858), who used the concephbs developed by Stouffer in the
context of trip interaction. It is this latter version of the
model that is now briefly summarized.

The probability of traveling beyond the first D{ opportuni-—

3
ties is equal *to (le)Dj, where L. is the constant probability of
accepbing an individual opportunity. The probability of stopping
somewhere in the next zone k away from the origin is then:

o(k) = (1-1)°7 - (1-1yPitPr (1)



where Dk is the number of opportunities in zone k. Linearization
of the binomial expansion with respect +to L on the right-hand
gide of (1) allows a continuous version to be derived:

LDy _ ~L(Dg+DR) 4 (2

ol

p(k) = b [e
where the constant b may be chosen to ensure that the probabili-
ties sum to one over all alternatives (Wilson, 1870). Schmitt
and Greene (1878} provide an alternative derivation of (2) that
avoids the linear approximation described above.

The intervening opportunities model has been extended in a
number of directions. Kitamura (1985), for example, combines
concepts of wutility maximization and trip chaining to construct
an intervening opportunity model for a linear city. Relationships
between the intervening opportunities model and other lines of
research have also been noted. Okabe (1378}, for example, noted
the conditions under which the gravity and intervening opportuni-
ties model give rise to approximately equivalent trip patterns.
Weibull (1878) was apparently the first +to suggest that the
intervening opportunity model may be regarded as a special case
within &4 more general search-theoretic framework. In the follo-
wing sections, we elaborate on this latter suggestion, and draw a
number of other connections to discrete choice theory.

We wish to specifically address two striking weaknesses of
the intervening opportunities model. First, the traditional form
of the model is extremely inflexible, owing to the assumption of
a constant probabllity of aceeptance, L. This restriction
implies a geometric decline in the probability of inberacting
with more distant opportunities in the discrete formulation, and
an exponential decline in the continuous one. Another criticism

of  the intervening opportunities model is that the implied



behavior of individuals is overly simplistic. Individuals obey
the principal of least effort by stopping at the first acceptable
opportunity that they examine, but this 1is the only type of
explicit behavior displayed. There is no particular concern with
the specific wvalue of the attribute(s) received at the destina-
tion selected. Thus the model is one where individuals exhibit
"satisficing” behavior, with the further restriction that every
opportunity is equally likely to be satisfying. In the next
section, the intervening opportunities model 1s derived as a
spernial case of more general sequential search models and dis-
crete choice models. We will show that intervening opportunities
models may be generaligzed by relaxing the restrictive assumption
of a constant probability of acceptance, and also by adding an
individual concern with the value of the attribute(s) received.
Moreover, these models are based on the assumption of optimizing

rather than satisficing behavior.

3. Optimal Search, Discrete Choice and the Intervening

Oprrortunities Model

Optimal stopping theory (DeGroot, 1870; Chow, Robbins, and
Sigmund, 1971} provides a very general framework for capturing
individual behavior in a wide variety of settings involving
sequential decisions. The theory has been applied to many diverse
problems, including the selling of housing and other assets
{Albright, 1877; 5Stull, 1978, Rosenfield et.al., 1983; Roderson,
1985). Decisions are also often made sequentially when buying
assets, and hence the theory of optimal stopping should prove
useful in modeling certain spatial interaction problems, such as

shopping trips.



Discrete choice theory assumes a simulbaneous decision
process. Individuals are assumed to Tface a set of discrete
alternatives and choose the one that maximizes thelr utility
{Domencich and McFadden, 1975; Hensher and Johnson, 1981; Madda-
la, 1983; Ben-Akiva and Lerman, 1885; Wrigley, 1985). The theory
has been used extensively during the last decade. Among others
applications it has been used to model bransport behavior (Domen-—
cich and MceFadden, 1975), brand choice (Louviere and Hensher,
1983}, migration (Bartel, 18793, and labor supply (Long and
Jones, 1980).

Either of two scenarios are relevant here. In the first, the
destinations have deterministic values of attractiveness, and the
stochasticity is introduced via the researcher’s limited ability

rve all of the relevant characheristics and the hete-

]

to  obs
rogenous tastes and preferences of the many individuals choosing
destinations. That is, the utility actually derived by different
individuals will vary due to observation errors and heterogeneity
in tastes and preferences. The variation in preferences may be
modeled by a probability distribution describing the different
utilities received at a particular destination by different indi-
viduals. Alternatively the focus may be on the behavior of a
single individual facing a probability distribution that governs
the stochastic atbractiveness of destinations. Discrete choice
theory usually applies the first scenario (see e.g. Hensher and
Johnson, 1881, Anas, 1883), while optimal search theory arguments
are phrased in terms of the latter one. Thus, in this paper we
use both concepts.

When dealing with spatial choice processes, three types of

costs nesd to be distinguished:

5]



- Intrinsic costs are a characteristic of the alternative

{price, cost of shipment, etc.}. They are paid only at the
destination achtually chosen.

- Search costs  proper are part of the costs for investigating

a destination. They are paid for each investigated destina-
tion and have no effect on the costs of other destinations.
Examples are the Lime and effort necessary for checking a
destination.

- Travel costs are also paid for each investidated destination

but bearing them for one reduces the costs of some other by

the same amount.

To illustrate, suppose an individual is driving down a road
to buy some furnitbure, say a chair. There are a number of
furniture stores along the road. The individual stops at the

first one, and checks whether they have the type of chair he is
looking for and asks for the price. Clearly the price of the

chair belongs to the first category, intrinsic costs. He has to

pay only 1f he decides to buy the chair. The time and effort 1t
takes to park the car, walk into the store and ask for a chair

and 1ts price are search costs proper. When we ignore the

possibility of learning, there are no benefits from these costs
whern the chair is not purchased. The costs of traveling to the

first store are part of the third catsgory, travel costs. Trave-

ling to the first store brings the individual closer to other
stores as well, and thus reduces the extra costs for searching
among these stores.

Travel costs reflect the spatial distribution of oppor-
tunities and are therefore of particular importance in a spatial

context. However, the term “"travel costs” does not mean that



transport costs always belong to this category. When our custo-
mer cannot go directly from one store to ancother but always has
to return to the starting point, transport costs belong to search
costs proper.

Travel costs and search costs proper can be viewed and

modeled as mardinal or as total costs. Marginal travel costs are

the costs of proceeding to the next destination, total travel

costs of search are the costs of traveling from the origin to the

alternative examined. Search ocosts proper as defined above are
marginal costs. Contrary to travel costs the corresponding total
search costs proper cannot be derived generally, since they

depend on the sequence in which the opportunities are searched.

Figure 2: The Basic Structure of the Intervening Opportunities
Model
O
/ N
A 1
/N
B 2
/ N
C 3
/N

(D) 4



3.1. Seguential Optimization and the Intervening Opportunities

Model

The basic structure of the intervening opportunities model
may be sketched as in Figure 2. The probability that an indivi-
dual starting at O ends up at opportunity 1 is assumed to be L.
If opportunity 1 is not chosen, the individual proceeds to A and
by assumption chooses opportunity 2 again with probability L -
conditional on  the event that opportunity 1 was not chosen. The
same rationale applies for the lower levels as well and yields
the model discussed in section 2. In the case of a limited number
of opportunities, the selection probabilities are usually re-
scaled to sum to one.

The same basic structure applies to optimal search models.
They utilize the second concept of stochasticity mentioned above.
Suppose that a risk-neutral, utility-maximizing individual knows
the distribution of opportunities and searches them without
recall. At each node (0O, A, B, €} +the individual can draw one
opportunity, evaluate it, and decide either to accept it and stop
or to reject it and continue search. Since by assumption the
individual does not know the values of the following opportuni-
ties his optimal strategy is to accept opportunity 1 1if its value
is greater than the expected return from continued search. Thus,
the probability of selecting opporbunity 1, given that the
individual searches at all, is

P(1]0) = P(x1 > y1} s (3)

where %y indicates the value of +the first opportunity, ¥y the
expected return of continued search, i.e. the return the indivi-
dual can expect from proceeding Lo node A. Assuming both to be

defined in terms of money ¥y iz defined as:



7T -c o+ {x_, ,
y1 c2 Emax ‘XZ y2) (4)

where 02 is the cost of observing the second opportunity con-
sisting of marginal search costs proper and marginal travel costs
of search. The conditional probabilities of selecting other
opportunities, given that the individual has reached the node
before (e.g. node A in the case of opportunity 2) can be found in
an analogous way.

In general the conditional probabilities assume different
values. However, under quite restrictive conditions, one cobtains
the same conditilional probability for each opportunity and thus a
model which 1s equivalent Lo the intervening opportunities model.
These conditions are an infinite number of opportunities, all
opportunities having identical search cost and their values being
independent identically distributed.

In this case the expected return of continued search at all
levels rcan be obtained from

c = f; (x~y)dF(x), (5)
and the conditional probablilities are
L = 1-F(y) (6)
Thus, the intervening opportunities model can be viewed as a
search model with an unlimited number of opportunities, identical

search cost and an independent identical distribution of oppor-

tunities, which 1s known to the risk-neutral individual.

3.2. Simultaneocus Cholce and the Intervening Opportunities Model
Alternatively, the basic structure of the intervening oppor-

tunities model (Figure 2} can be interpreted as a nested discrete

choice model. In  this case we ubkilize the first concept of

stochasticity mentioned above.

10



Although nested models are wusually less restrictive than
simultaneous discrebe~-choice-models, in this section we only use
the nested equivalent of the simultaneous model. Since sto-
chasticlity is introduced at the level of the researcher the
individual can c¢hoose among the opportunities simultaneously and
thus will not face search costs proper. We observe the searcher
choosing opportunity 1 if its wvalue (X1) is greaster than the
maximum value of the opportunities at the lower levels (zq):

P(1|0) = P(x1 > ag) . (7)

As in the search model, we assume that there are marginal travel
costs of search when going from one opportunity to the next. %1
can be written as:

z, = “C, + max (x2,22) (8)
Note that z is a random variable rather than an expected value as
vy in  the search model. This i1s the principal difference between
the two models; it results from the difference between simultane-
ous and sequential decisions.

The conditional probabilities at the lower levels can be
found in an analogous way and in general they will assume diffe-
rent values. This nested model, which 1s a sequence of binary
cholce models, is equivalent to a multinomial simultanecus model.
In the case sketched in Figure 2 the opportunities of this multi-
nomial model have values (x‘, X:f?a’ 33~%2uq3, %1~qz~q3wa). Note
that we add the marginal costs to derive total travel costs of
search. ldentical conditional probabilities and thus a model
equivalent to the intervening opportunities model can be derived
under the same restrictive conditions as used for the search

model: an infinite number of opportunities all having the same

11



search cost and being independent identically distributed. In

his case z assumes the same value at each level:

+

Z = - 4+ max(x,x-c,x-2c,x-3c, . ...} . (8)
Application of the distributional assumptions of the logit model,
namely % being iid Gumbel distributed with location parameter 6
and spread parameter V (see e.g. Johnson and Kobtz, 1970}, yields
the following choice probability for the kth opportunity:

p(k) = e~ (k=T)nuc.g-kpc (10)
Note that this is very similar to equation (2) although the
latter one 1is derived from an approximation. The conditional
probability L becomes

L = 1-e ¢ . (11)

The random variable z itself is iid Gumbel distributed with
spread parameter M and location parameter
6, = —c + 8 - (1/M)*log(l-e "C) | (12)
which in the nested logit model i1s known as "inclusive value'™.

Thus the intervening opportunities model is equivalent to a

highly restricbive version of a discrete choice model as well.

4. Generalizations of the Intervening Opporbunities Model,

The considerable flewxibility of both the discrete choice and
optimal search literature allow many generalizations of the
standard form of the intervening opportunities model, which was
derived as a special case of these frameworks in the previous
section. In the first two subsections, we address ourselves to
generalizations arising from optimal search and discrete cholce
approaches, respectively. In section 4.3, we explore the rela-

tionships between discrete choice and optimal search models.



4.1 Generalizations Derivable From a Sequential Search Approach

The story told in the oprevious section to arrive at the
intervening opportunities model was a very special one. The
search horizon was infinite, individuals had perfect information
about the distribution of destination attributes, the cost of
sampling each destination was constant, and individuals wished to
maximize expected utility. In many situations, one or more of
these presumed conditions may not hold. Consequently, it 1is
desirable to have at one’s disposal alternative models that
adequately represent the actual sequential decision process. We
now turn to a discussion of several of these alternatives.

A fundamental consideration in the formulation of an appro-
priate sequential decision model is the amount of destination
information availlable *to individuals. For convenience, we may
classify sequential problems into cabegorles where information is
full, partial, or absent. In the basic search model used in the
previous sectilon, complete information on the parameters descri-
bing the attribute distribution was assumed. At the other
extreme, no information at all may be available, and learning
must take place as observations are taken. In intermediate
situations, some a priori information is available, and knowledge

about the distribution improves with additional observations.

4.1.1 No A Priori Destination Information
When no information about the functional form of the abtri-
bute distribution is available, objectives other than expected

utility maximization must be considered (Stull, 18783, This is

because expected utbtility can not be calculated without some

13



underlying assumpbion regarding the likelihood of alternative
outcomes.

Gilbert and Mosteller (1966} describe the optimal strategy
for individuals that wish to maximize the probability of obtai-
ning the best alternative. Although the probability of stopping
at the best destination is maximized in this formulation, the
probability of stopping at a poor destination is also relatively
high (RHogerson, 18867}, Chow et al. (1964} consider the case
where individuals adopt the less rizky strategy of minimizing the
expaected rank of the attribute obtained at the selected destina-
tion, where destinations are ranked from best (rank 1) to worst
(rank n}. Although the probability of obtaining the best alter-
native is lower, the probability of obtaining "good”, but nonop-
timal values is significantly higher in comparison with the
previous shbrategy.

Rogerson (1988) shows that of the two objectives described
above, the rank minimization strategy generally leads to higher
expected values and shorter waliting times before a cholce is
made. The rank minimization strategy will therefore exhibit a
stronger distance decay pattern than will the interaction pattern
of individuals maximizing the probability of obtaining the best

destination.

4.1.2 Intermediate Information Available

In both of the previous strateglies, optimal stopping leads
to a lack of interaction close to the origin. While this charac-
teristic is  1ndeed what one should expect for the no information
situation, few actual interaction matrices display +this type of

pattern. In most situations it will be more realistic to assume

14



that individuals have some prior information about destinations,
so that they need not automatically pass up early choices simply
to gain some initial information. Campbell and Samuels (1882)
Petruccelli (1980) and Maier (1985) describe intermediate infor-—
mation scenarios that lie between the cases of no information and
full information. In theory, 1t ig possible to treat the amount
aof a priorl information as a parameter, allowing a bebter fit

between model and data.

4.1.3 Known Distribution of Destination Attributes

When the distribution of destination attributes is known, it
iz then possible to calculate the expected values of the attri-
bute received. Under +the wusual assumpbions of no recall of
previous opportunities and a finite and known number of alterna-
tives, the optimal strategy for individuals maximizing the
expected attribute value is to first calculate an optimal deci~
sion number for each destination. A destination is selected if
its attribute exceeds the relevant decision number. OCptimal
decision numbers (also known as reservation values) decrease as
search continues, reflecting a searcher’s tendency to grow less
"choosy"” as the number of alternatives diminishes. This is
prerhaps the most widely employed form of sequential search nodel;
applications abound in studies of both the labor market and the
housing market {(Lippman and McCall, 1876; Smith et al., 1979}.

Of course individuals could still employ other objectives.
Rather than maximize the expectsd value of the attribute re-
ceived, individuals who are more risk prone could still maximize
the probability of selecting the best destination. This would

lead to more search and lower average attribute values, but there

15



would of course be a greater likelihood of choosing the best
destination. In general, a higher degree of risk aversion will

lead to less search and earlier stoppling.

4.1.4 Recall of Previously Examined Opportunities

It 1s 1n most instances more realistic to assume that there
is a positive probability of selecting a previously examined
opportunity. In this subsection we show how the logit choice
model may be derived as a special case of a more general sequen-
tial decision model with recall.

When individuals have complete information about the disbri-
bution of destination attributes, and when there is a fixed
probability of recalling previously examined destinations, the
analysis follows that of Landsberger and Peled (1977). They show

*
that there is a unigque sequence of reservation values {Xn ¥
assoclated with the sequential search. It is optimal Lo continue
search if the best of the first H-n destinations examined {(where

*
iz less than x_ , and

N is the total number of destinations), x n

n)
- - - - - * -
it is optimal to terminate the search if anxn . Note that n is
the number of destinations that are left to consider before the

. . *
search 1l terminated. The %x™’s are chosen to be equal to the

expected return, R from examining one more destination and then

n.’
continuing in an optimal way. Thus,
* * 00 *
x =R (x_ ) =P {/_V_ _;[max(x ,y)] dF(y) }

F(1-P) DLV (v) dF(y)] - ¢, (13)
where o is the fixed ecost associated with examining an additional
destination, P is the probability of successful recall, and
Vn_1{y) is the expected reburn from optimal search when ¥y 1s the

best, available alternative, The first term on the right-hand



side of (13) is the return from optimal search 1if the best
destination to date is still available after the next destination
is examined. This occurs with probability P. Otherwise, with
probability 1-P, the best of the first N-n will not be available.
In this case, the next destination examined will constitute the
hest destinabion. This return is represented by the second term
on the right-hand side of (13).

In the special case where P=1, recall is perfect, and as
Landsberger and Peled show, the optimal reservation values is
independent of the time remaining to search. In this case, the
solution x* is determined by setting the marginal return from one
more observation egual to the marginal cost, Jjust as in the case
with an infinite horizon:

o) *

S (X=X ) dF (x) = c.
If search costs are zero, x ¥ =w, which impliles that individuals
should examine all possible destinations and then choose the
maximum of all observations. This 1s equivalent to the choice
problem analyzed in discrete choice models. In the special case
where destinations have utilities with stochastic terms indepen-
dent identically distributed according to the Gumbel distribu-
tion, destination choice will occur according to the standard
logit choice model.

Sequential optimization problems allowing recall may there-
fore be viewed as belng more general than simultaneous discrete

cholice models, mince they include them as a special case.

4.1.5 Other Generalizations
Space limitations prohibit a more complete discussion of the

broad array of deneralizations of optimal search theory that may

17



he found in the literature of economics, operatlons research, and
mathematics. Examples of such generalizations include the
following:

1) The rnumber of opportunities is unknown. RFasmussen and
REobbins (1975) investigate the decision rule when the number of
opportunities is a random variable taken from a known probability
density funection.

23 When the distributions of destination attractiveness (not
necessarily identical across destinations) are known, optimal

election of the order in which destinations should be examined

5]

is discussed‘by Hill and Hordigk (18853 and Maier (1986).

4.2. Generalizations Derivable From a Simultaneous Choice Ap-
proach

Optimal search models usually assume that all opportunities
are drawn from the same distribution with identical parameters.
Discrete choice models, howsver, allow for a change in the
location parameter of the digtribution. The utility obtainable
from an opportunity is usually divided into a deterministic and a
stochastic part. Various types of discrete choice models differ
by the distribution assumed for the stochastic part. For example,
the iid Gumbel distribution leads to the logit model, and the
multivariate normal leads to the probit model.

Since the deterministic part of utility is determined by the
characteristics of opportunities and decision makers the discrete
choice approach provides an excellent way to account for differ-
ences between opportunities and decision makers in  the intber-
vening opportunities model. More attractive opportunities will

have higher choice probabilities than less attractive ones.
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Opportunities located beyond a very attractive one will only have
a low chance to be selected. The distance decay in choice proba-
bilities results from the increasing (total) travel costs of
search, although this effect might be compensated by higher
attractiviteness.

Even the logit model, a rather simple type of discrete
choice model, yields a very general pattern of spatial inter-
action, which 1s based on a well founded set of behavioral
assumptions and on the characteristics of opportunities. Genera-
lizations of the logit model allow for aggregate opportunities
{zsee e.g. Lerman 1975; McFadden 1978) and for some correlation in
the stochastic part of utility (zsee e.g. Ben-Akiva, 1973; Daly
and Zachary, 1979; Maier and Fischer, 1985). These more general
models can be used to incorporate the effects of agglomeration
and specialization in space. Because of the behavioral orien-
tation of discrete choice models they allow for heterogenous
decision makers as well. Provided the data are available, an
intervening opportunities model based on the discrete choice
approach can take into aceount behavioral differences bebween
socioeconomic groups.

Contrary *to the logit model the probit model is able to
handle a general variance-covariance-structure in the stochastic
part of the utility. Thus it is much more flexible than the
logit wmodel. This flexibility is obtained at the cost of compu-
tational problems in the multivariate case (Judge et.al., 1980).
Since in spatial interaction modeling we are usually dealing with
a large number of opportunities, the probit model seems too

complex for most purposes.



4.3. The Relationship betweesn Discrete Choice and Optimal Search

Models.

At the end of section 4.1 we already have pointed out that
the simultaneous cholce model can be viewed ags a special case of
a seqguential model with perfect recall. Lerman and Mahmassani
{19853 have used the discrete choice rationale to discuss the
econometrics of search. However, they have forced discrete choice
assumptions upon the search concept ignoring some of 1Lts essen-
tial features like the optimal reservation value being the
expected return of continued search.

There iz a more direct and more general correspondence
between discrete cholce and opbtimal search models. It will be
outlined in the rest of this section. This correspondence seens
to  be quite promising for making search models operational in
empirical applilications at an individual level.

The optimal search model we are considering is  of the
standard type. We assume the individual to know the parameters of
the distribution and to search without recall. Generallzing the
standard search approach, we allow the opportunities to have
different average returns (ei). To clarify the relation again we
assume These parameters to be expressed in terms of money.

When there are N opportunities and marginal travel costs of
search of C s for going from opportunity i-1 to 1, the individual
can determine his optimal stratedy by backward induction. He will
choose opportunity i, given he didn’t stop before, if and only if
(see equation 3)

X, 2V, (14)
Bince there are only N opportunities available (see equation 4},

= e 4 8 . {15)



In general the expected maximum return of search is defined by

v, = o, o+ Bmax (x.,vy.) =
Y 5 ( TREy

mey /T ly o dF(x ) +f;ixi dF (x ) (16)
and depends on the distribution of x. Assuming X4 to be logisti-
cally distributed with parameters ei and H, 1.e.
F(x) = 1/(1+eb(017%)) (17)
vields the following result for the parameter yi_1
N

v _q = (1/Myxlogd .E.EﬁXP[”(e’j“

J
L e 3]t . (18)
-1 Jj=i k=i X

i
This, however, is the inclusive value of the corresponding nested
logit model, i.e. the generalization of (12). When substituting
(18} and the cumulative density of the logistic distribution into
the corresponding choice probabilities of the search model, we
get the logit model formulation of choice probabilities:

i N

J
P{i) = exp [H(® - I Ok)] / {‘Z exp[p(ej~ e

. 13 (19)
Lgk=1 j=1 1=1

1

Under these assumptions the sequential search model without
recall is equivalent fto a simultaneous digcrete choice logit
model. The distributional assumptions necessary for this result
are as restrictive as those of the logit model. The only crucial
assumptlion we had to make was the absence (or neglibility) of
search costs proper. In a spatial Interaction context, however,
this seems Lo be only a minor restriction since most of the cost
involved can be captured by travel costs of search. Moreover,
this assumption is important only when the individual can freely
choose  the sequence in  which to check the opportunities. When
this sequence 1g fixed for some reason (e.g. by the spatial
distribution of opportunities) search costs proper cosan also be

subsumed under travel costs of search.
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It should be mentioned as well that the special treatment of
cost in this section was motlivated solely by the aim to keep a
close formal relationship between search and discrete cholce
models. In an smpirical application cost can easily be incorpo-
rated into the function determining the parameter 8 and thus have

a testable parameter.

9. Summary

In this paper we have argued that the theories of sequential
optimization and discrete choice are sufficiently general to
allow the derivation of both the intervening opportunities model
and the more widely used gravity model. It is demonstrated that
the intervening opportunities model in its standard form is
equivalent to very restrichtive versions of both sequential
optimization and discrete choice models. This provides a basis
for more general versions of the intervening opportunities model.

Adoption of this more general framework, however, forces the

researcher to face more serious estimation problems in applied

work. Some of these problems have been addressed by Lerman and
Mahmassani (1985). They derive 1likelihood functionz for a
variety of sequential optimization problems. It 1s clear that in

many cases the computational burden imposed by the estimation
problem will be quite large. 5ti1ill, relatively small generalil-
zations should be conceptually feasible, thereby allowing the

ideas suggested here to be implemented.

Footnote

1) For a discussion of search models without the assumption of
risk-neutrality see Hall, Lippman and McCall, 1979.

)
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