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We examine the competition between the charge-density wave (CDW) instability and the excitonic condensate (EC) in
spatially separated layers of electrons and holes. The CDW and the EC order parameters (OPs), described by two
different mechanisms and hence two different transition temperatures TCDW

c and TEC
c , are self-consistently coupled by

a microscopic mean field theory. We discuss the results in our model specifically focusing on the transition-metal
dichalcogenides which are considered as the most typical examples of strongly coupled CDW=EC systems with atomic
layer separations where the electronic energy scales are large with the critical temperatures in the range TEC

c � TCDW
c �

100{200K. An important consequence of this is that the excitonic energy gap, hence the condensed free energy, vary
with the layer separation resulting in a new type of force FEC. We discuss the possibility of this force as the possible
driver of the structural lattice deformation observed in some TMDCs with a particular attention on the 1T-TiSe2 below
200K.

1. Introduction

In this article we examine the competition between the
CDW formation and the EC in layered systems. Long time
ago Balseiro and Falicov (BF) developed a model based on
the competing orders of SC and CDW formation.1) The
model quickly became important in the formulation of
pseudogap in the SC of the cuprates. Even earlier, the CDW
was shown to arise when the Fermi level is pinned to a
Van Hove singularity.2)

On the other hand, the transition-metal dichalcogenides
(TMDCs) are considered to be typical examples where a
number of low temperature phases can be mutually coupled.
Theoretical studies on the optical, electronical and structural
properties in bulk or layered TMDCs showed the coexistence
of the structural instability, antiferromagnetism and conven-
tional superconductivity (SC).3) Their electronic properties
are rich with insulating, semiconducting, semi-metal or true
metal behaviour. Many layered TMDCs also show excitonic
superconductivity coupled with lattice distortion. There, the
excitonic coupling can be much stronger than ordinary
semiconductors due to the high electronic energy scales of
∼100meV. In Ref. 3, the coexistence of the CDW and SC
was speculated, yet reliable experiments came much later. A
detailed review of more recent experimental and theoretical
progress can be found in Ref. 4. In this work, we are
motivated by the BF model to study the CDW=EC coupled
phase in TMDCs.

EC is analogous to SC with an exception of the charge
neutrality of the pairs. The Coulomb pairing is the most
fundamental interaction in EC. In the materials of interest
here, this energy scale is much higher than the phonon
mediated pairing energy in conventional SC. Based on these,
we present in this work, a scenario for the CDW=EC ordered
systems where the CDW is driven by a strong phonon
coupling separately in the electron and hole layers whereas
the EC is driven electronically by the Coulomb interaction
between these layers. Hence two different mechanisms lead
to two critical temperatures TCDW

c and TEC
c which can have,

due to their self-consistent coupling, unequal but closely
related scales. The ordering between the two temperatures is

dictated by the phonon and the electronic energy scales. For
instance, it was recently argued in the context of the specific
TMDC material 1T-TiSe2 that5) TCDW

c > TEC
c where both

temperatures are within the 100–200K range. More recently
TEC
c > TCDW

c is also being discussed since EC is believed to
be the precursor of a low temperature lattice deformation.

In order to motivate the reader to the model devised in the
next section, a brief discussion about the TMDCs is needed.
These are given by MX2, where M is a transition metal and X
is a chalcogen atom, which are layered compounds consisting
of three stacking layers within the unit cell where M atoms,
located in the middle layer, are sandwiched between the two
X-like layers. In the mid 70’s, superlattice formation was
reported6,7) in experiments with 1T-TiSe2. Theoretical works
appeared much later searching for a microscopic mechanism
behind this instability8) which still remains contraversial.
Three scenarios are on debate: a) Fermi surface (FS) nesting,
b) Jahn–Teller effect, c) excitonic condensation. While the
former is reported as a weak candidate, latter two are
supported by experiments. ARPES studies in favor of Jahn–
Teller scenario,9) those supporting excitonic insulator sce-
nario10) and experiments supporting both scenarios11) were
reported. Although numerous other experimental results
exist, the most recent studies point at the excitonic insulator
scenario,12–14) which is further supported by the relatively
high value of the transition temperature TEC

c . In these layered
compounds, it is established that,13) excitonic effects arise
from the conduction bands dominated by the 3d even-parity
states of the relevant M orbitals and the valence bands mainly
in the 4p odd-parity X orbitals. The nearly fixed even and odd
parities of the bands respectively of X-type 4p and M-type
3d character imply that the parity mixing and the M–X
hybridization is weak in these bands. This is shown to be
the result of the octahedral coordination splitting the 3d-like
conduction bands and opening a van der Waals gap.15)

A typical monolayer thickness16) in TMDCs is on the order
of 6.5Å hence the M–X separation can be approximately
taken as 3–4Å. The weak hybridization in the excitonic
sector creates a natural formation of coupled electron–hole
quantum wells (EHQW). Based on this, it is proposed in
Ref. 14 that the CDW and the periodic lattice distortion are
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created by the formation of an EC7) where excitons are
coupled to the CDW phonons through a Fröhlich type
interaction. The critical temperatures were believed to be
equal, i.e., TEC

c ¼ TCDW
c and in the 100–200K range due to

the large electronic energy scales. The recent experiments
based on monolayer samples have discovered the same
CDW=EC transition as in the bulk with the same Tc, stressing
the two dimensional character of the transition and ruling out
any scenario connected with the third dimension.17) These
new findings support that these materials are superior natural
candidates for excitonic EHQW. Additionally, the two-
dimensional natural EHQW geometry is experimentally
important, since EC was observed recently after long years
of search in artificially grown EHQWs.18)

A recent attempt to investigate the origin of the periodic
lattice distortions in the specific TMDC 1T-TiSe2 uses
variational Monte Carlo method to solve the two band
Hubbard model in a triangular lattice.19) The interband and
intraband Coulomb interactions were replaced by the
respective hardcore interaction constants U and U0. The
momentum dependence of the Coulomb interaction however
plays a significant role in the momentum dependent order
parameter of the EC and its dependence on the electron–hole
layer separation D should naturally be incorporated in any
realistic model. The condensed free energy of the CDW=EC
phase is then a function of D. Hence an internal stress should
be expected to built up due to the condensation. We propose
in this work that, this stress, which we call as the EC-force
FEC, generates a uniform strain field which can explain the
observed lattice deformation. On the other hand, the intra-
layer Coulomb interaction can be destructive on the nesting
properties of the Fermi surface which can suppress or even
destroy the intralayer CDW formation. Therefore any
mechanism related to the CDW formation should properly
account for its presence. These intralayer mechanisms are
however, independent of D and their direct energetic
influence on the EC force is negligible, as we do in this
work (shown below). The effect of imperfect CDW nesting,
on the other hand, can still be modelled through the next-
nearest-neighbor interaction t1 as we do in this work.

The concept of a force arising from condensation is not
new to this work. The EC-force was first predicted in
numerical20) and semi-analytical21) calculations in EHQW
heterostructures of III–V semiconductor compounds, where
the relevant energies, i.e., the Hartree energy EH and the
Fermi energy EF are both in the 10meV range. However, the
CDW and EC interaction strengths, the hopping energy scale
t0 ’ 100{200meV and the critical temperatures of 150–
200K in the TMDC materials are at least an order of
magnitude larger than the system studied in Refs. 20 and 21.
Also the exciton Bohr radius22) aTMDC

B ’ 8{10Å is nearly
one order of magnitude smaller than the semiconductor
aEHQWB � 100Å. We hence expect that this internal stress
can be much stronger here, which can make them important
candidates in the experimental search for FEC. Here we
demonstrate that, a structural deformation of ð1{10Þ � 10�3

Å can be accounted for by FEC which is in the same order
of magnitude as reported in the experiments.7) This opens a
possibility that the lattice distortion observed in the TMDCs
indicates the emergence of the EC-force. We now devise a
microscopic model to quantify this effect.

2. Microscopic Theory of the CDW=EC System

Our microscopic approach is based on the CDW=EC
competition in which we extend the BF formalism in Ref. 1
to the 2D coupled EHQW geometry. Our goal is to solve
the coupled CDW=EC system for an order of magnitude
estimation of the EC-force and for studying its influence by
the CDW background. In doing this, we simplify the picture
where we assume one electron and one hole bands with
symmetric properties (equal effective mass, equal chemical
potential) spatially confined within separate layers. In relation
to TMDC, this would imply that the weak hybridization
between the M and the X like bands is ignored. We will also
assume a square lattice for both layers since the EC-force is
a condensation phenomenon in the bulk which does not
crucially depend on the lattice structure. A strong FS nesting
within each layer is also present in the model which can drive
a CDW order and in addition, the two layers are coupled
electronically by a short range attractive Coulomb inter-
action. It is crucial to note that, although a nesting driven
CDW is a part of the experimental reality, the FEC and the
lattice deformation arising from the EC does not crucially
depend upon the CDW formation. We propose in this work
that, the lattice deformation is a static strain field which
is induced by the internally built-in stress once the EC
is formed. Here it is therefore implicit in our model that
the Fermi surface nesting and the crystal symmetry are
not crucial in the mechanism leading to lattice deforma-
tion and our results are equally valid in their absence (see
below).

CDW formed in the “upper”, lets say X layer is,

h�̂uðrÞi ¼ n0 þ �un1 cosðQ � rÞ; ð1Þ
where �̂uðrÞ ¼ ûyðrÞûðrÞ is the density operator of the upper
layer with ûyðrÞ=ûðrÞ being creation=annihilation operators in
real space, n0 is the mean density, n1 is the CDW amplitude,
Q ¼ ð�; �Þ is the nesting vector satisfying k þ 2Q ¼ k and
�u ¼ 1. There is a similar expression for the “down”, i.e., the
M, layer with d̂

yðrÞ=d̂ðrÞ and �d ¼ �1. Hence, the CDWs in
both layers built a relative π-shift to avoid the strong
Coulomb repulsion. The interlayer Coulomb interaction is
given by

v̂int ¼
Z

dr dr0�̂uðrÞVðr � r0Þ�̂dðr0Þ; ð2Þ

where the Coulomb coupling Vðr � r0Þ ¼ e2=ð4��jr � r0 �
DezjÞ with e, ϵ, ez, and D as the electric charge, the dielectric
constant, unit vector in z-direction and the layer separation.
Using Eq. (1) in Eq. (2), we find three terms: a) a repulsive
contribution proportional to n20, b) two contributions linear in
n0 that cancel out and, c) a term proportional to n21. The mean
field of Eq. (2) is,

hv̂inti ¼
Z

dr dr0 Vðr � r0Þ½n20 � ~n1ðrÞ ~n1ðr0Þ�; ð3Þ

where ~n1ðrÞ ¼ n1 cosðQ � rÞ. The repulsive first term is a
constant which can be absorbed into the chemical potential.
The second term is attractive due to the π-shift, and if n1 ≠ 0,
the layers are coupled as electron–hole layers. This
interaction creates an instability at a critical strength which
opens an excitonic gap in the spectrum. We use a simple
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tight-binding model that can reveal the CDW=EC competi-
tion in a square lattice geometry and a band dispersion
of, �k ¼ �2t0½cosðkxaÞ þ cosðkyaÞ� � 4t1 cosðkxaÞ cosðkyaÞ,
where t0 and t1 are the first and the second nearest neighbor
(NN) interactions. Here t1 is introduced as a measure of the
degree of nesting, i.e., t1 ¼ 0 for perfect and t1 � 0 for weak
nesting whereas t0 is connected with the bandwidth which
determines the critical temperature. We use a t0 range such
that the relevant Tc’s are within the 100–200K range.
Considering the CDW in Eq. (1), n0 ¼ ½1=ð2�Þ2� R dkhûykûki
and n1 ¼ G=2�ep with hûykûki ¼ hd̂ykd̂ki are the important
correlations,1) where �ep is electron–phonon coupling
strength and,

G ¼ G0 þG1 if j�k � �j < ħwD

G0 otherwise

�
: ð4Þ

Here, �ep is assumed to be approximately k-independent
within a Debye energy range and μ is the chemical potential.
The CDW order parameters are

G0 ¼ �ep

Z 00 dk

ð2�Þ2 hû
y
kûkþQi; ð5Þ

G1 ¼ �ep

Z
dk

ð2�Þ2 hû
y
kûkþQi: ð6Þ

In the above equation, the double primed integral is
performed only when j�k � �j < ħwD and j�kþQ � �j < ħwD

hold.1) We have self consistency conditions: hûykûki ¼
hd̂ykd̂ki and hûykûkþQi ¼ �hd̂ykd̂kþQi. The first condition
comes from our assumption that the layers are identical,
and the number of particles within each layer are the same.
The second one is due to the π-shift between the CDWs
within the individual layers. In the model we consider, the
CDW and the EC OPs are coupled self consistently. While
the former is driven by �ep, as formulated in Eqs. (4)–(6),
the latter is driven by the interlayer Coulomb interaction
in Eq. (3). Using the Hartree–Fock mean field approx-
imation, the Hamiltonian is given in the (ûyk û

y
kþQ d̂

y
kd̂

y
kþQÞ

basis by

H ¼
X
k

H0 þ

�ð�Þk �G �ð1Þ
k �ð2Þ

k

�G ��ð�Þk �ð2Þ
k �ð1Þ

kþQ

�ð1Þ
k �ð2Þ

k �ð�Þk G

�ð2Þ
k �ð1Þ

kþQ G ��ð�Þk

0
BBBBB@

1
CCCCCA

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
; ð7Þ

where the spin degrees of freedom of the EC OPs23,24) are
eliminated due to the spin degeneracy. Furthermore, dark
versus bright exciton difference20,25) is out of the scope of
this manuscript and omitted here. In Eq. (7), H0 ¼ ð�ðþÞk �
�Þ�0 � �0, �

ðþÞ
k ¼ ð�k þ �kþQÞ=2, �ð�Þk ¼ ð�k � �kþQÞ=2 and

�0 is the 2 � 2 unit matrix. The excitonic part has two
different type of pairings, i.e., hûyk d̂ki and hûyk d̂kþQi, which
we denote by �ð1Þ

k and �ð2Þ
k respectively. In the presence of

strong CDW, �ð2Þ
k dominates the ground state. We hence

assume that �ð2Þ
k ≠ 0 and �ð1Þ

k and �ð1Þ
kþQ are negligible. In

the case of weak or vanishing CDW, �ð1Þ
k will be dominant in

the ground state with a magnitude comparable to �ð2Þ
k of the

strong CDW phase.
At this point we redefine �ð2Þ

k as �k given as

�k ¼ A

2

X
k0

vehðk � k0Þhûyk0þQd̂k0 i;

where A is the sample area, vehðk � k0Þ ¼ �e2e�jk�k0 jD=
ð2"jk � k0jÞ is the Fourier transform of the interlayer pairing
interaction Vðr � r0Þ. The energy spectrum is two-fold
degenerate and given by, E1 ¼ E0 þ �, E2 ¼ E0 � � with
E0 ¼ �ðþÞk � � and � ¼ ½ð�ð�Þk Þ2 þ �2

hyb�1=2 where �hyb ¼
ðG2 þ�2

kÞ1=2 is the hybrid CDW=EC gap. Final expressions
for the OPs to be solved numerically are

G0 ¼ ��epðG0 þG1Þ
Z 00 dk

ð2�Þ2
FðkÞ
2�

; ð8Þ

G1 ¼ ��ep
Z

dk

ð2�Þ2
G

2�
FðkÞ; ð9Þ

�k ¼ � 1

2

Z
dk0

ð2�Þ2
e2

2"

e�jk�k
0 jD

jk � k0j
�k0

2�
Fðk0Þ; ð10Þ

where the first two are obtained from Eqs. (5) and (6) in the
ground state of the Hamiltonian in Eq. (7). Here FðkÞ ¼
f1ðkÞ � f2ðkÞ with f	ðkÞ with 	 ¼ 1; 2 are the Fermi–Dirac
distributions f	ðkÞ ¼ 1=½1 þ expð
E	Þ� where 
 ¼ 1=kBT, kB
is the Boltzmann constant and T is the temperature. Due to
the opening of the hybrid gap, the condensation free energy is
lowered. The D dependence in �hyb has two sources: a) when
@�k=@D ≠ 0; which is the direct manifestation of the
condensation, b) when @G=@D ≠ 0. In the absence of EC,
the CDW ordering is a completely intralayer phenomenon
and the free energy is independent of D. But when EC is
present, one has to carefully consider the competition
between the two. It is known that SC and CDW tend to
weaken each other1) when both are driven by the same
interaction. A similar conclusion is obtained here although
two different mechanisms are present for the CDW and the
EC. Thus both OPs contribute to the EC force as

FEC ¼ � @��

@�hyb

@�hyb

@D
: ð11Þ

Here �� ¼ �O ��N is the free energy difference between
the CDW=EC ordered and normal states respectively
where21)

�O ¼ �A G0G1

�ep
þ
X
k

�2
k

2�
FðkÞ þ @

@


X
	

lnð1 � f	ðkÞÞ
" #

;

�N ¼ @

@


X
k;	

lnð1 � f	0ðkÞÞ; ð12Þ

and f	0ðkÞ is the Fermi–Dirac distribution f	ðkÞ when �hyb ¼
0. We can now show that, once the hybrid gap is formed, FEC

is turned on which can induce a strong lattice deformation.
We can estimate the amount of deformation by assuming

harmonic conditions given by the axial stiffness coefficient
k ¼ AE=D where A is the cross-sectional area and E is the
Young’s Modulus. The local deformation created by the local
stress is

�x ¼ FEC

k
¼ FECD

AE
: ð13Þ

Equation (13) is correctly independent from the sample size.
We now find the solution of the self-consistent model in
Eqs. (8)–(10) and examine the competition between the
CDW and the EC.

3. The CDW=EC System

In Fig. 1 the EC OP �k is calculated for various t1 values,
in units of t0. When t1 is small, we have nearly perfect
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nesting. In this calculation, the chemical potential is fixed at
� ¼ 0 coinciding at t1 ¼ 0 with the nesting singularity in
the density of states. The maxima of �k are connected by
Q ¼ ð	�;	�Þ. As t1 is increased, perfect nesting is
destroyed. As a result �k is weakened and shifts towards
the center. The competition between the EC and CDW OPs
is demonstrated in Fig. 2 as D=a and the dimensionless
electron–phonon coupling constant �0 ¼ �ep=ða2t0Þ are
varied for t1 ¼ 0. The numerical values of �ep and t0 are
chosen such that the TEC

c and TCDW
c are within the 100–200K

range. The yellow (light) regions designate the pure EC and
the dark regions represent pure CDW. In between they
coexist and compete.

On the other hand, when t1 ≠ 0 the maximal nesting
condition is broken. In the t1; �0 space two different regimes
of coexistence are observed as illustrated in [Fig. 3(a)] and its
cross sections [Figs. 3(b)–3(d)]: i) For t1 ¼ 0 or small, the
EC can coexist with the CDW in a narrow region of �0 as
shown in Figs. 3(b) and 3(c). ii) For higher t1 the CDW and
EC OPs exclude each other completely as indicated by
Fig. 3(d). When t1 is further increased, the perfect nesting is
strongly broken, hence the region of coexistence becomes
narrower and the critical �0 is shifted to higher values as
shown in the phase diagram Fig. 3(a).

4. EC-Force Driving the Lattice Deformations

We are now in a position to report the emergence of a large
EC force in this coupled CDW=EC system. The change in the
free energy is shown in Fig. 4 for various t1=t0 and �0 values.
Flattening of the curves in the figure points at an important
difference between this CDW=EC system and the pure EC
system investigated in Ref. 21. Here the EC force weakens
as the critical point is approached, whereas in the pure EC
system in Ref. 21, the EC force is strongest at the critical

point. The difference is due to the CDW in the current system,
which smoothens the free energy as the EC gets weaker.

We previously calculated the EC pressure, i.e., the EC-
force FEC per unit area, in AlGaAs EHQW semiconductors21)

and predicted a magnitude on the order of 1 Pa. When the
current theory is applied to a typical TMDC we find 
107 Pa.
This enormous difference is expected due to the much
stronger interactions in the current system compared to the
III–V semiconductors, but still needs a qualitative explan-
ation. The EC pressure is

FEC

A
¼ ��a @�

@D
; � ¼ t0

a3
; � ¼ ��

t0

a2

A
; ð14Þ

where α has the pressure unit and η is the dimensionless
change of free energy per area plotted in Fig. 4. Compared to

t1/t0=0

-π 0 π
-π

0

π

k y
a

0

 0.06

 0.12

 0.18

t1/t0=0.01

-π 0 π
kxa

-π

0

π

0

 0.06

 0.12

 0.18

t1/t0=0.05

-π 0 π
-π

0

π

0

 0.01

 0.02

 0.03

t1/t0=0.1

-π 0 π
-π

0

π

0

 0.01

 0.02

 0.03

Fig. 1. (Color online) EC OP, scaled with t0 ¼ 0:125 eV, is plotted for
different second NN interaction strengths. The peak positions of the EC OP
are separated by the nesting vector, Q ¼ ð	�;	�Þ in each of the four cases.
For zero or a small second NN interaction, OP is maximum at the saddle
points of the dispersion, due to nearly perfect nesting. As the second NN
interaction increases, the perfect nesting gradually disappears. As the result,
the energy is strongly lowered by the EC OP within small pockets at points
not coinciding with a reciprocal lattice vector (lower right plot).

t1/t0=0

λ0

D
/a

0 (Δmax = 0)

π/4

π/2 (G=0)

Fig. 2. (Color online) Color map of the CDW and EC for t1 ¼ 0. The OPs
are mapped via fcol ¼ tan�1ð�max=GÞ transformation. In yellow (light)
regions there is only EC and in black (dark) regions only CDW is present,
whereas in between they coexist. Here, �0 runs from 0.9 to 1.6 and D=a

varies between 2 and 4.

Fig. 3. (Color online) Regimes with different coexistence=competition
properties are presented for EC and the CDW OPs for varying �0 and t1.
Here, increasing t1=t0 plays the major role in breaking the optimal nesting
condition which weakens both OPs, whereas t1=t0 and �0 together determine
two regimes of coexistence=competition as indicated in (a). Several cross
sections of (a) are given for the EC and CDW order parameters as, (b) t1 ¼ 0:
EC OP (blue triangles) gradually drops to zero with the onset of CDW (red
circles), (c) t1 ¼ 0:031t0: the region of coexistence is shifted to higher λ
values, and (d) t1 ¼ 0:053t0: a direct transition from EC to CDW, with no
coexistence. The OPs on the vertical scale of (b)–(d) are given in units of t0.
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the EHQW case, our length scale a is 20 times smaller and
energy scale t0 is about 10 times larger. So five orders of
magnitude comes from α. On the other hand, the con-
densation free energies in both systems have 2 orders of
magnitude difference, since in the pure EC system in
semiconductor EHQWs the critical temperature is within
the 1–5K range whereas here in the CDW=EC system it is in
the 100–200K range.

We are at the point to examine the lattice deformation and
propose that this enormous internal stress created by FEC can
be its driving mechanism of the lattice instability in many
TMDC materials. We adopt 1T-TiSe2 as the typical TMDC to
compare our results. Although this material has a trigonal
crystal symmetry, as opposed to the tetragonal one here,
crystal structure is unimportant in the completely condensate
driven EC-force. Also, the electrons and holes are not
unstably formed in a direct band structure like in III–IV
semiconductors. The presence of excitons is rather an
equilibrium property observed between the individual
electron-like and the hole-like pockets of the Brillouin zone.
It has been established by comparing experimental features in
monolayer as well as bulk samples that17) the Fermi surface
nesting is ruled out as a likely cause of the lattice instability
in 1T-TiSe2. This consequently puts the lattice symmetry
at a minor importance among other factors affecting the
instability studied here.

The lattice deformation is predicted by Eq. (13) using
ETi ’ 100GPa for the Young’s modulus.26) We find �x ’
ð1{10Þ � 10�3Å which, in this particular case corresponds
to the change in the Ti–Se distance. This result is quite
agreeably compared with the experimental observations.7)

This not only justifies the large magnitude we found for
FEC but also suggests a intriguing scenario for the lattice
distortions observed in TMDCs, in particular 1T-TiSe2. The
lattice deformation is therefore pinned to the formation of the
EC and the critical temperature TEC

c .
The possibility of the electron–hole coupling in the

periodic lattice distortions and the presence of strong
excitonic background was suggested in the experimental
work of Di Salvo et al.7) for the typical TMDC material 1T-

TiSe2. Based on this, Monney et al. in Ref. 14 suggested
that, perturbations in the exchange integral by small
displacements of the Se and Ti orbitals can statically couple
the electron and hole sublattices once a coherent excitonic
condensate is formed, i.e., the exciton–phonon mechanism.
This effect is very similar to our proposal in that, they both
arise due to the phenomenon of condensation and they
additively cooperate in reducing the free energy. According
to Ref. 14 the exciton–phonon coupling adds a negative
contribution to the free energy which can be roughly written
as �ðFg=!Þ2 where F is equivalent to our �k in Eq. (10),
g is the exciton–phonon coupling strength arising from the
Fröhlich type expansion of the exchange coupling J and, ω is
a typical phonon frequency. Our prediction for the static
displacement due to the EC-force is similar to that in Ref. 14
which are comparable and nearly equal to the 60% of the
experimental value.14) Therefore attempts should be made to
include both effects in an extended approach which may
reflect the observations more realistically. In addition, the
model presented in this work with two different mechanisms
and two different orderings coupled self consistently is a
plausible model that can explain the three distinct cases,
i.e., TCDW

c < TEC
c , TCDW

c > TEC
c and TCDW

c ¼ TEC
c (see the

discussion below).
Another result in this work concerns the general theory in

Sect. 2. It is remarkable that the ratio  ¼ TEC
c =TCDW

c can be
changed across unity, i.e.,  < 1 )  > 1, by using different
strengths of �ep. The results are illustrated in Fig. 5 where we
fixed in this case the exciton density n0 ’ 1014 cm−2. Here
the �ep is shown to play a sensitive role in the relative
positions of TCDW

c and TEC
c . This means that, there may be a

variety of other TMDCs with stronger excitonic character
where TEC

c > TCDW
c . If there are such materials, this becomes

an important result which can be pointing at that the nesting
CDW does not play a major role in the lattice deformation.

5. Conclusions

We firstly investigated in a general microscopic mean field
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constant after EC vanishes, with only CDW remaining, which means that the
EC force is zero beyond that critical point.
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Fig. 5. (Color online) TEC
c and TCDW

c are illustrated for four different �0
values for n0 ’ 1014 cm−2 and t1 ¼ 0. (a) TCDW

c < TEC
c . (b) By increasing �0

the two critical temperatures were made to coincide at T ¼ T�
c . (c) After

increasing �0 further, TEC
c < TCDW

c . (d) Increasing �0 even further, the two
Tc’s can be widely separated.
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approach, the competition between the CDW and the EC
orders in a EHQW geometry. The phase diagram is covered
by pure CDW, pure EC and coexistence regimes determined
by the electron–phonon coupling and the quality of nesting.
In the coexistence regime, a hybrid gap is opened which
can persist even when the nesting is strongly suppressed. On
the other hand, the dependence of the excitonic gap on
the electron–hole separation shows the emergence of a
new effect, i.e., a force arising due to the condensation.
Combining this with the survival of the EC under weak
nesting, we can conclude that the lattice instabilities and the
crystal symmetries play a minor role in the EC, and hence the
EC-force. Secondly, and encouraged by the observation that
the crystal symmetries are expected to play a minor role in
the EC-force, the results are applied to the two-dimensional
TMDCs as typical systems for which the experimental data is
known.

We used our general approach to explain the observed
lattice deformation in these materials in the presence of
the EC and propose that the EC-force is responsible for
deforming the lattice. We compared the prediction of the
theory with the experimental results known for 1T-TiSe2.
Although the CDW and the EC individually have two
different mechanisms with different critical temperatures
TCDW
c ; TEC

c the change in the lattice structure is due to the EC-
force and occurs at the TEC

c . We suggest that the nesting
CDW does not play a major role in the structural phase
transition.

The model studied here predicts a full gap �hyb in the
electronic spectrum. At the first sight this would imply an
insulating behaviour in all of the pure CDW, CDW=EC and
pure EC phases. The first additional detail here that can
change this interpretation is the presence of indirect electron–
hole bands. Secondly, the existence of the semimetallic
behaviour between these bands becomes important when
applied to TMDCs. These exceptions are particularly
important here since many of the TMDCs, and particularly
1T-TiSe2, are believed to be semimetallic in both the normal
and the low temperature ordered phases.27) Furthermore, the
semimetallic character of the indirect electron and hole-like
bands survives during the EC gap opening.28) This behaviour,
despite the opening of an energy gap in the spectrum was
explained by Kohn as well as Halperin and Rice29) based on
Overhauser’s CDW mechanism.30) Recent experiments on
two dimensional 1T-TiSe2 monolayers also show a similar
semimetallic behaviour.17) Hence the presence of a finite
hybrid gap �hyb in the model studied here is not in conflict
with the semimetallic nature of 1T-TiSe2.

More systematic experimental efforts are needed in these
systems for examining the lattice distortion which are likely
to unravel the exciting phenomenon of the force arising due
to condensation. The experimental discovery of the EC-force
can lead to new exciting directions of theoretical and
experimental condensed matter research as well as applica-
tions in new generation MEMS.21) Recently, optomechanical
cavities can provide an unsurpassible resource for the
measurement of nanomechanical displacements. In this
context, shifting the attention towards exciton-polariton
condensation in such cavities may be crucial.31)
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