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GENERALISED WITT ALGEBRAS AND IDEALIZERS

S. J. SIERRA AND Š. ŠPENKO

Abstract. Let k be an algebraically closed field of characteristic zero, and let Γ be an additive subgroup of
k. Results of Kaplansky-Santharoubane and Su classify intermediate series representations of the generalised

Witt algebra WΓ in terms of three families, one parameterised by A2 and two by P1. In this note, we use
the first family to construct a homomorphism Φ from the enveloping algebra U(WΓ) to a skew extension

k[A2] o Γ of the coordinate ring of A2. We show that the image of Φ is contained in a (double) idealizer

subring of this skew extension and that the representation theory of idealizers explains the three families.
We further show that the image of U(WΓ) under Φ is not left or right noetherian, giving a new proof that

U(WΓ) is not noetherian.

We construct Φ as an application of a general technique to create ring homomorphisms from shift-invariant
families of modules. Let G be an arbitrary group and let A be a G-graded ring. A graded A-module M

is an intermediate series module if Mg is one-dimensional for all g ∈ G. Given a shift-invariant family of

intermediate series A-modules parametrised by a scheme X, we construct a homomorphism Φ from A to a
skew extension of k[X]. The kernel of Φ consists of those elements which annihilate all modules in X.

1. Introduction

Fix an algebraically closed ground field k of characteristic zero, and let Γ be a finitely generated additive
subgroup of k. The generalised Witt algebra WΓ is the Lie algebra generated by elements eγ : γ ∈ Γ,
with [eγ , eδ] = (δ − γ)eδ+γ . Recall that an intermediate series representation of WΓ is an indecomposable
representation all of whose e0-eigenspaces are 1-dimensional. It is a theorem of Kaplansky and Santharoubane
[KS85] (if Γ = Z) and of Su [Su94] (for general Γ) that intermediate series representations of WΓ come in
three families (with two modules represented twice): one family parameterised by A2 and two parameterised
by P1. In this note we use the first family to construct a homomorphism Φ from U(WΓ) to T = k[A2] o Γ,
and show that the existence of the other two families is a consequence of the fact that the image of U(WΓ)
is a sub-idealizer in T . We further use the homomorphism Φ to give a new proof that the enveloping algebra
of U(WΓ) is not noetherian, a fact originally proved in [SW14].

Since our main method is to construct and then analyze a homomorphism from U(WΓ) to an idealizer in
T , we recall some facts about idealizers. We first define T : as a vector space we write T =

⊕
γ∈Γ k[a, b]tγ ,

with tγtδ = tγ+δ and tγf(a, b) = f(a+ γ, b)tγ =: fγtγ . Note that T is a bimodule over k[a, b].
An intermediate series module M over a Γ-graded ring is an indecomposable Γ-graded module with each

Mγ a one-dimensional vector space. It is a generalisation of a point module over an N-graded ring, which is
a cyclic graded module with Hilbert series 1/(1− t).

For p = (α, β) ∈ A2, let I(p) be the ideal (a − α, b − β) of k[a, b]. Let V (p) = T/I(p)T . It is easy to
see that the V (p) are all of the intermediate series right T -modules; more precisely, the right ideals J of T
such that T/J is an intermediate series module are precisely the I(p)T . Likewise, the intermediate series
left T -modules are the T/TI(p). These families are preserved under degree shifting.

We now consider a subring of T . Fix p0 ∈ A2, and let S = S(p0) = k ⊕ I(p0)T . The ring S is an
idealizer in T : the largest subalgebra of T such the right ideal I(p0)T becomes a two-sided ideal in S.
It is known [Rog04] that the representation theory of idealizers involves blowing up. Here for p 6= p0

we have that V (p) ∼= S/(S ∩ I(p)T ) is an intermediate series right S-module. On the other hand, to
define an intermediate series right S-module at p0, we need to consider a point q infinitely near to p0:
that is, an ideal I(q) with I(p0)2 ⊆ I(q) ⊆ I(p0) of k[a, b] such that I(p0)/I(q) is one-dimensional. Such
ideals are parameterised by the exceptional P1 in the blowup Blp0(A2); more specifically, we can write
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I(q) = (y(a− α)− x(b− β), (a− α)2, (a− α)(b− β), (b− β)2) for some [x : y] ∈ P1. For such I(q) we have
that I(p0) + I(q)T is a right ideal of S. Let

P (q) = S/(I(p0) + I(q)T ).

Then P (q) is a intermediate series right S-module. In fact, we have constructed all right ideals J of S such
that S/J is an intermediate series S-module; they are parameterised by Blp0(A2) but it is sometimes more
convenient to consider them as parameterised by A2 r {p0} together with P1.

Left intermediate series S-modules are also parameterised by Blp0(A2). For p ∈ A2r{p0}, the left interme-

diate series module T/TI(p) is isomorphic to
(
I(p0)⊕

⊕
06=ν∈Γ k[a, b]tν

)
/
(

(I(p0) ∩ I(p))⊕
⊕

06=ν∈Γ t
νI(p)

)
.

We can extend this construction to a family of modules parameterised by Blp0(A2) by adding the P1 of points
q infinitely near to p0:

Q(q) =
I(p0)⊕

⊕
06=ν∈Γ k[a, b]tν

I(q)⊕
⊕

0 6=ν∈Γ t
νI(p0)

.

Consider now right intermediate series modules over the double idealiser

R = k[a, b] + (I(p0)T ∩ TI(p1))

and assume for simplicity that p0, p1 ∈ A2 have distinct Γ-orbits. These correspond to points of the double
blowup Blp0,p1(A2). More precisely, the V (p) are intermediate series modules for p ∈ A2 r {p0, p1}. From
the inclusion R ⊆ k ⊕ I(p0)T we obtain a family P (q) parameterised by the P1 of points infinitely near to
p0. Finally, from the inclusion R ⊆ k ⊕ TI(p1) we obtain a family Q(q) of right modules parameterised by
the P1 of points infinitely near to p1 and constructed similarly to the construction of the left modules Q(q)
over S.

Let Γ now be an arbitrary group (more generally, a monoid) and let A be a Γ-graded ring. We give a general
result in Theorem 2.2 (respectively, Theorem 2.5) which constructs a ring homomorphism (respectively, an
anti-homomorphism) Φ : A → k[X] o Γ, where X is a shift-invariant family of right (respectively, left)
intermediate series A-modules; this generalises constructions in [ATV91, RZ08, V96].

When we apply this technique to U(WΓ), we show that the image of Φ is contained in a double idealizer
R inside the ring T defined in the second paragraph, and we show in Propositions 3.5, 3.6 that the right
intermediate series R-modules constructed above restrict to precisely the intermediate series representations
of WΓ. This gives a unified geometric description of what have until now been seen as three distinct families
of representations.

We further show in Proposition 4.3 that the image of U(WΓ) under Φ is neither right nor left noetherian.
For Γ = Z this was proved in [SW15] as the main step in proving the non-noetherianity of U(W ). It follows
that U(WΓ) is neither right or left noetherian; other proofs are given in [SW14, SW15].

The general behaviour of idealizers leads one to expect that at idealizers in T at ideals of points in k[a, b]
will not be noetherian since no points have dense Γ-orbits; see [Sie11] for a precise statement of a related
result for N-graded rings. However, infinite orbits are dense in A1. Thus one expects that the factors
Φ(U(WΓ))|b=β , which live on the Γ-invariant line (b = β) in A2, are noetherian for all β ∈ k, and we also
show in Proposition 4.6 that this is indeed the case.

Acknowledgements: We thank Jacques Alev and Lance Small for useful discussions. The second
author is supported, and the first author is partially supported, by EPSRC grant EP/M008460/1.

2. Intermediate series modules and ring homomorphisms

It is well-known that ring homomorphisms can be constructed from shift-invariant families of modules.
Let A be a (connected N-) graded ring, generated in degree 1. A point module over A is a cyclic graded A-
module with Hilbert series 1/(1−t). Suppose that (right) A-point modules are parameterised by a projective
scheme X. Let the point module corresponding to x ∈ X be Mx. Then the shift functor Ψ : M 7→ M [1]≥0

induces an automorphism σ of X so that Ψ(Mx) ∼= Mσ(x).
The following result goes back to [ATV90] (see also [V96]), although in this form it is due to Rogalski

and Zhang.
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Theorem 2.1. ([RZ08, Theorem 4.4]) There is an invertible sheaf L on X so that there is a homomorphism
φ : A→ B(X,L, σ) of graded rings, where B(X,L, σ) is the twisted homogeneous coordinate ring defined in
[AV90]. If A is noetherian then φ is surjective in large degree.

The kernel of φ is equal in large degree to

J =
⋂
{AnnA(M) |M is a C-point module for some commutative k-algebra C }.

The purpose of this section is to give a version of this theorem for a (not necessarily connected graded)
algebra graded by an arbitrary monoid Γ.

We first need some notation. Let Γ be a monoid and let A be a Γ-graded ring. If M is a Γ-graded right
A-module and γ ∈ Γ, we define the shift M(γ) of M by γ as:

M(γ) =
⊕
δ∈Γ

M(γ)δ,

where M(γ)δ = Mγδ. We note that

(2.1) M(γ)δAε = MγδAε ⊆Mγδε = M(γ)δε,

so M(γ) is again a Γ-graded right A-module. Note that

(M(γ))(δ)ε = M(γ)δε = Mγδε = M(γδ)ε

and so (M(γ))(δ) is canonically isomorphic to M(γδ).
If M is a left module we define M(γ)δ = Mδγ . Then (2.1) becomes:

AεM(γ)δ = AεMδγ ⊆Mεδγ = M(γ)εδ,

as needed. We have
(M(γ))(δ)ε = M(γ)εδ = Mεδγ = M(δγ)ε

so (M(γ))(δ) is canonically isomorphic to M(δγ).
If A is a Γ-graded ring, an intermediate series module over A is a Γ-graded left or right A-module M

so that dimMγ = 1 for all γ ∈ Γ. We will use a shift-invariant family of intermediate series modules to
construct a ring homomorphism from A to a Γ-graded ring, giving a version of Theorem 2.1 in this setting.

Our notation for smash products is that if Γ acts on A then A o Γ =
⊕

γ∈ΓAt
γ , where tγtδ = tγδ and

tγr = rγtγ for all r ∈ A, γ ∈ Γ.

Theorem 2.2. Let Γ be a monoid with identity e and let A be a Γ-graded ring. Let X be a reduced affine
scheme that parameterises a set of intermediate series right A-modules, in the sense that for x ∈ X there is
a module Mx with basis {vxγ | γ ∈ Γ}, and that there is a k-linear function φ : A→ k[X] so that

vxe r = φ(r)(x)vxγ

for all γ ∈ Γ, r ∈ Aγ . Further suppose that shifting defines a group antihomomorphism σ : Γ→ Autk(X), γ 7→
σγ so that Mx(γ) ∼= Mσγ(x). Here we require that the isomorphism maps vxγδ 7→ v

σγ(x)
δ .

In this setting the map
Φ : A→ k[X] o Γ, r ∈ Aγ 7→ φ(r)tγ

is a graded homomorphism of algebras. Further,

ker Φ =
⋂
x∈X

AnnAM
x.

Proof. Let Γ act on k[X] by fγ = (σγ)∗(f), so σ defines a homomorphism from Γ→ Autk(k[X]).
Let r ∈ Aγ , s ∈ Aδ, and let α : V x(γ)→ V σ

γ(x) be the given isomorphism. Then:

α(vxγs) = vσ
γ(x)
e s = φ(s)(σγ(x))v

σγ(x)
δ = α(φ(s)(σγ(x))vxγδ).

So

(2.2) vxγs = φ(s)γ(x)vxγδ.

Now, using (2.2), we obtain:

φ(rs)(x)vxγδ = vxe rs = φ(r)(x)vxγs = φ(r)(x)φ(s)γ(x)vxγδ
3



and so

(2.3) φ(rs) = φ(r)φ(s)γ .

Then by (2.3) we have

Φ(rs) = φ(rs)tγδ = φ(r)φ(s)γtγδ = φ(r)tγφ(s)tδ = Φ(r)Φ(s).

Since Φ is graded, ker Φ is a graded ideal of A. If r ∈ A is homogeneous then

Φ(r) = 0 ⇐⇒ φ(r) = 0 ⇐⇒ vxe r = 0 for all x ∈ X.
Let γ ∈ Γ. Then

vxe r = 0 for all x ∈ X ⇐⇒ vσ
γ(x)
e r = 0 for all x ∈ X ⇐⇒ vxγr = 0 for all x ∈ X,

using the isomorphism between Mx(γ) and Mσγ(x). So

Φ(r) = 0 ⇐⇒ vxγr = 0 for all x ∈ X, γ ∈ Γ ⇐⇒ r ∈
⋂
x∈X

AnnAM
x.

�

(The reason we require X in the theorem statement to be reduced is that we are constructing Φ from the
closed points of X, and so effectively from the reduced induced structure on X.)

Remark 2.3. We need the map σ in Theorem 2.2 to be an antihomomorphism because of the equations:

Mσγδ(x) ∼= Mx(γδ) = (Mx(γ))(δ) ∼= Mσγ(x)(δ) ∼= Mσδ(σγ(x)).

Remark 2.4. There is a universal module M for the family {Mx | x ∈ X}, which is isomorphic as a k[X]-
module to

⊕
γ∈Γ k[X]vγ . The module structure is given by

(2.4) vγs = φ(s)γvγδ

for s ∈ Aδ. If we consider the natural right action of A on M = k[X] o Γ then we have tγ · s = tγΦ(s) =
tγφ(s)tδ = φ(s)γtγδ for s ∈ Aδ. This agrees with (2.4) if we set vγ = tγ , and so M ∼= k[X] o Γ.

The theorem for left modules is:

Theorem 2.5. Let Γ be a monoid with identity e and let A be a Γ-graded ring. Let X be a reduced affine
scheme that parameterises a set of intermediate series left A-modules, in the sense that the left module Nx

has a basis {vxγ | γ ∈ Γ} and that there is a k-linear function φ : A→ k[X] so that

rvxe = φ(r)(x)vxγ

for all γ ∈ Γ, r ∈ Aγ . Further suppose that shifting defines a group homomorphism σ : Γ→ Autk(X), γ 7→ σγ

so that Nx(γ) ∼= Nσγ(x). Here we require that the isomorphism maps vxδγ 7→ v
σγ(x)
δ .

In this setting the map
Φ : A→ k[X] o Γop r ∈ Aγ 7→ φ(r)tγ

is a graded antihomomorphism of algebras. Further,

ker Φ =
⋂
x∈X

AnnAN
x.

Proof. We repeat the proof above to ensure that the change of notation from right to left is handled correctly.
Again, let fγ = (σγ)∗f , so σ defines a homomorphism from Γop → Autk k[X]. Let r ∈ Aγ , s ∈ Aδ, and let

α : V x(δ)→ V σ
δ(x) be the given isomorphism. Then:

α(rvxδ ) = rvσ
δ(x)
e = φ(r)(σδ(x))vσ

δ(x)
γ = α(φ(r)(σδ(x))vxγδ).

So

(2.5) rvxδ = φ(r)(σδ(x))vxγδ.

Now, using (2.5), we obtain:

φ(rs)(x)vxγδ = rsvxe = φ(s)(x)rvxδ = φ(s)(x)φ(r)(σδ(x))vxγδ
4



and so

(2.6) φ(rs) = φ(s)φ(r)δ.

Then by (2.6) we have

Φ(rs) = φ(s)φ(r)δtγδ = φ(s)φ(r)δtδ◦opγ = φ(s)tδφ(r)tγ = Φ(s)Φ(r).

The proof of the last statement is identical to the proof in Theorem 2.2. �

Remark 2.6. We need the map σ in Theorem 2.5 to be a homomorphism because:

Nσγδ(x) = Nx(γδ) = (Nx(δ))(γ) = Nσδ(x)(γ) = Nσγ(σδ(x)).

Note also that a graded anti-homomorphism from a Γ-graded algebra should map to a Γop-graded algebra,
as we indeed have.

Remark 2.7. We likewise obtain the universal left module for the Nx from Φ. Set N = k[X]oΓop. The left
action induced by Φ is r · δ = δΦ(r) because Φ is an anti-homomorphism, so we get

r · tδ = tδΦ(r) = tδφ(r)tγ = φ(r)δtδ◦opγ = φ(r)δtγδ

for r ∈ Aγ , which is the structure we expect.

Remark 2.8. Let Bir(X) be the group of birational self-maps of X. In the settings above, suppose that
shifting defines elements of Bir(X), in the sense that σ maps Γ to Bir(X). We get a generalization of
Theorems 2.2 and 2.5 by replacing k[X] and Aut(k[X]) with k(X) and Bir(X), respectively.

3. Intermediate series modules over higher rank Witt algebras

Let Γ be a rank n Z-submodule of k. The rank n Witt algebra WΓ (or higher rank Witt algebra if n ≥ 2,
sometimes called the centerless higher rank Virasoro algebra) is the Lie algebra with k-basis {eν | ν ∈ Γ}
and bracket

[eµ, eν ] = (ν − µ)eν+µ

for ν, µ ∈ Γ. The rank one Witt algebra is the “usual” Witt algebra, which we denote by W .
As U(WΓ) is Γ-graded one can consider intermediate series modules as in Section 2. They are the standard

intermediate series modules of Lie algebras, called also Harish-Chandra modules over (WΓ,ke0); i.e., modules
of the form ⊕γ∈ΓVγ , where Vγ is the γ-eigenspace for e0 and has dimension 1.

The intermediate series WΓ-modules have been classified in [Su94, Theorem 2.1], generalizing the classifica-
tion [KS85] for the Witt algebra. There are three families of indecomposable intermediate series WΓ-modules:

V(α,β) = ⊕ν∈Γkvν , eµvν = (α+ βµ+ ν)vµ+ν ,

A(α,β) = ⊕ν∈Γkvν , eµvν =


νvµ+ν ν 6= 0, µ+ ν 6= 0,

(α+ βµ)vµ ν = 0,

0 µ+ ν = 0,

B(α,β) = ⊕ν∈Γkvν , eµvν =


(µ+ ν)vµ+ν ν 6= 0, µ+ ν 6= 0,

0 ν = 0,

(α+ βµ)v0 µ+ ν = 0,

where (α, β) ∈ A2. Note that A(α,β), B(α,β) are only defined where (α, β) 6= (0, 0) and depend up to

isomorphism (rescaling of v0) only on [α : β] ∈ P1. We will therefore denote them by A[α:β], B[α:β]. Note
also that we have A[1:0]

∼= V(0,1) (by v0 7→ v0 and vν 7→ νvν when ν 6= 0) and B[1:0]
∼= V(0,0) (by v0 7→ νv0

and vν 7→ vν when ν 6= 0).

Remark 3.1. Note that A[α:β] contains a simple submodule ⊕06=ν∈Γkvν with a 1-dimensional trivial quotient.
On the other hand, B[α:β] has the 1-dimensional trivial submodule kvν , and the quotient is a simple module.
This is explained by the isomorphism B′[α:β]

∼= A[α:β], where ′ denotes the adjoint. (If M = ⊕γ∈Γkvγ is

a left Γ-graded WΓ-module, the adjoint (or restricted dual) of M is the left Γ-graded WΓ-module M ′ with
M ′γ = Homk(M−γ ,k), v′γ = v∗−γ , and eµv

′
γ = −v∗−γeµ.)
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Remark 3.2. We use a slightly different presentation of the families A[α:β], B[α:β] than in [Su94]. In loc.cit

the last two families are replaced by Ã(a′) defined by

eµv
′
ν = (ν + µ)v′µ+ν , ν 6= 0, eµv0 = µ(1 + (µ+ 1)a′)v′µ,

and by B̃(a′) defined by

eµv
′
ν = νv′µ+ν , ν 6= −µ, eµv

′
−µ = −µ(1 + (µ+ 1)a′)v′0,

for a′ ∈ k ∪ {∞}. If a′ =∞ then 1 + (µ+ 1)a′ in the above definition is regarded as µ+ 1. Note that Ã(a′)

(resp. B̃(a′)) is isomorphic to A[1+a′:a′] (resp. B[1+a′:a′]) if a′ 6=∞ and to A[1:1] (resp. B[1:1]) if a′ =∞, for

vν = νv′ν (resp. vν = 1
ν v
′
ν) if ν 6= 0, and v0 = v′0.

For the Witt algebra the choice of the basis is the same in [KS85], however there a′ ∈ k and modules are
classified up to inversion: replacing vν by −v−ν .

Let us show how to obtain the intermediate series modules using results of Section 2.

Proposition 3.3. Let Γ act on k[a, b] as tν .p(a, b) = p(a + ν, b)tν , and let T := k[a, b] o Γ. The map
φ : WΓ → T , φ(eµ) = (a+ bµ)tµ, induces an anti-homomorphism Φ : U(WΓ)→ T . Consequently, T is a left
U(W )-module via eµ.p(a, b)t

ν = (a+ ν + bµ)p(a, b)tµ+ν .

Proof. Note that A2 parametrises a set of intermediate series modules N (α,β) := V(α,β) and eµv
(α,β)
0 =

(a+ bµ)((α, β))v
(α,β)
µ . Further, N (α,β)(ν) ∼= N (α+ν,β) and hence σν((α, β)) = (α+ ν, β) (using the notation

of Section 2). The proposition therefore follows by Theorem 2.5 and Remark 2.7. �

Remark 3.4. Let Γ = Z and T = k[a, b]oZ. We may compose the map Φ of Proposition 3.3 with the canonical
anti-automorphism en 7→ −en of U(W ) to obtain a homomorphism Φ′ : U(W )→ T, en 7→ (−a− bn)tn.

Recall that in [SW15] a homomorphism φ̂ was constructed from U(W ) to

T ′ := k〈u, v, v−1, w〉/(uv − vu− v2, uw − wu− wv, vw − wv),

defined by φ̂(en) = (u− (n− 1)w)vn−1. The reader may verify that α : T ′ → T defined by

u 7→ (b− a)t, v 7→ t, w 7→ bt

is an isomorphism of graded rings and that αφ̂ = Φ′. Thus Proposition 3.3 generalises the construction of φ̂.

We now discuss applications of Φ to the representation theory of WΓ. For p = (α, β) ∈ A2 we denote by
I(p) the ideal (a− α, b− β) in k[a, b]. For q infinitely near to p, corresponding to [x : y] ∈ P1, we denote by
I(q) the ideal (y(a− α)− x(b− β), (a− α)2, (a− α)(b− β), (b− β)2).

Let B = Φ(U(WΓ)), and note that B is contained in the double idealizer R = k[a, b]+(I(0, 0)T ∩TI(0, 1)).
From the discussion in the introduction, then, we expect three families of intermediate series U(WΓ)-modules,
one parameterised by A2 r {(0, 0), (0, 1)} and two parameterised by P1. Note that because Φ is an anti-
homomorphism, right B-modules will correspond to left U(WΓ)-modules.

By construction of Φ we have V (α, β) ∼= T/I(p)T , considered as a B-module. Removing V (0, 0) and
V (0, 1) we obtain the two-dimensional family we expect. We next show that we also obtain the two P1-
families A[α:β] and B[α:β].

Proposition 3.5. Let [x : y] ∈ P1 and let I(q) = (ya− xb, a2, ab, b2) define a point infinitely near to (0, 0).
Let

P (q) =
k[a, b] + I(0, 0)T

I(0, 0) + I(q)T
.

Then A[x:y]
∼= P (q).

Proof. If w ∈ k[a, b] + I(0, 0)T let w be the image of w in P (q). If x 6= 0 we choose a basis

vν =

{
atν ν 6= 0,

1̄ ν = 0

for P (q).
6



Using the anti-homomorphism, we compute for ν 6= 0

eµ.vν = atν(a+ bµ)tµ = a(a+ bµ+ ν)tµ+ν = νatµ+ν =

{
νvν+µ ν + µ 6= 0,

0 ν + µ = 0.

and

eµ.v0 = (a+ bµ)tµ =
(
a+

y

x
aµ
)
tµ =

(
1 +

y

x
µ
)
vµ,

so P (q) ∼= A[x:y] as claimed.
If y 6= 0 we pick a basis

vν =

{
btν ν 6= 0,

1 ν = 0,

and obtain eµ.vν = νvν+µ, eµ.v0 = (xy + µ)vµ, eµ.v−µ = 0. Thus P (q) ∼= A[x:y] again. �

In the next result, note the change of sides from the left modules Q(q) defined in the introduction.

Proposition 3.6. Let [x : y] ∈ P1 and let I(q) = (ya−x(b−1), a2, a(b−1), (b−1)2) define a point infinitely
near to (0, 1). Let

Q(q) =
I(0, 1)⊕

⊕
06=ν∈Γ k[a, b]tν

I(q)⊕
⊕

06=ν∈Γ I(0, 1)tν
.

Then B[x:y]
∼= Q(q).

Proof. If x 6= 0 we choose a basis

vν =

{
tν ν 6= 0,

a ν = 0

for Q(q). We compute for ν + µ 6= 0, ν 6= 0

eµ.vν = (a+ bµ+ ν)tµ+ν = (µ+ ν)tµ+ν = (µ+ ν)vµ+ν

and

eµ.v0 = a(a+ bµ)tµ = 0, eµ.v−µ = a+ bµ− µ =
(

1 +
y

x
µ
)
v0.

If y 6= 0 we pick a basis

vν =

{
νtν ν 6= 0,

b ν = 0.

We get eµ.vν = νvµ+ν , eµ.v0 = 0, eµ.v−µ =
(
x
y + µ

)
v0. �

4. Factors of U(WΓ)

In this section we generalise techniques from [SW15] to show that B = Φ(U(WΓ)) is not left or right
noetherian. This in particular implies that U(WΓ) is not left or right noetherian, which was proved earlier
in [SW14, SW15].

For 0 6= µ ∈ Γ, let
pµ = eµe3µ − e2

2µ − µe4µ.

Lemma 4.1. We have Φ(pµ) = µ2b(1− b)t4µ.

Proof. Let us compute

Φ(eµe3µ − e2
2µ − µe4µ) = ((a+ 3µb)(a+ µb+ 3µ)− (a+ 2µb)(a+ 2µb+ 2µ)− µ(a+ 4µb)) t4µ

= µ2b(1− b)t4µ.
�

Fix 0 6= µ ∈ Γ and let I = BΦ(pµ)B.

Lemma 4.2. For all ν ∈ Γ we have b(1 − b)tν ∈ I. In particular, I does not depend on the choice of µ.
Consequently, I = b(1− b)k[a, b] o Γ.

7



Proof. We have

Φ(eν−4µ)b(1− b)t4µ − b(1− b)t4µΦ(eν−4µ) = (Φ(eν−4µ)− Φ(eν−4µ)− 4µ)b(1− b)tν = −4µb(1− b)tν .

Thus the first claim follows by Lemma 4.1. Note that I ⊆ b(1 − b)k[a, b] o Γ, and as b(1 − b) ∈ I and
a ∈ B, we have b(1 − b)k[a] o Γ ⊆ I. Since also (a + bµ)tµ ∈ B, we easily obtain by induction on n that
b(1− b)bnk[a] o Γ ⊆ I for all n ≥ 0, and thus the last claim. �

Proposition 4.3. The ideal I is not finitely generated as a left or right ideal of B.

Proof. We first compute

(4.1) (a+ bν1)tν1 · · · (a+ bνl)t
νlp(a, b)b(1− b)tλ =

(a+ bν1) · · · (a+ bνl + ν1 + · · ·+ νl−1)p(a+ ν1 + · · ·+ νl−1 + νl, b)b(1− b)tν1+···+νl+λ,

(4.2) p(a, b)b(1− b)tλ(a+ bν1)tν1 · · · (a+ bνl)t
νl =

p(a, b)b(1− b)(a+ bν1 + λ) · · · (a+ bνl + λ+ ν1 + · · ·+ νl−1)tλ+ν1+···+νl .

Let us assume that I is finitely generated as a left ideal of B. Then there exist µ1, . . . , µk ∈ Γ such that
I = B(Iµ1

+ · · · + Iµk). Let us take µ 6= µi, 1 ≤ i ≤ k. It follows from (4.1) that (B(Iµ1
+ · · · + Iµk))µ is

contained in (a, b)b(1− b)tµ, a contradiction to Lemma 4.2.
Let us assume now that I is finitely generated as a right ideal in B. Then there exist µ1, . . . , µk ∈ Γ such

that I = (Iµ1 + · · · + Iµk)B. For µ 6= µi, 1 ≤ i ≤ k, we obtain from (4.2) that ((Iµ1 + · · · + Iµk)B)µ is
contained in (a+ µ, b− 1)b(1− b)tµ, which again contradicts Lemma 4.2. �

Remark 4.4. Note that the same proof works if Γ is a submonoid of k. Lemma 4.2 yields in this case
b(1− b)tnµ ∈ I, for n ≥ 4. The proof of Proposition 4.3 can then be adapted in an obvious way to apply to
this a slightly more general situation. In particular, Φ(U(W+)) is not noetherian, where W+ is the subalgebra
of W generated by {en : n ≥ 1}. (This last statement is proved in [SW15]

We now show that the image Bβ of the map φβ : U(W ) → B/(b − β) induced from Φ is noetherian for
every β ∈ k. This is an analogue of [SW15, Proposition 2.1].

Lemma 4.5. We have B0
∼= k + a(k[a] o Γ), B1

∼= k + (k[a] o Γ)a, Bβ ∼= k[a] o Γ for β 6= 0, 1.

Proof. The lemma is obvious for β = 0, 1. Assume therefore that β 6= 0, 1. Let us compute

(a+ βµ)tµ(a+ βν)tν − a(a+ β(µ+ ν))tµ+ν = (µa+ βµ(βν + µ))tµ+ν ∈ Bβ .

Subtracting µ(a+ b(µ+ ν)tµ+ν , we thus have βµν(β − 1)tµ+ν ∈ Bβ , and hence our claim. �

Proposition 4.6. Bβ is noetherian for every β ∈ k.

Proof. For β 6= 0, 1 this follows by [MR01, Theorem 4.5] using Lemma 4.5. Let us note that B0
∼= B1 by

conjugation with a. It thus suffices to prove that B0 is right noetherian and B1 is left noetherian. We show
that B0 is right noetherian, and following the same argument one can show that B1 is left noetherian.

We first note that I = a(k[a] o Γ) is a maximal right ideal in C = k[a] o Γ. To see this, let J 6= I be a
right ideal which contains I. Take an element c =

∑
αµt

µ 6= 0 in J with the minimal number of nonzero
coefficients. Since ca =

∑
αµ(a+µ)tµ ∈ J and hence

∑
αµµt

µ ∈ J , the minimality assumption implies that
J = k[a] o Γ.

The proposition now follows by [Rob72, Theorem 2.2] using Lemma 4.5. �

Remark 4.7. We remark that for any β the modules V (α, β) are all faithful over Bβ , and it follows easily
that the Bβ are primitive. In general, the primitive factors of U(WΓ) are unknown, even for Γ = Z.
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