Sheffield
Hallam _
University

Text world theory : A critical exposition and development
in relation to absurd prose fiction.

GAVINS, Joanna.
Available from Sheffield Hallam University Research Archive (SHURA) at:
http://shura.shu.ac.uk/19681/

This document is the author deposited version. You are advised to consult the
publisher's version if you wish to cite from it.

Published version

GAVINS, Joanna. (2001). Text world theory : A critical exposition and development in
relation to absurd prose fiction. Doctoral, Sheffield Hallam University (United
Kingdom)..

Copyright and re-use policy

See http://shura.shu.ac.uk/information.html

Sheffield Hallam University Research Archive
http://shura.shu.ac.uk


http://shura.shu.ac.uk/
http://shura.shu.ac.uk/information.html

Sheffield Hallam University
Learning and IT Services
Adsetts Centre City Campus
Sheffield S1 1WB

REFERENCE



ProQuest Number: 10696980

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction isdependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.

uest

ProQuest 10696980

Published by ProQuest LLC(2017). Copyright of the Dissertation is held by the Author.

All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code
Microform Edition © ProQuest LLC.

ProQuest LLC.

789 East Eisenhower Parkway
P.O. Box 1346

Ann Arbor, Ml 48106- 1346



Text World Theory:

A Critical Exposition and
Development 1n Relation to
Absurd Prose Fiction

Joanna Gavins

Thesis submitted in partial fulfilment of the requirements of
Sheffield Hallam University for the award of the degree of
Doctor of Philosophy.

December 2001



Abstract

Text World Theory: A Critical Exposition and Development in Relation to
Absurd Prose Fiction

Joanna Gavins PhD Thesis

This thesis presents a unified and systematic Text World Theory, tested and refined
under practical application. It draws on a variety of linguistic, psychological, critical
theoretical and cognitive scientific models, principally the cognitive discourse grammar
originally developed by Paul Werth. The thesis delineates the critical and philosophical
inheritance out of which Text World Theory evolved, in order to evaluate and engage
critically with the theoretical framework in the light of recent developments in literary
linguistics and cognitive poetics. This inheritance includes the fields of possible worlds
semantics and narratology, artificial intelligence research and cognitive psychology.
Essential modifications, revisions and crucial adjustments are made to Werth’s
approach in order to produce a refined model of Text World Theory.

The augmented framework is tested through several practical and inter-related analyses.
These centre around Absurd prose fiction, selected in order to highlight the adaptability
of the new Text World Theory especially in the context of literary environments that are
often judged to be challenging on a cognitive dimension. Extensive analyses of Paul
Auster’s The Music of Chance, Flann O’Brien’s The Third Policeman, Emmanuel
Carrére’s The Mustache, Kurt Vonnegut’s Slaughterhouse-Five, and Donald
Barthelme’s Snow White are undertaken over the course of the thesis. Further
adaptations to the model are proposed as a result of these applications.

The thesis aims primarily to be a contribution to the field of cognitive discourse study.
However, incidental contributions are also made to the areas of the critical study of
Absurd prose fiction, pragmatics and semantics, cognitive poetics and literary critical
theory in general.



‘The most incomprehensible thing about the world is that
it is at all comprehensible.’

Albert Einstein
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Chapter One Preliminaries

1.0 Aims and Parameters

The central focus of this thesis is the text world approach to discourse study conceived
by the late Professor Paul Werth and outlined both in his 1999 monograph, Text Worlds:
Representing Conceptual Space in Discourse, and in numerous preceding articles and
essays (Werth 1992a, 1992b, 1993, 1994, 1995a, 1995b, 1997a, 1997b and ms.).
Throughout this body of work, Werth claims to have devised a methodological
framework capable of accounting for the cognitive processes behind the production and
interpretation of all forms of human communication; from telephone conversations to
dramatic performance, from church sermons to newspaper reports. Rarely are such
ambitious theoretical objectives encountered within the field of linguistic study. Werth’s
development of his all-encompassing model, however, was sadly cut short by his
untimely death in 1995. By that time, Werth had set down only the basic foundations of
Text World Theory in published form, though he had also managed to complete a
manuscript for his monograph on text worlds prior to his death. Although not in the
camera-ready form that had been requested by the publishers (Longman) on their
original acceptance of the text, Text Worlds: Representing Conceptual Space in
Discourse was felt to be of such academic importance as to warrant the extensive

further editing work needed to bring the volume to a publishable state.

This task was undertaken by Professor Mick Short at the University of Lancaster
between 1995 and 1998 and involved a number of changes to Werth’s draft. Alongside

numerous missing and inaccurate references, some of the examples Werth had used for



analysis (including an unreferenced satirical extract on former President of the United
States, Ronald Reagan) were deemed potentially libellous and were duly removed and
replaced with similar, though less legally problematic, extracts of Professor Short’s
devising (see, for example, Werth 1999: 151). Several of Werth’s diagrams were also
removed in order to reduce costs. These discrepancies have been borne in mind
throughout the course of this study and close comparison has consistently been made
between the final volume, eventually published in 1999, and its original manuscript.
This comparison has shown, however, that little significant difference exists between
the two texts at the theoretical level and that the majority of changes made to Werth’s

original version of the book have been largely cosmetic.

Although the account of Text World Theory presented in the 1999 monograph may be
far more extensive than those offered in earlier essays (e.g. Werth 1994, 1995a, 1995b),
no further exploration of the validity of the considerable claims contained in that text
(see Chapter Three for further detail) has yet been attempted. As I have already
mentioned, the potential for the application of Text World Theory to a broad range of
discourse situations is stressed throughout Werth’s work. Furthermore, Werth
emphasises that he believes his fundamental responsibility as a discourse linguist to be
the formulation of a methodological framework that will enable the systematic
examination, not only of entire texts, but also of the contexts surrounding their
production and interpretation (see Werth 1999: Chapter 1). Indeed, Werth admits that,
consequently, his central subject matter is no less than ‘all the furniture of the earth and
heavens’ (Werth 1999: 17). Whether Werth actually achieved his aim of producing a
fully context-sensitive discourse model, capable of explaining the vast data of all human

communication, is yet to be tested and established. Although selected areas of Werth’s



text worlds framework have been discussed and put into use in a number of recent
discourse studies (e.g. Emmott 1997, Hidalgo Downing 2000), no extended critical

evaluation or development of the model yet exists.

This thesis constitutes just such a project. It is the first step towards an exhaustive
testing of the benefits and boundaries of Text World Theory. Indeed, that very term is
coined in this thesis for the first time, as a means of referring to the expanded and
refined version of Werth’s text world framework presented throughout the course of the
coming chapters. In his own work on text worlds, Werth did not refer to his approach to
discourse study as an identifiable unified ‘theory’ of human communication in this
sense. Although, in his 1999 monograph, Werth does claim to be working towards the
formulation of a ‘Cognitive Discourse Grammar® (Werth 1999: 50), he does so as a
means of relating his text world model to other discourse frameworks (e.g. Fauconnier
1994 and 1997, Langacker 1987, 1990 and 1991) previously put forward within the
ﬁeld of cognitive linguistics (see sections 2.2.3, 2.2.4 and 3.2.2 for further discussion of
these correlations). Werth’s somewhat tentative classification of his methodology, then,
can be seen as appropriate to the status of his project as a ‘work-in-progress’ at that
time. The retrospective schematisation and development of the central principles of the
text world approach undertaken in the current thesis, however, reveals a discrete and
cohesive system of discourse analysis to which the ‘Text World Theory’ label may now

be confidently applied.

It is important to stress, however, that, due to the standard constraints of time and scope,
the present thesis is not intended as a comprehensive investigation of all aspects of

Werth’s framework. Indeed, the all-embracing nature of Text World Theory necessarily



means that only selected areas of the model can be fully explored in an investigation of
this size. A corresponding restriction of data for analysis must also be made for the
same reasons. Therefore, since this thesis constitutes the first detailed exploration of
Text World Theory attempted since Werth’s death, it seems appropriate to begin the
evaluation and development of the framework at the precise point at which it was left by
its creator. This means that the viability of using the text worlds approach to examine
face-to-face communication, for example, will not be assessed in these pages (see
Chapter Five, however, for some further discussion of the possibilities of such a
project). Rather, the further advancement of Text World Theory will start with an
exploration into that mode of discourse which formed the central focus of Werth’s own

work, namely the discourse of prose fiction.

A number of shortcomings can immediately be identified in the analyses of literary
discourse carried out by Werth during his development of Text World Theory. Firstly,
despite repeated gestures towards the examination of real, extended discourse, Werth’s
own use of his framework was limited to the analysis of relatively short literary extracts,
aimed at exemplifying rather than assessing the text world approach (Werth 1999: 10
provides a typical example). This thesis, on the other hand, studies the text world
structures of a series of entire novels in order to investigate fully Text World Theory’s
capacity for dealing with complete texts. Werth’s choice of examples for analysis was
also often further restricted to the work of realist novelists from the nineteenth and
twentieth centuries. Extracts from William Thackeray, Henry Fielding, John Steinbeck
and Charles Dickens feature prominently throughout Werth’s work, with Ernest
Hemingway and E.M. Forster emerging as particular favourites for investigation (see,

for example, Werth’s use of Hemingway in Werth 1993: 82, 1995b: 202, 1995b: 203-



204, 1999: 10, 1999: 52, 1999: 217, 1999: 220, and his use of Forster in Werth 1994:
84-85, 1995b: 190-191, 1999: 8, 1999: 254, 1999: 318-319). The present purposes of
exploring both the advantages and the absolute limits of Text World Theory as a
methodological tool for stylistic analysis, however, demand a more challenging
selection of literary texts. Section 1.1 below, therefore, explains the rationale behind the
application of Text World Theory to a series of Absurd novels, which forms the core of

this thesis.

1.1 The Literature of the Absurd

Absurd adj. and ».

A. adj. ... Out of harmony with reason or propriety; incongruous, unreasonable, illogical. In
modern use, esp. plainly opposed to reason, and hence, ridiculous, silly...

B. #. An unreasonable thing, act or statement. Obs. exc. as a rendering of Fr. [/’absurde
(Camus)... 1962 Listener 13 Dec 1027/1 The theatre of the absurd, whose master remains

Camus.
(The Oxford English Dictionary, 1989)

Although The Oxford English Dictionary here acknowledges the work of Albert Camus
as a central influence on much contemporary use of the term ‘absurd’, its choice of
citation can be seen to present a somewhat misleading picture of the historical
developmentvof the notion of the Absurd in both philosophy and literary criticism. The
quotation from The Listener in 1962 above would appear to suggest that Camus was in
some way responsible for, or at least involved in, the twentieth century dramatic
tradition which has come to be known as the ‘Theatre of the Absurd’. In actual fact,
although the use of ‘absurd’ to refer to both a literary work and a general state of human
existence can be traced back to Camus’ 1942 text Le Mythe de Sisyphe (Camus 1975),
Camus himself never used the term to refer to either his own or other authors’ dramatic
work. Rather, Le Mythe de Sisyphe is made up of a series of philosophical essays in
which Camﬁs questions whether life has meaning in order to explore the further

question of the legitimacy of suicide. He evokes the Greek myth of Sisyphus as an



allegory for the ‘absurd’ human condition. Sisyphus, of course, having angered the
gods, was condemned to ceaselessly rolling a huge stone to the top of a mountain, only
to have to watch it roll back down again under the force of its own weight. Camus

explains:

Sisyphus is the absurd hero. He is as much through his passions as through his torture. His
scorn of the gods, his hatred of death, and his passion for life won him that unspeakable
penalty in which the whole being is exerted towards accomplishing nothing. This is the
price that must be paid for the passions of this earth.

(Camus 1975: 108)

During the course of his existential deliberations, Camus also mentions a number of
other fictional works, including Franz Kafka’s (1925) The Trial and The Castle (1926),
and Herman Melville’s (1851) Moby Dick, which, he argues, share the ‘absurd
sensitivity’ (Camus 1975: 10) of Sisyphus’ tale. These brief observations, however,

remain secondary to his central philosophical purpose.

The phrase ‘Theatre of the Absurd’ was coined much later by Martin Esslin (1980) in
his seminal text of the same name, originally published in 1961. Esslin draws upon
Camus’ original depiction of the absurdity of human existence in order to describe the
dramatic works of, primarily, Samuel Beckett, Arthur Adamov, Eugene Ionesco, Jean

Genet and Harold Pinter. Esslin explains:

A term like Theatre of the Absurd is a working hypothesis, a device to make certain
fundamental traits which seem to be present in the works of a number of dramatists

accessible to discussion by tracing the features they have in common.
(Esslin 1991: 12)

Unfortunately, Esslin fails to specify what these fundamental traits actually are, offering
only a highly impressionistic description of the works of each of his chosen authors
without any reference to the stylistic features the texts may share. However, Esslin does
provide slightly more rigorous detail in his differentiation between those writers he

considers to be dramatists of the Absurd and those, including Jean Giraudaux, Jean-Paul



Sartre and Camus himself, whom he identifies as belonging to an earlier tradition of

‘Existentialist theatre’ (Esslin 1980: 25). He argues that

these writers differ from the dramatists of the Absurd in an important respect: they present
their sense of the irrationality of the human condition in the form of highly lucid and
logically constructed reasoning, while the Theatre of the Absurd strives to express its sense
of the senselessness of the human condition and the inadequacy of the rational approach by
the open abandonment of rational devices and discursive thought. While Sartre or Camus
express the new content in the old convention, the Theatre of the Absurd goes one step
further in trying to achieve a unity between its basic assumptions and the form in which
these are expressed.

(Esslin 1980: 24)

Sartre, Camus, and their contemporaries, then, can be seen to be expressing the same
metaphysical anguish as Beckett, Pinter, and the rest of Esslin’s Absurdist writers, only
in a more conventional, realist form. Indeed, Esslin goes on to describe Camus’ writing
as displaying ‘the elegantly rationalistic and discursive style of an eighteenth century
moralist’ (Esslin 1980: 24), while he claims that Sartre’s plays are ‘based on brilliantly
drawn characters who remain wholly consistent and thus reflect the old convention that

each human being has a core of immutable, unchanging essence’ (Esslin 1980: 24).

The ‘Theatre of the Absurd’, by contrast, is characterised by its deliberate violation of
such literary and dramatic norms, displaying numerous features which can be seen to
defy those conventions which had previously defined the qualitative boundaries of the

literary canon. As Esslin explains:

If a good play must have a cleverly constructed story, these have no story or plot to speak
of; if a good play is judged by subtlety of characterization and motivation, these are often
without recognizable character and present the audience with almost mechanical puppets; if
a good play has to have a fully explained theme, which is neatly exposed and finally solved,
these have neither a beginning nor an end; if a good play is to hold up the mirror to nature
and portray the manners and mannerisms of the age in finely observed sketches, these seem
to be reflections of dreams and nightmares; if a good play relies on witty repartee and
pointed dialogue, these often consist of incoherent babblings.

(Esslin 1980: 21-22)

However, Esslin is also quick to point out the speed and readiness with which such
initially incomprehensible avant-garde work was embraced by its audience and

transformed into the ‘all too easily understood modern classic’ (Esslin 1980: 11).



Indeed, Esslin’s own terminology enjoyed a similar rush of popularity following the
publication of The Theatre of the Absurd, as the phrase swiftly became a widely used,
but often ill-defined, umbrella term applied to numerous disparate plays and playwrights

of the mid to late twentieth century.

As a consequence, Esslin made several attempts, both in later editions of his initial
monograph and in other subsequent studies of Absurd drama (e.g. Esslin 1965), to re-
draw and re-emphasise the boundaries of his ‘Theatre of the Absurd’, describing the
term as having become a ‘catchphrase, much used and much abused’ (Esslin 1965: 7).

He argues that

the term, coined to describe certain features of certain plays in order to bring out certain
underlying similarities has been treated as though it corresponded to an organized
movement, like a political party or a hockey team, which made its members carry badges
and banners... The artists of an epoch have certain traits in common, but they are not
necessarily conscious of them. Nor does the fact that they have these traits preclude them

from being widely different in other respects.
(Esslin 1980: 12)

Esslin seems torn, then, between the need to demarcate and differentiate the Theatre of
Absurd from other literary forms and the desire to broaden his grouping to encompass
numerous stylistically and historically diverse texts. More recent developments in
literary criticism would appear to suggest that the latter of these forces ultimately
prevailed, as the term ‘Absurd’ has continued to be employed as a means of describing a
vast array of both drama and prose fiction (see, for example, Brothers (1977) on Henry
Green; Galloway (1970) on John Updike, Saul Bellow, J.D. Salinger and William
Styron; Hauck (1971) on Herman Melville, Mark Twain, William Faulkner and John
Barth; Hilfer (1992) on Joseph Heller, Thomas Pynchon, Kurt Vonnegut, John Barth
and Vladimir Nabakov; Hinchliffe (1969) on, among others, Samuel Beckett, John
Osborne, Tom Stoppard and Edward Albee; Ketterer (1978) on Kurt Vonnegut and

Philip K. Dick; Miller (1967) on William Faulkner, Walt Whitman and Emily



Dickinson; Paolucci (1980) on Luigi Pirandello; Penner (1978) on Vladimir Nabakov;
Safer (1983, 1989 and 1990) on Thomas Pynchon, Ken Kesey and John Barth; and
Weinberg (1970) on, among others, Franz Kafka, John Hawkes and Joseph Heller). As
the above list shows, in many of these latter studies of novels and short stories, the line
drawn by Esslin between Existentialist and Absurdist forms becomes blurred, with
realist texts such as Ken Kesey’s One Flew Over the Cuckoo’s Nest (1962), for
example, often being categorised as ‘Absurd’ alongside more stylistically experimental

works, such as Thomas Pynchon’s ¥ (1963) (see, for example, Safer 1989).

Weinberg (1970), however, offers a useful formalisation of such apparent academic
inconsistencies. Like Esslin, she distinguishes between those novels which convey
Existentialist concerns through a conventional narrative structure and those which strive
to achieve a more innovative expression of the absurdity of the human condition. In the
former, realist category she includes Camus’ (1942) L’ ’Etranger and Sartre’s (1938) La
Nausée, as well as later works such as J.D. Salinger’s (1951) The Catcher in the Rye

and Bruce Friedman’s Stern (1963). Weinberg goes on to explain:

These novels are informed by a vision of absurdity and have at their centre a passive,
rationalistic, or hopelessly ineffectual victim-hero, dominated by his situation rather than
creating or acting to change it. They have a more or less realistic surface, with somewhat
surrealistic elements. Realism of detail, rather, underscores the madness of the world, its

grotesque comedy.
(Weinberg 1970: 10)

Weinberg claims that, by contrast, in novels like Thomas Pynchon’s (1963) ¥, Joseph
Heller’s (1961) Catch-22 and John Barth’s (1958) The End of the Road, the same
philosophical themes that form the focus of the realist texts listed above are made
manifest through what she terms a ‘stylized absurd surface’ (Weinberg 1970: 11). She

goes on to explain:

The absurd surface exaggerates. Through exaggeration and repetitions; grotesqueries;
unique, exotic, bizarre or strange symbols... the absurdity found in life is transcribed
through surreal descriptions. Special surrealistic situations, too, are created to embody the



inexplicable; and somewhat common situations, such as those of war, are exaggerated and
distorted to produce a heightened effect of the sort experienced in dreams.
(Weinberg 1970: 11)

Despite the somewhat incongruous description of war as a ‘common situation’ here,
Weinberg’s separation of Absurd prose fiction into two distinct categories, one realist
and one non-realist, nevertheless provides a positive development of Esslin’s original

classification of Existentialist and Absurdist drama.

In particular, Weinberg’s approach allows us to further differentiate between Absurd
prose fiction and numerous other twentieth century novels which may also make use of
a non-realist narrative structure. Although many novels of the last one hundred years or
so may, for example, display a disrupted chronology, or contain surrealistic elements
and situations, not all of them communicate the Existentialist unease which, according
to Weinberg, must be present in order for a text to be considered truly Absurd. The
novels selected for analysis in this thesis, then, each conform to the basic requirements
of Weinberg’s categories, although they display varying degrees of ‘surface’
Absurdism. Paul Auster’s (1992) The Music of Chance, for example, examined in
Chapter 3, can be seen to explore the possible futility of human existence within the
constraints of a chronologically structured, realist narrative. The analysis of Emmanuel
Carrere’s (1998) novel The Mustache in Chapter 4, on the other hand, reveals a text
which initially appears to be similarly mimetic, but becomes increasingly populated
with surrealistic situations as the novel progresses. Flann O’Brien’s (1993) The Third
Policeman and Kurt Vonnegut’s (1991) Slaughterhouse-Five (originally published in
1967 and 1969, respectively) present yet further significant challenges to the
conventional literary forms described by Esslin (1980: 24). Both of these novels are also
examined in Chapter 4. Finally, closing that chapter’s series of detailed analyses is the

novel with perhaps the most ‘stylized absurd surface’ (Weinberg 1980: 11) of all those

10



examined during the course of the thesis, Donald Barthelme’s (1996) Snow White,

originally published in 1967.

Together, these five texts represent a broad spectrum of Absurd prose fiction, not only
in stylistic terms, but also in terms of the historical (from 1967 to 1992) and cultural
(French, Irish and American) traditions they cover. As such, their selection enables the
viability of Text World Theory as a stylistic methodology to be thoroughly tested
against what can be seen as a gradually developing cline of literary experimentalism.
Perhaps more than any other identifiable genre of contemporary prose fiction, the
literature of the Absurd allows the development of Text World Theory to be pursued
from its original application to realist texts through to the very limits of the novelistic
form. Thus, within the necessarily limited scope of the current thesis, the texts chosen
for detailed examination provide the most wide-ranging, yet systematically selected
literary data possible through which the benefits and drawbacks of Werth’s text world

approach may finally be established.

1.2 The Structure of the Thesis

This thesis consists of five chapters. Following the present preliminary discussion of the
aims and parameters of the study, Chapter Two goes on to examine a range of academic
disciplines and sub-disciplines which can be seen to have influenced the initial
development of Text World Theory. The origins of Werth’s framework are, firstly,
traced to the field of possible worlds semantics, with a particular focus on the historical
evolution of the notion of a ‘world’ in the traditions of both linguistics and philosophy.
The later use of possible worlds in literary theory is also examined in order to establish

the degree to which Werth’s approach can be seen to correspond with, or indeed differ

11



from, those of other linguists and literary theorists working within the same worlds-
based parameters. Chapter Two considers the field within which Werth saw his Text
World Theory as being most firmly based: cognitive linguistics. More specifically, the
notion of a ‘world’, both in that tradition and in the related field of cognitive
psychology, is examined and discussed. The varying terminology used by a wide-range
of cognitivists to refer to conceptual worlds, including ‘mental representations’, ‘scripts’
and ‘schemata’, ‘cognitive models’ and ‘mental spaces’, are all analysed in order to gain

a detailed understanding of the fundamentally cognitive basis of Text World Theory.

With the central influences that inform Werth’s framework thus established, Chapter
Three of the thesis provides a comprehensive exposition of the main tenets of Text
World Theory itself. Each of the three separate levels into which Werth’s model is
divided is examined in turn; from the discourse world, to the text world and, finally, the
sub-world. Werth’s own typical use of Text World Theory is also explained and
exemplified in Chapter Three, with a discussion of Werth’s notion of extended
metaphor followed by a corresponding analysis of Paul Auster’s The Music of Chance,
already mentioned in section 1.1 above. As well as presenting a detailed overview of
Text World Theory as a whole, Chapter Three also begins the critical evaluation of the
model which forms the main focus of the present study. In particular, certain problems
in Werth’s account of co-operation in discourse, spatial and temporal shifts in narrative,
modality, and the representation of speech and thought in fiction are identified. Werth’s
relatively limited application of Text World Theory to short textual extracts, already
briefly mentioned in section 1.0 above, along with the problems arising from his

approach to extended metaphor, are also further discussed. Finally, possible solutions to
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each of these flaws are put forward throughout Chapter Three for further testing and

development in Chapter Four and Chapter Five.

Chapter Four forms the main bulk of the thesis, consisting of a series of detailed
analyses of the text world structures of four entire Absurd novels. As already explained
in section 1.1 above, these novels can be seen to provide the challenging literary data
necessary to test the advantages and limits of the Text World Theory approach to
discourse analysis in full. The chapter begins with an examination of Flann O’Brien’s
The Third Policeman, which focuses, in particular, on the numerous difficulties caused
by the somewhat unreliable narrator of that text. The focalised nature of the narration
also reveals further inconsistencies within Werth’s framework. The application of Text
World Theory to Emmanuel Carrere’s The Mustache in section 4.2.0 continues the
discussion of the problems raised in the preceding analysis and suggests certain
modifications to Text World Theory as a possible solution. These modifications are then
further tested and developed in section 4.3.0, in the analysis of Kurt Vonnegut’s
Slaughterhouse-Five. That section also addresses the questions surrounding Werth’s
notion of co-operation in discourse, raised earlier in Chapter Three of the thesis. The
analysis of Donald Bartheleme’s Snow White, in section 4.4.0, can be seen to bring each
of the methodological issues raised throughout the chapter together in one final

application of Text World Theory.

It is important to emphasise, at this point, that the limited scope of the present study
means that, once again, certain methodological constraints have necessarily been placed
on the text world applications which make up both the latter portion of Chapter Three

and the whole of Chapter Four. For example, one possible approach towards the
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validation of Text World Theory’s claims to account for the way that real readers
process real texts would have been to design a large-scale empirical reader-response
survey. This could have involved comparing the results of ‘thinking out loud’ (TOL)
protocols produced as a large number of readers read through the same literary text (see
Steen - 1994). These protocols could then be examined for key similarities and
differences in terms of text world construction and development, in order to compare
multiple responses and avoid the single subjectivity of just one reading. However, this
particular methodological procedure need not necessarily be invoked in order to

establish the validity of the central tenets of Text World Theory.

Although the readings contained in Chapter Three and Chapter Four are my own
readings, they are produced not simply intuitively or impressionistically but as the end
result of the analytical process of systematically applying the principles of Text World
Theory. Furthermore, as is explained in section 2.2.2 of this thesis, these principles are
to a great extent founded on those of cognitive psychology; an extensively empirically-
tested discipline, discrete from literary study. My readings, then, are not the self-
referential products of introspective speculation, but are directly derived from the
established methodological authenticity of cognitive science. Of course, 1 fully
recognise the existence of variant readings of the same texts and, where appropriate,
give some discussion of their possible implications for Text World Theory. However,
the analytical grounding of my own readings, and the detailed explication of my text
world methodology which precedes them, allows a transparency of evidence to be
achieved in this instance. It is, therefore, left to the reader of this thesis to confirm (or

refute) the plausibility and centrality of my responses to the chosen texts according to
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their own relative personal and cultural experiences (see section 3.1.2 for a further

exposition of these ideas).

This statement, of course, implies a scale of possible readings. Indeed, my own response
to the texts has already been identified as one of many central or likely readings.
Relative to that category it is also possible to distinguish less likely readings, as well as
those which are eccentric and, eventually, even unsupportable according to current
psychological understanding. In effect, then, my readings can be seen to occupy the
position of ‘ideal reader’ (Eco 1976 and 1981), or ‘super-reader’ to use Riffaterre’s
(1956 and 1959) terminology, with the added proviso, stated above, that they are
analytically derived. Furthermore, unlike the ideal or super-reader I do not claim access
to and use all human knowledge, but specify precisely what knowledge informs my
eventual conclusions (again, see section 3.1.2 for further discussion). In this sense, my
readings, although not by any means objective, are not simplistically subjective either.

As Verdonk and Weber (1995) argue:

... the text world will be different for the writer and for each reader (since we all use
different assumptions, values, beliefs and expectations in the processing of the text). This
by the way is not exclusive to literary discourse, but applies to both literary and non-literary
texts, simply because all representation through language is a constructive process. Nor can
stylistics nullify the indeterminacy of meaning. What is important, however, is that with a
stylistic methodology, this indeterminacy is neither ignored nor allowed to go wild but it is
contained, for the stylistic methodology ensures that our reading is both explicit and
replicable. It thus allows us to achieve in our reading, not scientific objectivity, but an

intersubjective validity.
(Verdonk and Weber 1995: 2-3)

Many of the issues raised in this extract, such as the use of individual values and beliefs
in the construction of a text world (see section 3.1.2), are discussed elsewhere in this
thesis. For the moment, however, Verdonk and Weber’s comments are useful as a
means of further emphasising the systematic basis of the text world applications and
readings presented during the course of this study. Specifically, their essential

foundations in an ‘explicit and replicable’ stylistic methodology, as Verdonk and Weber
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put it, secure their position as intersubjective, rather than subjective, readings; fully
transparent and available for inspection from any number of possible critical

perspectives.

Chapter Five concludes the thesis with a complete overview of the problems within
Werth’s original framework that have been identified and addressed over the course of
the preceding chapters. It also provides a detailed synopsis of each of the modifications
that have been made to Text World Theory during this study. The essential elements of
the resulting revised and developed model are then summarised and presented in a
simplified form. Chapter Five also assesses the potential impact of the thesis on a range
of academic disciplines, including linguistics, stylistics, cognitive science and literary
theory. Some of the possible directions in which the present work may be expanded and

developed in the future are also explored.

1.3 Further Implications

The central aims and parameters of this thesis, to provide a critical exposition and
development of Text World Theory through the application of the framework to a series
of Absurd novels, have been clearly established over the course of the preceding
paragraphs. However, it is also possible to identify a number of what might be termed
‘academic by-products’ arising from the present work which are worthy of further
explication at this point. Perhaps most significant of these is the original contribution to
literary criticism on Absurd prose fiction which results from the applications of Text
World Theory in Chapter Three and Chapter Four. As already mentioned in section 1.2
above, abundant critical material developing Esslin’s (1980) initial classification of

drama into a means of describing certain narrative fiction already exists. However, none
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of these existing studies approach their central subject matter from a linguistic
standpoint. Indeed, those works that do make some degree of critical engagement with
the language of Absurd prose fiction often do so in an ill-informed and unsystematic
manner (Tanner’s (1971: 81) discussion of language as ‘another structure in which man
can become trapped’ provides a typical example). Even Weinberg’s (197O)Ipromising
remodelling of Esslin’s distinction between Existentialist and Absurdist drama falls
short of a full explanation of the linguistic features of a typical ‘stylized absurd surface’
(Weinberg 1980: 11), remaining steadfastly fixed within the same impressionistic

parameters which constrained Esslin’s own account.

Furthermore, although a number of existing stylistic analyses have offered a more
rigorous linguistic examination of certain Absurd novels than those presented in the
literary criticism mentioned above (see, for example, Hidalgo Downing 2000, Simpson
1993 and 1997), these analyses are nevertheless limited to an examination of single
works in isolation, rather than as part of a wider literary genre. The application of
Werth’s discourse model to a collection of Absurd works in the latter sections of this
thesis can therefore be seen as the first instance of an extended analysis of the linguistic
structure of Absurd narratives. Although by no means comprehensive, the observations
made about the text world composition of each of the chosen texts constitute the first
step towards a deeper understanding of the poetics of Absurdism as a whole. The use of
Text World Theory, an essentially cognitive framework, to achieve that progression of
our literary understanding can also be seen as a significant contribution to the emerging

field of cognitive poetics.
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This recent and highly innovative advance in the field of literary study has been
developing at the interface between cognitive linguistics and literary theory since the
early 1990s. Its practitioners are concerned with the application of cognitive theory to a
range of literary subjects; from metaphor (e.g. Freeman, D. 1995, Freeman, M. 1997,
Gibbs 1994, Steen 1994) to poetic structure (e.g. Tsur 1992, Semino 1997), from
literary affect (e.g. Kuiken and Miall 1994, Miall 1989, Oatley 1994) to narrativity (e.g.
Bridgeman 2001, Emmott 1997, Gerrig 1993, Stockwell 2000). Each of these highly
individual studies can nevertheless be seen to be built on a common basic assumption
that the thought properties central to the processing of literary texts also form the
principal building-blocks of our understanding of the everyday world (see Stockwell
2002, and Gavins and Steen 2002, for a detailed overview of the discipline of cognitive

poetics as a whole). As Mark Turner explains:

Although literary texts may be special, the instruments of thought used to invent and
interpret them are basic to everyday thought. Written works called narratives or stories may
be shelved in a special section of the bookstore, but the mental instrument I call narrative or

story is basic to human thinking.
(Turner 1996: 7)

The present thesis is also constructed according to these basic cognitive poetic
convictions, the origins of which are explored in further detail in section 2.2.3 of this
study. As such, the exploration of the text world structures of complex literary texts
which follows should also be considered as an investigation into the conceptual

processes by which we negotiate our everyday lives.
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Chapter Two Origins and Influences

2.0 Preview

This chapter examines the origins of and influences on Werth’s initial development of
Text World Theory. It examines a number of academic disciplines and sub-disciplines
in order to establish the extent to which particular preceding frameworks and
methodologies can be seen to have informed Werth’s own approach to discourse study.
More specifically, it focuses on the notion of a ‘world’, the primary component of

Werth’s model:

We all know what the world is, or we think we do. But are there other worlds? Are they the
science-fiction writer’s dream, or do they exist? And what about such expressions as ‘the
world of high finance’, ‘the world of the drug addict’, ‘the dream world’, and so on? It
seems that a world, even in day to day language, isn’t just a ball of rock, gas and liquid
spinning round some star somewhere, but is also used to refer to some complex state of
affairs. We perceive some of the states of affairs as existing outside ourselves, and others
as being entirely imaginary, cooked up in our heads, or in someone else’s head... all these
worlds are the product of our mental processes, even those which we think of as very real

and concrete.
(Werth 1995a: 49)

As Werth points out here, the term ‘world’ is not only used to refer to the planet on
which we live and those which surround us, but is also frequently employed as a
convenient locational metaphor to enable us to talk about particular states of affairs.
These states of affairs may be real or imagined, factual or hypothetical but, in either
case, they will basically constitute a set of entities at a certain time and place and in
certain relationships with one another. Werth’s own employment of the ‘worlds’
metaphor to discuss these states of affairs can be more fully understood by first

examining its presence in a number of other fields of study.
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Firstly, Werth (1995b: 53, 1999: 68) acknowledges that any theory of ‘text worlds’
inevitably refers, however indirectly, to the theories of ‘possible worlds’ adopted by
philosophers and logicians in the latter half of the twentieth century to help solve a
number of logical and ontological problems. The initial sections of this chapter examine
that relationship, with the aim of establishing the degree to which an understanding of
the logic of possible worlds can provide an illuminating perspective on the mechanics
of Text World Theory. Section 2.1.0 provides a brief overview of the origins and later
development of the notion of ‘possible worlds’ in the fields of logic and philosophy.
The more recent adaptation of possible worlds philosophy as a means of discussing
literary fiction are then discussed in more detail in section 2.1.1. Werth’s own use of the
‘worlds’ metaphor in his discourse model is thus fully contextualised in relation to
preceding applications of the ‘text as world’ analogy in the associated fields of

narratology and literary theory.

Although Werth recognises the significant influence of possible worlds models on the
logical structure of his and other ‘worlds’ frameworks, we have already seen in section
1.0 above that he explicitly situates Text World Theory within the discipline of
cognitive linguistics (see also Werth 1999: 50). It is Werth’s central concern with
human conceptual processes that sets his approach apart from those of possible worlds
philosophers. The latter part of section 2.1.1 explores Werth’s eventual rejection of the
possible worlds approach on the grounds of its inability to account for the complexity of
human cognition and discourse processing. Section 2.2.0 then goes on to examine the
alternative notion of ‘worlds’ presented within the tradition of cognitive science and |
linguistics. The precursors of contemporary cognitive linguistics are examined in

sections 2.2.1 and 2.2.2, while the work of Werth’s contemporaries is evaluated and
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discussed in sections 2.2.3 and 2.2.4. The chapter as a whole can thus be seen to provide
an initial reference point for numerous diverse concepts and their related terminology

which recur throughout this thesis.

2.1.0 Possible Worlds

The primary hypothesis of all possible worlds theories is that our actual world is only
one of a number of possible worlds. The roots of this concept can be traced back as far
as eighteenth century philosophical theology and the work of Gottfried Wilhelm
Leibniz in particular. In his text The Monadology (Leibniz 1985), originally written in

1713, Leibniz states:

Now, as in the Ideas of God there is an infinite number of possible universes, and as only
one of them can be actual, there must be a sufficient reason for the choice of God, which
leads Him to decide upon one rather than another. And this reason can be found only in the
fitness, or in the degrees of perfection, that these worlds possess, since each possible thing
has the right to aspire to existence in proportion to the amount of perfection it contains in
germ. Thus the actual existence of the best that wisdom makes known to God is due to this,

that His goodness makes Him choose it, and His power makes Him produce it.
(Leibniz 1985: 33-34)

According to Leibniz, then, God’s mind eternally contains the ideas of infinite worlds
which He could have chosen to create. However, since God chose to make this world
actual, and since God is good, this must mean that the actual world, although there is
much evil and suffering within it, is nonetheless the best of all possible worlds. More
recently, Leibniz’s concept of ‘possible worlds’ has been given a semantic, rather than
theological, application. Throughout the latter half of the twentieth century,
philosophers such as Jaako Hintikka (1967, 1979, 1989), Saul Kripke (1972, 1985),
David Lewis (1972, 1973, 1983, 1986), Alvin Plantinga (1974, 1979) and Nicholas
Rescher (1975, 1979) developed Leibniz’s initial notion of ‘possible worlds’ as a means
of solving a number of logical and ontological problems concerning, among other

subjects, reference, denotation, modal properties and proper names.
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A brief reconsideration of Russell’s (1905) theory of descriptions, and his discussion of
the clause ‘the present King of France is bald’ in particular, reveals just one example of
the importance of possible worlds semantics for the advancement of the philosophy of
language. Russell points out that the clause contains a denoting phrase, ‘the present
King of France’, which has no referent in the actual world. As such, he argues, the
phrase denotes nothing and any predication made about it (i.e. ‘is bald’) must
consequently be considered false. However, if we take an alternative possible worlds
approach, accepting the notion that the actual world is only one of a multitude of
possible worlds, we can easily imagine that ‘the King of France’ might exist in one of
them. Thus, the truth value of the predication made about him (i.e. that he is bald) may
be assessed in relation to that world, rather than being immediately dismissed as
necessarily false. Where traditional logic does not allow for the human ability to
speculate and hypothesise, the multiple-world perspective proposed by possible worlds
semantics accommodates the existence of non-actualised possible states of affairs and

enables the extension of truth values to hypothetical entities and situations.

This extension is constrained by a number of logical conditions, however, a succinct
explanation of which is provided by Semino (1997), based on the following

propositions:

Iraq invaded Kuwait in 1990.

Iraq invaded Kuwait in 1989.

Iraq invaded Kuwait in 1990 or it is not the case that Iraq invaded Kuwait in 1990.

Iraq invaded Kuwait in 1990 and it is not the case that Iraq invaded Kuwait in 1990.
(Semino 1997: 58)

:&wl\)»—-

In relation to the actual world (1) and (2) can be said to be true and false respectively.
The same can also be said of (3) and (4) respectively, only in these cases we do not
need to refer to our knowledge of the actual world in order to make that distinction.
Logic tells us that (3) will always be necessarily true and (4) will always be necessarily
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Jalse. Indeed, possible worlds semantics can be seen to provide a means of fully
explicating the previously undefinable modal abstraction of ‘truth’. A proposition that is
necessarily true can now be defined as true in all possible worlds and a proposition that

is necessarily false can be defined as false in all possible worlds.

By the same reasoning, a proposition may also be true in at least one possible world but
may not be true in all worlds. Sentence (1) above, then, is possibly true, since it is true
at least in the actual world but may not be true in all worlds. The same applies to
sentence (2), which is possibly false, since it is false in at least one world (the actual
world) but may be true in another possible world. For a world to be possible it must also
adhere to the rule of the ‘excluded middle’ (see Ronen 1994: 54 for a detailed
explication). In essence, this constraint means that in any possible world, given a
proposition p, either p or its opposite, not-p, must be the case. There can be no ‘middle
ground’ in which neither p nor not-p obtains. In terms of our initial example clause
taken from Russell, this means that, in a possible world in which the King of France
exists, he must either be bald or not bald. A situation in which neither of these

predications could be said to be true would constitute an impossible state of affairs.

The diverse philosophical approaches of the possible worlds theorists who make use of
this basic logical machinery can be roughly divided into two main categories, according
to the degree of realism they assign to the non-actualised states of affairs under
discussion (see Ronen 1994: 21-24). The first of these categories, ‘modal realism’ (also
known as ‘extreme realism’), is a radical philosophy of which David Lewis (1972,
1973, 1983, 1986) can be seen to be the central proponent. Lewis argues that every way

in which a world could possibly be is a way that some world is, and conversely that no
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world is any way that a world could not possibly be. The ‘ontological extravagance’
(Ronen 1994: 22) of Lewis’ approach, however, is apparent in his insistence that all

these possible worlds are realised in some alternative logical space:

There are countless other worlds, other very inclusive things. Our world consists of all of
us and all our surroundings, however remote in time and space; just as it is one big thing
having lesser things as parts. The worlds are something like remote planets; except that
most of them are much bigger than mere planets, and they are not remote.

(Lewis 1986: 2)

Lewis attributes physical existence to al/ possible states of affairs, both actual and non-
actual. The term ‘actual world’ itself becomes highly subjective under this perspective,

as the inhabitants of each possible world view their own world as the ‘actual’ one:

I suggest that ‘actual’ and its cognates should be analyzed as indexical terms: terms whose

reference varies, depending on relevant features of the context of utterance. The relevant

feature of context, for the term ‘actual’, is the world at which a given utterance occurs.
(Lewis 1983: 184-5)

When Lewis uses the term ‘actual world’, then, he does so as a means of specifying the
deictic particulars of the world of which he considers himself to be a part and all other
parts of it (his ‘worldmates’, as Lewis (1986: 92) puts it). When someone else uses the
term, Lewis argues, whether that person be a worldmate of Lewis or an unactualised
entity, then the term ‘actual world’ likewise applies to his or her own subjective view of

the world and all its parts.

Lewis acknowledges that an acceptance of modal realist philosophy, or the entry into ‘a
philosopher’s paradise’ as he puts it (Lewis 1986: 4), involves a considerable

suspension of disbelief:

Modal realism does disagree, to a certain extent, with firm common sense opinion about
what there is... When modal realism tells you — as it does - that there are uncountable
infinities of donkeys and protons and puddles and stars, and planets very like Earth, and of
cities very like Melbourne, and of people very like yourself, small wonder you are reluctant
to believe it. And if entry into a philosopher’s paradise requires that you believe it, small

wonder you find the price too high.
(Lewis 1986: 133)
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He maintains, however, that, while his approach to possible worlds has been met with
many incredulous stares, he has yet to encounter any convincingly argued objections to
his perspective (Lewis 1973: 86, 1986: 133-134). According to Lewis’ reasoning, then,
the King of France may not only be imagined to exist, he actually does exist, physically,
in another possible world. Indeed, to pursue Lewis’ approach to its logical conclusion,
countless kings of France must be attributed physical existence in countless other
possible worlds. Some of these kings may be bald and some of them may not, some of
them may be married and some may not, some of them like butter and some of them do
not, and so on, and so on, since each of these separate states of affairs is perfectly

possible.

In complete contrast to Lewis’ radical views on the ontological status of possible
worlds, however, ‘moderate realism’ (often also known as ‘actualism’) views possible
worlds as existing only within the confines of the actual world. According to the
proponents of this approach (including Kripke 1972 and 1985; Plantinga 1974 and
1979; and Rescher 1975 and 1979), the actual world is a complex structure containing

both actual elements and non-actual possibilities. As Kripke states:

A possible world isn’t a distant country that we are coming across, or viewing through a
telescope. Generally speaking, another possible world is too far away. Even if we travel
faster than light, we won’t get to it. A possible world is given by the descriptive conditions

we associate with it...
(Kripke 1972: 44)

Kripke and his fellow ‘moderate realists’, then, can be grouped together under that term
according to their common assertion that possible worlds are not in fact actualised
parallel entities, but exist only as the products of rational human behaviour. As Ronen

explains:

The moderate realist, rejecting speculation about what happens in worlds unattached to our
own, hence attributes possibilities to our world. Possible worlds yet produce explanations
in modal contexts because they can be employed, for instance, to account for the meaning
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of modal propositions as propositions true in possible worlds: modal propositions do not
impose quantifying over nonexistents; they only require that we quantify over things
similar to actualities.

(Ronen 1994: 22)

The rationalistic approach of moderate realism prevents an admission of the material
existence of possibilities disconnected from the spatial and temporal parameters of our
own actuality. According to this reasoning, possible alternative states of affairs can only
exist as components of the actual world. McCawley (1981: 326), for example, suggests
that such components may arise as the abstract constructs resulting from ‘world-
creating predicates’, including verbs such as to imagine, to believe, to dream and to
suppose. The use of any one of these examples in ordinary discourse can be seen to
stipulate a possible world which, though it may differ in a number of ways from the

state of affairs in the actual world, at the same time remains essentially connected to it.

Possible worlds philosophers in the modérate realist tradition can thus be seen to have
focused their attention on the differences and similarities between possible worlds and
the actualised state of affairs from which they originate, rather than on ‘the way things
are’ in some physically realised, but unattached, possible world. With the basic logical
machinery of possible worlds semantics thus established, alongside the key
philosophical differences which set its various proponents apart, section 2.1.1 below
examines more recent developments of possible worlds philosophy in the field of
contemporary literary theory. Werth’s adoption of the ‘worlds’ metaphor as a means of
discussing both literary and non-literary texts can thus be fully contextualised and
understood through its comparison with related applications of the notion of possible

worlds as a framework for literary semantic analysis.
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2.1.1 Possible Worlds in Literary Theory

Following the initial development of Leibniz’s notion of possible worlds in 1970s’ logic
and philosophy, possible worlds semantics can be seen to have undergone a further
dramatic revitalisation in the late 1980s and 1990s, resulting from the adoption of its
methods and terminology by a number of literary theorists and narratologists (see, for
example, Dolezel 1988, 1989 and 1995; Eco 1989; Hintikka 1989; Maitre 1983; Pavel
1986; Ronen 1994; Ryan 1980, 1991 and 1998; Semino 1997). Ryan (1998) argues that
the reasons behind, and further implications of, tl}is apparent academic trend are best
understood by its comparison with a contrasting but equally popular metaphor for the
literary experience: ‘the text as game’ (Ryan 1998: 137). The use of this metaphor in
postmodern aesthetics, Ryan explains, presupposes a model of literary texts as
analogous either to the structured rules and activities of board games (a view favoured
in structuralist poetics, see Culler 1975), or to the relatively unstructured forms of
behaviour associated with playing, for example, with dolls or construction sets (see, for

example, Derrida 1970).

However, Ryan argues that, while the ‘textual-game’ metaphor might provide a useful
account of readers’ desires for chaos and transgression in their experience of literature,
the equally fundamental need for order and security remains unexplained under this

perspective. She goes on to explain:

The world metaphor restores the legitimacy of such desires as gaining a comprehensive
overview of the text, finding stable structures, experiencing the text as a welcoming space
and habitable environment, feeling able to orient oneself in its landscape, being transported

to the scene of the narrated events, and achieving intimacy with its inhabitants.
(Ryan 1998: 138)

For Ryan, then, an alternative view of literary texts as creating ‘worlds’, rather than
‘games’, is a more accurate analogy for the reading experience, which she describes

elsewhere as the sense of becoming completely ‘immersed in a fiction’ (Ryan 1991: 21)
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(see also Gerrig 1993 for a similar view, although expressed from the perspective of
cognitive psychology). Possible worlds semantics, of course, provides just such a
metaphor, by which the reader’s apparent transportation into an alternative time and

space might be more systematically discussed.

Indeed, Ryan’s emphasis on the highly realistic nature of the readerly experience might
seem, on first encounter, to fit quite neatly into Lewis’ modal realist approach to
possible worlds semantics, described in section 2.1.0 above. A more detailed
examination, however, reveals Ryan’s careful maintenance of the link between the

actual world and the fictional alternatives created from within its boundaries:

To speak of a textual world means to draw a distinction between a realm of language, made
of names, definite descriptions, sentences and propositions, and an extra-linguistic realm of
characters, objects, facts and states of affairs serving as a referent to the linguistic

expressions.
(Ryan 1998: 139)

Although Ryan stresses the all-engrossing qualities of literary fiction, then, the objects
and entities contained within the fictional world nevertheless exist only as the abstract
mental constructs of linguistic reference in the actual world. This attitude to the
ontological status of possible worlds is, of course, far more in keeping with the
moderate realist approach of Kripke, Plantinga and colleagues than with Lewis’ radical
perspective. According to Ryan, fictional worlds instigate a ‘recentring’ (Ryan 1991:
22) of the reader’s notions of possibility and actuality into the sphere of an alternative
possible world, which the narrator presents as the actual world for the duration of our
submergence in the text. The real actual world, however, continues to constitute the
central reference point in relation to which the possibility of all other worlds is
determined. The main focus of Ryan’s attention is the degree of accessibility between
these separate worlds. This is a notion which is difficult to detach from that of
possibility; indeed, Kripke (1972) introduces accessibility and possibility as equivalent
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concepts (see also Lewis 1973: 52-56 and Van Dijk 1977: 30). Accessibility can,

however, be more specifically defined in logic as relative possibility.

Ryan’s (1980, 1991) own schematisation of the degree of accessibility between the
actual world and fictional worlds, for example, is carried out according to certain
correspondence factors. These include known physical objects, chronology, natural laws
and language. The more of these factors a fictional world shares in common with the
actual world, the more accessible it will be. Furthermore, Ryan introduces a ‘principle
of minimal departure’ (Ryan 1991: 48) to limit the divergence of the fictional possible
world from the state of affairs in the actual world to those differences actually specified

by the text:

We construe the world of fiction and of counterfactuals as being the closest possible to the
reality we know. This means that we will project upon the world of the statement
everything we know about the real world, and that we will only make those adjustments
which we cannot avoid.

(Ryan 1980: 406)

This principle is most easily explained through its application to a fictional text.
Consider the following extracts, from John Irving’s 4 Prayer for Owen Meany and

George Orwell’s 1984, respectively:

(1) The closest that Owen Meany and I could get to love was a front-row seat at The Idaho.
That Christmas of ’57, Owen and I were fifteen; we told each other that we’d fallen in
love with Audrey Hepburn, the shy bookstore clerk in Funny Face, but we wanted
Hester. What we were left with was a sense of how little, in the area of love, we must be
worth. We felt more foolish than Fred Astaire, dancing with his own raincoat.

(Irving 1989: 293)

(2) 1t was a bright cold day in April, and the clocks were striking thirteen. Winston Smith,
his chin nuzzled into his breast in an effort to escape the vile wind, slipped quickly
through the doors of Victory mansions, though not quickly enough to prevent a swirl of

gritty dust from entering along with him.
(Orwell 1949: 7)

Text (1) specifies the existence of several non-actual entities in the fictional world,
including the characters of the narrator, Owen Meany, and Hester, as well as the cinema

The Idaho. The reader may still assume, however, that the rest of the fictional world
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remains identical to the actual world, as no other points of departure are mentioned.
Indeed, such an intuition is reinforced by the mention of Audrey Hepburn and Fred
Astaire, whose names may be assumed to refer to the same film stars with whom we are
familiar in the actual world. The fictional world of text (2) also contains a non-actual
entity, Winston Smith, but, in Ryan’s terms, is less accessible from the actual world
than the fictional world of text (1) as it does not share the same time system; as is

textually-specified in the line ‘and the clocks were striking thirteen’.

It is possible, however, to identify a number of flaws in Ryan’s typology of fictional
worlds. From within the wider field of possible worlds semantics, Eco (1989) argues
that the majority of Ryan’s work is based on a naively unproblematic view of the
ontological status of the actual world. For Eco, attributing ontological stability to the
actual world is highly problematical and he points out that the identification of this
conflict has resulted in a long-running pre-occupation for many philosophers with
questions such as what determines the relation of one world being possible relative to
another, and according to what criteria is this relative possibility settled? (See also
Goodman 1978.) It is possible, then, to identify a significant split between those literary
theorists whose interest in possible worlds centres mainly around the question of the
ontological status of fictional entities and the worlds they inhabit (e.g. Dolezel 1988,
1989 and 1995; Eco 1989; Hintikka 1989; Pavel 1986), and those whose more selective
use of possible worlds forms part of a wider theory of narratology (e.g. Maitre 1983;
Ryan 1980, 1991 and 1998; Semino 1997). Indeed, Ronen (1994: 69) observes that,
despite their ardent criticisms of traditional logic and equally enthusiastic advocation of

a multiple-world approach, the vast majority of literary theorists of fictionality who
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purport to employ the logic of possible worlds make use of the discipline’s terminology,

while ignoring many of its more problematic philosophical concerns.

Even overlooking her lack of engagement with the deeper questions facing possible
worlds philosophy, further problems can be identified within Ryan’s specifications for
her ‘principle of minimal departure’. The assertion that all readers will construe the
world of fiction as ‘being the closest possible to the world we know’ (Ryan 1980: 406)
until any further departure is mentioned, disregards the possibility that readers may
operate according to a modified set of world-rules when encountering fictional texts. Is
it really the case that practised twenty-first century readers, accustomed to the quite
frequently non-realist tradition of contemporary fiction in particular, will nevertheless
approach each text expecting a high level of convergence with the real world? What
about the readers of science-fiction and fantasy, for example? Surely it is conceivable
that prior knowledge of the genre of the literary text at hand might alter one’s realist
world-assumptions at least to some degree. Some of Werth’s own criticisms of possible
worlds semantics in general would also seem to apply to Ryan’s typology of narrative
fiction, with both the motivation for, and the end-products of, her analyses being
particularly questionable. Discussing Lewis, Werth argues that the specification of the
degree of accessibility between possible worlds ‘amounts to a justification for being
able to designate a world as being closer or farther away from another world, without
providing anything like an explanation of what this would imply psychologically or
functionally’ (Werth 1999: 70). Ryan’s application of possible worlds semantics to
narrative fiction appears to be similarly inconsequential, since she at no time elaborates
on the wider implications of identifying one particular narrative world as being more or

less accessible from the actual world than any other.
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In terms of possible worlds semantics as a whole, although Werth acknowledges the
usefulness of the ‘worlds’ metaphor which lies at the heart of its philosophy, he takes
issue with the general failure of the approach to extend its definition of a world beyond
‘an arrangement of objects, individuals or things having various properties and standing
in various relations to one another’ (Bradley and Swartz 1979: 7). Even Ryan develops
her notion of what actually constitutes a world little beyond her list of ‘characters,
objects, facts and states of affairs’ (Ryan 1998: 139). Literary theorists’ adoption of the
minimalistic definition of ‘worlds’ offered by possible worlds semantics can therefore
be seen to result in what Werth argues is ‘a simplification of the notion of a situation’
(Werth 1999: 79-80). As Kripke points out, ‘possible worlds are stipulated’ (Kripke

1972: 44), and for a specific reason, as Werth explains:

Possible worlds contain just those elements which will make the truth-conditions under
scrutiny come out right. This means that they are both over-specific and under-specified.
They are over-specific because they are ‘tailormade’ to a single proposition; they are
under-specified because as worlds go, they are minimalistic, containing none of the
complexity of anything speakers would recognise as a world.

(Werth 1999: 70)

Werth (1981: 19) compares the structure of possible worlds to those of mathematical
sets, pointing out that their contents are nominated for the purposes of analysis and that
the conditions placed upon them are the ordinary conditions of logic (i.e. that possible
worlds cannot be self-contradictory). Werth also claims that a fundamental difference
exists between a logician’s motivation for invoking the concept of ‘worlds’ and his

own. He argues that possible worlds semantics

is claiming nothing more than to be able to study the logical relationships obtaining, given
a tightly defined model. What it does not do is to look at the assessment of actual truth in
that world... I think this is where people who are interested in language and people who are
interested in logic part company. Non-logicians tend to be interested in actual truth, i.e.
what is true in an actual situation, rather than what might in theory be true.

(Werth 1999: 72)

Since he claims that Text World Theory is intended to provide a model of real language,

involving real people, in real situations, producing and processing real discourse, Werth
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necessarily finds himself at odds with the basic aims and interests of the majority of

possible worlds philosophers. He adds:

The principal problem... is that... [possible worlds philosophers] simplify by reducing the
content of their basic units in order to be able to formalise them rigorously. They are, thus,
content-free by comparison with what people normally experience as situations and have
no more contact with real situations than an algebraic formula.

(Werth 1999: 80)

He also argues that his own text world framework succeeds in producing a similarly
rigorous formalisation, without restricting the world-content beyond what people do

normally recognise and experience as a real situation.

Werth regards the strictly defined and rigorous nature of the possible worlds approach
to both logic and narratology to be both its strength and its weakness. The minimalistic
notion of worlds presented by modal and moderate realists, as well as by literary
theorists who adopt their methods and terminology, may render the objects under
scrutiny transparent and manageable, but the resulting model has nothing of the
complexity of a real situation and, as such, is of limited use within a theory of discourse

processing. Werth states:

. when non-logicians are faced with... [possible worlds semantics’] description of a
‘world’ or a ‘model’, they find it trivial, because it is so minimal... what we actually need,
rather than a minimal world, or model, like that, is what has been called a rich model. We
need a way of talking about states of affairs in something like their normal richness and
complexity.

(Werth 1999: 72)

The rest of this chapter turns to an investigation of cognitive science and linguistics in
order to discern whether Werth was able to find the methodological tools necessary for
the construction of this ‘rich model’ of real language situations within the conceptual

models its proponents offer.
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2.2.0 Conceptual Worlds

The crucial point at which Text World Theory and possible worlds semantics diverge
has been identified, in section 2.1.1 above, as the fundamental difference between what
possible worlds and Werthian worlds contain. While the situations presented and
analysed by possible worlds semanticists are strictly defined, and primarily non-
epistemic in nature, Werth’s central concern is with the conceptual worlds that speakers
and listeners, and writers and readers, are responsible for creating during the production
and reception of discourse. As far as Werth is concerned, these worlds are mental
representations which are as richly detailed as our direct experience of, and interaction

with, the real world. As Werth explains:

.. conceptual space is modelled upon physical space. Most directly, this concerns our
mental representations of places and routes: finding our way through the physical world
reported by our senses must depend on mental maps. Mental maps, in turn, are built up not
only from what we can perceive on any single occasion, but also on our memory of
previous occasions, our knowledge of similar situations, and inferences we can draw

between all of these sources.
(Werth 1999: 7)

The remainder of this chapter examines the cognitivist disciplines which inform the
essentially conceptual nature of Werth’s worlds, and to which Werth explicitly attaches
his own text world framework. Of particular interest are those notions of conceptual
space, reasoning and understanding, and the storage and retrieval of knowledge,
presented in both contemporary cognitive linguistics and its precursors and described by

Werth above.

In order to begin the investigation into cognitive models of human understanding at
their point of origin, the knowledge structures suggested within both Artificial
Intelligence research and the related field of schema theory are examined in section
2.2.1. The theories of mental representations emerging from within cognitive

psychology are then explored in section 2.2.2. There, a particular focus is placed on the
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work of Philip Johnson-Laird (1983, 1988), whose ‘mental models’, Werth (1999: 74)
claims, are most closely related to his own text worlds. The ideas presented in each of
these fields are then traced through to their more recent development in cognitive
linguistics, the central proponents and approaches of which are discussed in sections
2.2.3 and 2.2.4. The remainder of this chapter thus provides a detailed exposition of the
conceptual models from which Werth draws the greatest influence for his text world

framework.

2.2.1 Scripts and Schemata

Schema theory has its origins in the Gestalt psychology of the 1920s and ’30s. Its basic
assertion is that new experiences, both sensory and linguistic, are understood by means
of comparison to a stereotypical model, based on similar experiences and held in
memory. New experience is evaluated in terms of its conformity to, or deviation from,
that model or schema. A concise definition of schemata is provided by Rumelhart and

Ortony:

Schemata are data structures for representing the generic concepts stored in memory. They
exist for generalized concepts underlying objects, situations, events, sequences of events,

and sequences of actions.
(Rumelhart and Ortony 1977: 101)

Schema theory, in its contemporary form, is most frequently cited as deriving from the
work of British psychologist Frederick Bartlett and his seminal text Remembering

(1932) in particular.

In a series of experiments, Bartlett asked a number of subjects to recall visual and
textual material after longer and longer periods of time. Observing the changes made to
a North American folk tale during this process, Bartlett noted that the majority of his

subjects tended to omit or rationalise events and details which did not fit their personal
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expectations of the story. Many only remembered those parts of the story most relevant
to their own life experiences and connections not stated in the text were explicitly made
in his subjects’ reproductions, along with added details often showing similarities with
other stories more familiar to the reader. The results of Bartlett’s tests supported the
Gestalt hypothesis that human text processing is based on discourse schemata, which
allow only important details to be selected while default elements are filled in
automatically. However, Bartlett’s approach to the study of mental processing relied
heavily on introspection and his discoveries were soon to be eclipsed in the late 1930s

by behaviourism, the central doctrine of which is described by J.B. Watson (1913):

Psychology as the behaviourist views it is a purely objective natural science. Its theoretical
goal is the prediction and control of behaviour. Introspection forms no essential part of its
method nor is the scientific value of its data dependent upon the readiness with which they

lend themselves to interpretation in terms of consciousness.
(Watson 1913: 158)

The development of research into Artificial Intelligence (Al) in the 1970s, however,
instigated a massive revival of interest in schema theory. The origins of Al are usually
traced back to Alan Turing, who first proposed a test for determining the ‘intelligence’
of a machine based on its responses to random questions from a human being. In the Al
boom which followed, it quickly became evident that a computer would need a vast
store of knowledge in order to be able to replicate human cognition. Just how this
knowledge store would be organised and deployed presented Al scientists with a
considerable problem. The most promising solution to this, the knowledge ‘frame’, was
suggested first by Marvin Minsky (1963, 1975) and later developed by Roger Schank
and Robert Abelson (1977) in their work on ‘scripts’, ‘plans’ and ‘goals’. Numerous
other explorations into schema-based cognition were carried out throughout the 1970s
and 1980s, most notébly by David Rumethart (Rumelhart 1975, Rumelhart and Ortony

1977, Rumelhart 1980), Robert de Beaugrande (1980) and Teun van Dijk (1980).
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However, Schank and Abelson’s framework remains the most influential investigation

of its era and, as such, will be the main focus of this section.

According to Schank and Abelson, human cognition is structured around ‘scripts’:
knowledge stores corresponding with Minsky’s notion of frames, containing

information about familiar types of events and situations. They further define a script as

a structure that describes appropriate sequences of events in a particular context. A script is
made up of slots and requirements about what can fill those slots... Scripts handle stylized
everyday situations... a script is a predetermined, stereotyped sequence of actions that
defines a well-known situation.

(Schank and Abelson 1977: 41)

These stereotyped sequences, Schank and Abelson argue, are what allow us to

understand texts such as:

John went into the restaurant. He asked the waitress for a coq au vin. He paid the check and
left.
(Schank and Abelson 1977: 38)

The narrator of the above story need not describe every minute detail of the situation,
but assumes instead that his or her listener or reader is familiar with the script to which
the story makes reference and will understand the narrative as long as crucial details are
mentioned. The referenced script in this case is that which has become famously known
as the RESTAURANT script, which contains our expectations of service, ordering, paying,
and so on. The frequent use of the definite article in the example above (the waitress,
the check) shows that these elements are implicitly introduced as soon as the script is

initiated.

Schank and Abelson (1977: 61-66) detail three different types of script: ‘situational’,
‘personal’, and ‘instrumental’. The RESTAURANT script falls under the situational
heading, as would going to the pub, taking the bus or going to a football match.

Personal scripts tend to have character roles which people adopt as the occasion arises,
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and include such examples as JEALOUS SPOUSE, FLIRT, GOOD SAMARITAN, and so on.

Some examples of instrumental scripts are LIGHTING A CIGARETTE, STARTING A CAR,

BUTTERING BREAD, and any other action which requires knowledge of how to achieve a

particular physical objective. Each of these three types of script is activated by a

‘header’, or direct reference to an entity or action associated with the script. Schank and

Abelson (1977: 48-50) specify four types of header as follows:

e Precondition headers — references to a precondition necessary for the application of a
script, e.g. John was hungry.

e Instrumental headers — references to actions that are a means towards the realisation
of a script, e.g. John took the bus to the restaurant.

e Locale headers — references to a location normally associated with a script, e.g. John
went to the football ground.

e Internal Conceptualisation headers — references to an action or role from a script, e.g.

The waitress came over to the table.

In order for a script to be fully instantiated, Schank and Abelson (1977: 47) argue that at
least two elements associated with it must occur, specifically a header and one other
element. For example, in the story quoted above, the need for the RESTAURANT script is
initially indicated with the Locale header ‘restaurant’. The script is then fully
instantiated with the Internal Conceptualisation header ‘waitress’, from which point the
reader can proceed in making sense of tﬁe story by relating it to his or her knowledge of
typical restaurant scenarios. However, had the story read, ‘John went into the restaurant
and later to the park’, the RESTAURANT script would not have been fully instantiated as

the lack of a second header indicates that background knowledge of restaurants is not of
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central importance in understanding this particular text. Schank and Abelson refer to

such instances as ‘fleeting scripts’(Schank and Abelson 1977: 46).

The theoretical notion of a ‘plan’ is introduced in Schank and Abelson’s model to
account for how people make sense of seemingly unconnected sentences when

processing discourse. They explain:

By finding a plan, an understander can make guesses about the intentions of an action in an
unfolding story and use these guesses to make sense of the story.
(Schank and Abelson 1977: 70)

Plans, then, are more generalised than scripts and enable us to connect a particular goal

state with the possible actions necessary to achieve it. Furthermore,

plans are where scripts come from. They compete for the same role in the understanding
process, namely as explanations of sequences of actions that are intended to achieve a goal.
The difference is that scripts are specific and plans are general. Both are necessary in any

functioning system.
(Schank and Abelson 1977: 72)

‘Goals’, on the other hand, provide an explanation for aims and objectives themselves.
They are schemata containing knowledge of people’s possible motivations for the
behaviour enacted through scripts and plans. In our initial story, for example, John
follows his RESTAURANT script with the aim of satisfying his hunger. Further possible
goals are identified by Schank and Abelson (1977: 112-117), including enjoyment,

achievement and preservation.

Schank and Abelson’s framework was originally formulated solely for the purpose of
providing Al research with a working model of human knowledge structures on which
to base their experiments. More recently, however, schema theory has been adopted as a
means of analysing literary texts, most notably by Guy Cook (1994) (see also Cockcroft
2002, Culpeper 2001, and Semino 1997). Cook proposes a shift in focus in literary

theory, from analysis restricted to textual structure to a consideration of the interaction
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between the text and the reader’s knowledge of the world. He attempts to define
literariness as the process by which a text presents such a challenge to the reader’s
expectations that he or she is forced to abandon established schemata in favour of new,
‘refreshed’ ones. Cook further argues that the schema ‘disruption’ and ‘refreshment’
caused by literary texts differs from the effects of other often textually deviant

discourse, such as advertising. He claims that advertising relies on the shared world-

view of its audience which it actively seeks to reinforce rather than disrupt.

There are numerous striking flaws in Cook’s argument. As has been pointed out by
Semino (1997), his approach tends towards the assumption that all literary texts are

innovative and challenging:

A high degree of discourse deviation... may well be the distinguishing feature of works that
are considered prototypically literary (although this is probably more true of poems than of
novels or plays). On the other hand, it is also true that discourse deviation is not limited to
literature, and that not all texts that are considered to be literary display discourse
deviation.

(Semino 1997: 154)

For Cook, the boundaries between the literary and non-literary seem all too clear and
appear to be drawn along medium-specific lines. He takes no account of the conceptual
blur between the discourse of advertising, literature, music, and the internet, pervasive
in consumer-driven Western society. Semino proposes an alternative view, in which
texts regarded as literary range on a continuum, from schema reinforcement at one end
to schema refreshment at the other. This adaptation, however, does not address some of
the more fundamental problems involved in a schema theory approach to literary

analysis.

Many of the flaws in both Cook’s work and in Semino’s own application of schema

theory to poetry stem from the understated difference between the agenda of Al
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researchers on the one hand and that of literary theorists on the other. As I have already
pointed out above, Schank and Abelson’s model of human cognition was not intended
as a psychological account of neurological activity, but rather as a working model on
which to base a particular computer program. This fact alone renders any wholesale,
unquestioned adoption of the theory as a means of explaining real-life human discourse
processing theoretically unstable to say the least. Some attempt has been made to prove
the existence of schematic processing patterns in discourse, most notably by Derek
Edwards (1997), in his assessment of extracts ofreal talk. However, empirical studies of

schema-based language processing remain somewhat rare.

Even if one accepts the hypothesis that human cognition is schema-driven, the model
proposed by Schank and Abelson is not sufficiently detailed to explain why, for
example, when following a RESTAURANT script, an actor may use any number of
different ways of, say, greeting a waitress, or ordering roast chicken. Choice of
utterance is not accounted for in any Al framework or in subsequent applications of the
theory to discourse. Furthermore, in a dyadic exchange (diner-waitress, for example)
schema theory can only account for the process experienced by either one or the other
participant. It does not explain their interaction, let alone why and how they might share
the same schemata. Finally, both in Al and in literary theory, the labelling of schemata
appropriate to individual situations is apparently carried out on an entirely ad hoc basis.
In a manner similar to that employed by possible worlds theorists, schemata are
plucked, seemingly from thin air, to suit the discourse under scrutiny. This practice is
apparent in its most exaggerated form in Jonathan Culpeper’s (2001: 265-285) analysis
of schema refreshment in Shakespeare’s The Taming ofthe Shrew. Culpeper argues that

the reader has a SHREW schema, which is challenged by the development of Katherina’s
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character, forcing an eventual re-evaluation not only of Katherina’s perceived
personality but of the reader’s own stereotyped mental image of shrews. The idea that
every reader has had enough encounters with shrews in order to form such a knowledge
structure is questionable in itself, not to mention the consequent differences that are
inferred to exist between one’s sHrRew schema and one’s RAT, MOLE, or MOUSE
schemata (see also Fodor 1975 and 1981 for a related discussion). Culpeper’s analysis
can be seen to typify a wider tendency in literary theory to use schemata to add apparent
scientific weight to what are actually little more than highly subjective readings of texts.
Schema labels are attached after the fact, and, indeed, schema theorists themselves seem
unable to formalise the model beyond this point. This raises a fundamental question: if

schema theory is not predictive, what exactly is it a theory of?

Despite schema theory’s numerous psychological and methodological flaws, however,
its equivalent notions of frames, scripts and schemata have been enormously influential
in the fields of cognitive science and linguistics. They continue to provide a common-
sense framework for the discussion ofthe structures and processes of human knowledge
storage and retrieval, for which, as Edwards (1997) has shown, there appears to be
significant evidence in natural language. The influence of Al and schema theory’s
concepts of scripts and schemata on Werth’s work is particularly evident in his attempts
to systematise speakers’ and hearers’ (as well as writers’ and readers’) deployment of
previously stored, wider knowledge during the discourse process. This area of Text
World Theory is discussed in detail in section 3.1.2 of this thesis. The next section of
this chapter, however, moves on to examine the related field of cognitive psychology
and the importance of the conceptual models it proposes for Werth’s own formulation

ofhis text world approach.
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2.2.2 Mental Representations

Cognitive psychology can be seen to have developed almost in parallel to Al research
and schema theory, emerging from the shadows of behaviourism at around the same
time. There are many crossovers between the disciplines, yet I have chosen to examine
them separately because of their fundamentally differing aims and emphases. While
schema theorists have concentrated on the study of knowledge systems with the explicit
aim of replicating human behaviour, cognitive psychologists, while employing many of
the same metaphors and methodologies as their Al counterparts, have something of a
reverse objective. This is most easily explained through an examination of some of the

main tenets of cognitive psychology.

Cognitive psychology, according to Glass et al (1979: 2), ‘is the study of knowledge
and how people use it’. However, rather than attempting to understand cognition solely
in order to create a computer program with processes and reactions identical to those of
a human being, cognitive psychologists have also used knowledge of computer systems
in order to try and understand human cognition. Werth explains the fruitfulness of the

computer as a metaphor for the human mind:

. minds are not computers, but both minds and computers are examples of something

more general: information-processing systems.
(Werth 1999: 28)

The relationship between cognitive psychology and computer science is reciprocally
productive. In particular, comparisons have been made between human cognition and
the computer processing system known as ‘parallel distributed processing’ (see

Johnson-Laird 1988, Lindsay and Norman 1972, Martindale 1991), which is also

sometimes referred to as ‘connectionism’.
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As Werth himself notes (Werth 1999: 28), in recent years computer technology has
developed at a startling rate, with central processing capacity doubling approximately
every twelve months. As a result, a number of problems with serial processing have
become increasingly evident. In a serial processing system, all information has to pass
through a central processing unit, which can result in a bottleneck effect, slowing the
computer down. A number of methods have been tried to counteract the problem, for
the most part concentrating on the production of faster central processors to cope with
demand. An alternative structure has been suggested, however, in which the processing
load is spread across a great number of smaller chips, each performing a simple task. As
Johnson-Laird (1988: 174) points out, ‘The power of the system comes from how the
units are connected’. The parallel distributed structure, it is argued, is similar to that of
the neural networks of the brain, with the separate simple processors being ‘a little like
idealized brain cells’ (Johnson-Laird 1988: 174), and the connections between them
bearing resemblance to human synapses (see Fodor and Pylyshyn 1988 for an opposing

view).

The connectionist model has proven particularly useful to psychologists attempting to
explain the process of knowledge retrieval (e.g. Lindsay and Norman 1972, Johnson-
Laird 1988, Rumelhart 1998). Lindsay and Norman (1972: 142) use, as an example, the
word ‘red’, partly obscured by ink blots. The human brain, they argue, is still able to
recognise the word, even though it is not receiving complete information from external

senses. According to the connectionist model, then,

cues can be matched simultaneously to all the contents of memory, like sticking knitting
needles through a pack of punched cards... each possible word is represented by a separate
processing unit. Likewise, each letter at each position in a word is represented by a separate
unit. The units are small-scale processors that are connected to each other and that compute

in parallel.
(Johnson-Laird 1988: 176)
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The unit representing the word ‘red’ will be excited by those units representing ‘r’ in
the first position, ‘e’ in the second, and ‘d’ in the third. Although other units will
respond to those letters in similar positions (e.g. rag, rod, bed, and so on) no word will

be as active as the appropriate unit ‘red’.

Cognitive psychology is by no means limited to the comparison of computer processing
and human thought, however. Throughout the discipline, emphasis is placed firmly on
human, rather than artificial, perception and experience. Of central interest to cognitive
psychologists is how the human mind stores the knowledge it receives as a result of
everyday interactions in the real world. More importantly, unlike schema theory,
cognitive psychology is concerned with exactly how that knowledge is represented. A
differentiation is made between two modes of representation: analog and analytic. The
first of these, ‘analog representation’, is explained by Glass et a/ by comparison to a

common example, a map. They explain:

A map is an essentially analog representation of the territory it represents because in some
important ways the map actually resembles the territory. Consider a map of North America.
For every point in North America there is a corresponding point on the map. And for
certain important relations between points in North America - direction and distance -
there are corresponding relations between points on the map.

(Glass et al 1979: 7)

Glass et al also make the point that not all ofthe available information will be present in
an analog representation, but that the representation can be as abstract or as detailed as
its purpose requires it to be. Analog mental representations are holistic, however. Our
memories of faces, locations, sensations, and complex actions are stored as perceptual
wholes. The best example of the second type of mental representation proposed by
cognitive psychology, ‘analytic code’, is language, and our use of words as names for
objects and concepts in particular. Indeed, the majority of codes are represented in our

minds analytically. Unlike analog representations, analytic code does not usually bear a
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resemblance to the item it represents. The relationship between the code and the objects

and concepts to which it relates is arbitrary.

Johnson-Laird (1983) explores the nature of mental representations further in his
attempt to provide a psychological explanation of syllogistic reasoning. He argues
against the idea that humans have an internal logic to which they refer in order to

perform everyday deductive reasoning, as exemplified below:

Any point on which a player serves out of turn is a ‘let’.
A player served out of turn on this point.
Hence, this point is a ‘let’.
(Johnson-Laird 1983: 72)

According to Johnson-Laird (1983: 10), ‘human beings understand the world by
constructing working models of it in their heads’. The implications of this premise are

best explained through example. Consider the following propositions:

All of the artists are beekeepers.

All of the beekeepers are chemists.
(Johnson-Laird 1983: 94)

Are all the artists chemists? Johnson-Laird argues that, in order to answer this question,
human beings construct a mental representation containing elements that stand for the
members of the sets described above. He explains this construction in terms of actors

playing particular roles:

... every person acting as an artist is also instructed to play the part of a beekeeper, and,

since the first premise is consistent with there being beekeepers who are not artists, that

role is assigned to other actors, who are told that it is uncertain whether or not they exist.
(Johnson-Laird 1983: 94-95)

The structure of the resulting mental model can been displayed in tableau form:

artist =  beckeeper

artist =  beckeeper

artist =  beekeeper
(beekeeper)
(beekeeper)
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There are three actors playing joint roles, plus two actors playing beekeepers who are
not artists. The tableau can then be extended to include the second premise, ‘all the

beekeepers are chemists’:

artist =  beekeeper =  chemist
artist =  beekeeper =  chemist
artist =  beckeeper =  chemist
(beekeeper) =  (chemist)
(beekeeper) =  (chemist)

(chemist)

The actors playing beekeepers are instructed to take on the additional role of chemists
and an arbitrary number of new actors, just playing chemists, are also introduced.
Again, this final type may or may not exist. With the mental model complete, it is easy

to see that all the artists are indeed chemists.

Johnson-Laird claims that all human cognition is based on the same process of mental

model construction, and he goes on to specify their analog form:

... a natural mental model of discourse has a structure that corresponds directly to the state

of affairs that the discourse describes.
(Johnson-Laird 1983: 125)

He further argues that the psychological processes involved in the comprehension of
both factual and fictional assertions are the same (Johnson-Laird 1983: 430), and he
details the wider significance of the mental models employed throughout natural

discourse:

... mental models play a central and unifying role in representing objects, states of affairs,
sequences of events, the way the world is, and the social and psychological actions of
everyday life. They enable individuals to make inferences and predictions, to understand
phenomena, to decide what action to take and to control its execution, and above all to
experience events by proxy; they allow language to be used to create representations

comparable to those deriving from direct acquaintance with the world.
(Johnson-Laird 1983: 397)

It is useful, at this point, to compare the final description of mental models given above
to the minimalistic definition of worlds presented in possible worlds semantics. If

mental models are ‘comparable to... direct acquaintance with the world’, presumably
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this must mean that they include not only ‘an arrangement of objects, individuals or
things having various properties and standing in various relations to one another’
(Bradley and Swartz 1979: 7), but also the more abstract details associated with our real
world experiences, including smell, taste, touch, memory, emotion, and so on. It would
seem that Johnson-Laird’s conceptual models contain exactly the sort of ‘richness’ that
Werth found so lacking in possible worlds theories. Indeed, Werth makes explicit the

usefulness of Johnson-Laird’s framework in terms of his own project:

I will assume... that text worlds are in fact mental models constructed in the process of a

given discourse.
(Werth 1999: 74)

While Werth undoubtedly finds the detailed nature of mental models attractive, to the
extent that he establishes this direct connection between mental models and his own text
worlds, Werth remains unsatisfied with Johnson-Laird’s failure to apply his framework
to real texts. Indeed, this is a criticism that has been echoed in relation to cognitive

psychology in general.

Edwards (1997), for example, identifies a trend within the discipline to restrict analysis
to, and thus to draw unstable conclusions from, artificial examples of thought and

language. He explains:

The justifications that psychology has offered for dealing with idealizations of thought and
language include an extension of Chomsky’s worries about performance; the world of
everyday, ordinary activities is considered much too messy and inconsistent to model or

predict.
(Edwards 1997: 4)

Edwards goes on to argue that the idealised language favoured by Chomsky was
attractive to psychologists mainly because of Chomsky’s own triumph over
behaviourism, with which the psychologists could greatly identify. He claims that
cognitive psychology has simplified human language and behaviour in the mistaken

belief that that is the only way to see how it works. Edwards argues that, although
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dealing with simplifications, its practitioners have not felt the need to worry about the
gap between their studies and the real world, so long as the real world works on the

same principles:

It has generally been assumed, outside of conversation analysis, that we know what talk is
like — and that we know it well enough to invent our own examples of it, or simulations of
it, and treat those synthetic objects as worthy of analysis, or as illustrations of theoretical

models.
(Edwards 1997: 87)

Furthermore, Edwards suggests that the resulting approach, and specifically its
simplistic notion of ‘human beings and animals as a kind of box with input and output’
(Hamlyn 1990: 8), actually bears a striking resemblance to the behaviourism it was

designed to replace, precisely because it was designed to replace it:

The adoption of the input-process-output model of cognition was driven not only by the
available computer metaphor (with its various input and output devices mediated by a
central information processor running rules and representations software), but by the
rhetorical requirement that it could handle the kinds of perception-and-action problems that

behaviourism had (according to various arguments) tried and failed to explain.
(Edwards 1997: 28)

For whatever reasons, the majority of cognitive psychology (with Edwards’ own work
constituting a notable exception) can be seen to continue to make wide-ranging claims
based on synthetic data and to pursue an oversimplified notion of human cognition and
behaviour. For these reasons, Werth does not limit his own model of discourse
processing to the parameters established by Johnson-Laird and his colleagues. Rather,
he chooses to locate Text World Theory within the discipline of cognitive linguistics,

the central tenets of which are explored in section 2.2.3 below.

2.2.3 Cognitive Models

The emergence and development of Al research and cognitive psychology in the latter
half of the last century has been of enormous influence on modern linguistics. The shift
of focus from behaviourism to the human mind has been mirrored in the rejection of
generative grammar by the proponents of cognitive linguistics since the late 1970s.
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Generative grammar had, until that time, remained the dominant approach in linguistic
theory for some twenty-five years or more. Indeed, Werth acknowledges the massively
revitalising effect Chomsky’s (1955, 1957) endeavour to make linguistics as much like
the ‘hard sciences’ as possible had on the status of the discipline. He points out that new
university departments were opened, journals set up, and funding for courses,
conferences, and doctorates increased tenfold as a direct consequence of Chomsky’s

influence (Werth 1999: 18-19). However, Werth also comments that

in other terms, Linguistics, led by its flagship the Generative Enterprise, is heading for the
" asteroid belt. It is travelling in ever decreasing circles, using more and more complex

devices to talk about smaller and smaller fragments of language.
(Werth 1999: 19)

While the historical importance of generative grammar should not be underestimated,
Werth argues, its restriction of focus to syntax alone has meant that substantial areas of
language study have been neglected for more than a quarter of a century. Furthermore,
with mathematical rigour as their new ideal, Werth claims that generativists have
actively distorted their observations, simplifying or normalising data in order to confirm
pre-formed hypotheses. Those aspects of language not susceptible to formalist treatment

have been simply shelved or ignored.

Generative grammar’s treatment of language as ‘an objective system of rules and
conditions on rules’ (Werth 1999: 20) has resulted in what Werth terms ‘tunnel-vision’
(Werth 1999: 19). As an antidote to this, he proposes ‘a more human linguistics’ (Werth
1999: 18), sharing the same anti-objectivist research commitments as those set out by

George Lakoff in 1990:

For me, cognitive linguistics is defined by two primary commitments... The generalisation
commitment is a commitment to characterizing the general principles governing all aspects
of human language... The cognitive commitment is a commitment to make one’s account
of human language accord with what is generally known about the mind and brain, from

other disciplines as well as our own.
(Lakoff 1990: 40)

50



These commitments, Werth argues, require that cognitive linguistics attributes primacy
to human experience, both physical and conceptual’ (Werth 1999: 37). Other advocates
of this experiential approach to language study include Charles Fillmore and Gilles

Fauconnier, whose work will be examined in the final section of this chapter.

Arguably the most influential cognitive linguist of recent years, however, has been
George Lakoff himself. In Women, Fire and Dangerous Things, Lakoff (1987) cites the
cognitive psychologist Eleanor Rosch, and her studies of human categorisation
processes in particular (e.g. Rosch 1973, 1975, 1978), as his own major influence.
Rosch developed what has since become known as prototype theory. Her basic
hypothesis challenges the classical view that all members of a category have equal
status, each sharing those properties that define the category. On the contrary, Rosch
argues that there are varying degrees of membership, and that within certain boundaries
there exist good and bad examples of both semantic and conceptual categories. These
‘best examples’ of categories, Rosch calls ‘prototypes’. In a series of empirical studies,
Rosch found, for example, that her subjects considered ‘robin’ and ‘sparrow’ to be more
representative of the category BIRD than ‘chicken’ or ‘ostrich’. Similarly, desk chairs
were judged to be more prototypically ‘chairlike’ than rocking chairs or beanbags.

In her investigations into human categorisation of colours, Rosch (1973) set out to
disprove the Whorfian (1941) hypothesis that language determines one’s conceptual
system. She examined the New Guinean language Dani, which has only two basic
colour categories: mili (dark-cool, including black, green, and blue) and mola (light-
warm, including red, yellow, and white). She aimed to prove that primary colour
categories were psychologically real for the Dani, even though they did not have the

words to express them. One group of native Dani speakers was taught arbitrary names
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tor eight focal, or prototypical, colours, and another group was taught names for eight
nonfocal colours. Rosch found that the names for focal colours were learned more
easily, a common pattern in English, where speakers are better able to remember the
names for such colours as red, blue, and yellow, than nonfocal colours such as purple,
brown, and cyan. The significance of Rosch’s results, Lakoff argues, is that they show

that categories are not objectively external to human beings:

At least some categories are embodied. Color categories, for example, are determined
jointly by the external physical world, human biology, the human mind, plus cultural

considerations.
(Lakoff 1987: 56)

It is this notion of ‘embodied experience’ which is central to Lakoffs approach to
language study, and which forms the theoretical basis of his work on conceptual
metaphor (see Lakoff and Johnson 1980; Lakoff and Turner 1989; Lakoff and Johnson

1999).

Lakoff (1987) argues that human knowledge is organised around structures known as
‘idealised cognitive models’, or ICMs. The structure of ICMs in essence corresponds to
that of the frames and scripts found in Al and schema theory, in the work of Minsky
(1963, 1975) and Schank and Abelson (1977) detailed in section 2.2.1 above. ICMs are
image-schematic, which is to say that they are simplified mental representations of
complex physical phenomena (such as pulling, pushing, containers, surfaces, and so on)
which are essentially visualisable. Like Rosch’s prototypes, ICMs have a radial
structure, with central and peripheral members. Following Schank and Abelson (1977),
Lakoff argues that ICMs are the knowledge structures by which we negotiate our way
through life, evaluating new experiences by means of comparison to these idealised

models of reality. He proposes that new understanding is achieved through a process of
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metaphorical mapping and that, far from being confined to literary discourse, metaphors

form the very foundations of all human reasoning. As Lakoff and Johnson explain:

... metaphor is pervasive in everyday life, not just in language but in thought and action.
Our ordinary conceptual system, in terms of which we both think and act, is fundamentally
metaphorical in nature.

(Lakoff and Johnson 1980: 3)

Lakoff and Johnson (1980) claim to have discovered the existence of ‘conceptual
metaphors’, which underlie our basic conceptual processes. It is argued that unfamiliar
experiences and abstract concepts are understood in terms of concrete, familiar ones.

New knowledge thus gains its structure from our existing ICMs.

This notion is most easily explained through example, for which I will take the
conceptual metaphor LIFE IS A CONTAINER from Lakoff and Johnson (1980: 51). In this
case, our understanding of the abstract concept, or ‘target domain’, LIFE is furthered by
its comparison to our more concrete ICM, or ‘source domain’, CONTAINER. Relevant
features from the source are mapped onto the target, creating a new knowledge domain
with its own image-schematic structure. Evidence for the existence of the conceptual
metaphor LIFE IS A CONTAINER in our everyday lives is found in such surface
expressions as ‘my life is empty’, ‘he leads a very full life’, ‘getting the most out of life’,
and so on. Lakoff and his colleagues (see also Johnson 1987; Lakoff and Turner 1989;
and Turner 1987, 1991, and 1997) argue that all human reasoning is essentially
embodied, citing countless examples of conceptual metaphors in which abstréct target
domains are understood through the metaphorical mapping of our physical experience

(e.g. GOOD IS UP, BAD IS DOWN, and so on).
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Confidence in the significance and originality of these discoveries is no more assured
than within the Lakoff camp itself, as is perhaps most evident in the opening paragraph

to Lakoff and Johnson’s most recent publication:

The mind is inherently embodied.

Thought is mostly unconscious.

Abstract concepts are largely metaphorical.

These are the three major findings of cognitive science. More than two millennia of a
priori philosophical speculation about these aspects of reason are over. Because of these

discoveries, philosophy can never be the same again.
(Lakoff and Johnson 1999: 3)

However, as far back as 1981, in an article published shortly after Lakoff and Johnson’s
first exploration into conceptual metaphor, Ronald Butters (1981: 116) questioned the
authors’ failure to acknowledge the influence of previous linguistic studies on their own
work. Butters lists Korzbyski (1941), Hayakawa (1943), and Johnson (1946) as similar
investigations into semantic phenomena and thought, as well as Whorf (1941), Kuhn
(1962), Black (1962) and Turbayne (1962) as other possibly unacknowledged sources.
Indeed, the concept of embodied thought and experience has already received
considerable attention in the field of feminist studies (see Grosz 1994 for a concise
overview). Butters examines the conceptual metaphor ARGUMENT IS WAR, in particﬁlar,

taking issue with Lakoff and Johnson’s assertion:

Even if you have never fought a fistfight in your life, much less a war... you still conceive
of arguments, and execute them , according to the ARGUMENT IS WAR metaphor.
(Lakoff and Johnson 1980: 63-64)

Butters argues that it is impossible that human beings can have learned to conceive of
an everyday occurrence like ARGUMENT in terms of something as remote from everyday
experience as WAR. A similar criticism of conceptual metaphor is made by Edwards
(1997). In this case, Edwards chooses an example offered by Gibbs (1994): LOVE IS A
NUTRIENT. Again, Edwards questions whether the source domain, NUTRIENT, can really

be considered to be a more familiar concept than target domain, LOVE:
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‘Nutrition’ is arguably a technical abstraction, a generalization about the biology of
organisms and diets, no more familiar an idea for most people, I imagine, than ‘love’ itself.
It seems more sensible to talk of experiencing love than nutrition.

(Edwards 1997: 240)

Furthermore, Edwards argues that the physical, bodily experiences upon which Lakoff
and colleagues insist metaphorical understanding is based are ‘subjectively different
experiences’ (1997: 240). He suggests that the assumption that every human being
experiences life, and thus processes discourse, in the same way is actually a thinly

veiled form of objectivism in itself.

Werth’s own criticisms of recent work on conceptual metaphor are twofold. Firstly, as
far as Werth (1994, 1995a, 1999) is concerned, there are fundamental differences
between the metaphorical practices of everyday language and those of poetic language.
He argues that what impels the producer of a metaphor in ordinary language is not the
same as that which impels the producer of a literary text. Werth insists that Lakoff and
Johnson’s view of metaphor, as a tool which enables us to express abstract experience
for which no sui gemeris language exists, fails to explain a great deal of poetic
metaphor. Rejecting the suggestion that a poet’s thoughts are always so ineffable that
they have to use the language of physical phenomena to express otherwise inexpressible

concepts, Werth stresses that

there are many cases where the metaphor is used simply to make the expression more
striking, and still others where using a metaphor allows the topic to be viewed from more
than a single perspective... Metaphor in such cases is more a question of poetic choice,
then, rather than being forced on the producer because ofthe poverty of the language.
(Werth 1999: 318)

Secondly, Werth is dissatisfied with the failure of Lakoff and colleagues to extend their
investigations beyond sentence-level phenomena. Even in those applications of the
theory of conceptual metaphor to entire texts (e.g. Lakoff and Turner 1989, Turner
1997), the texts chosen are always relatively short poems. Werth (1994), on the other

hand, proposes a model of the phenomenon of extended metaphor, whereby a text

55



displays a sustained metaphorical undercurrent which, Werth argues, is usually the
source of a reader’s sense of the ‘gist’ of a literary work (see also Nair, Carter and
Toolan 1988). He terms these undercurrents ‘megametaphors’, and argues that they can
only be perceived when a text is examined in its entirety. A detailed exposition of this

concept is provided in section 3.4.2 below.

2.2.4 Frames and Spaces

Both Lakoff (1987) and Werth (1999) cite the work of Charles Fillmore, and his notion
of ‘frames’ in particular (see Fillmore 1982, 1985), as a major influence on their own
theories of human knowledge structures. Fillmore (1985: 223), in turn, acknowledges
the origins of his terminology in Al research, and in the work of Minsky (1963, 1975)
and Schank and Abelson (1977) in particular. Like Werth, Fillmore draws a firm
distinction between those semantic theories based on judgements of relative truth,
which he terms ‘T-semantics’, and those based on language understanding, termed ‘U-
semantics’. He sets out the theoretical principles of the latter along similar lines to

Lakoff’s (1990) cognitive commitments:

A U-semantic theory takes as its assignment that of providing a general account of the
relation between linguistic texts, the contexts in which they are produced and the process
and products of their interpretation. Importantly, such a theory does not begin with a body
of assumptions about the difference between (1) aspects of the interpretation process which
belong to linguistics proper and (2) whatever might belong to co-operating theories of
speaking and reasoning and speaker’s belief systems.

: (Fillmore 1985: 222)

In his attempt to provide a fully defined semantics of understanding, he introduces the
notion of frames as those knowledge structures which enable us, for example, to

identify a link between such words as buy, sell, cost, pay and so on. Fillmore explains:

What holds such word groups together is the fact of their being motivated by, founded on,
and co-structured with, specific unified frameworks of knowledge, or coherent

schematizations of experience, for which the general word frame can be used.
(Fillmore 1985: 223)
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Fillmore argues that a frame can be evoked either by the interpreter of a text, in
situating its content in a pattern independent of the current discourse, or by the text
itself, in the occurrence of linguistic forms conventionally associated with a particular
frame. He also makes a distinction between frames which are innate, i.e. frames which
are an unavoidable part of the cognitive development of every human being (such as
knowledge of the features of the human face), and those which are learned through
experience, such as knowledge of social institutions, units of measurement, calendric

units, and so on.

The central role of knowledge in Fillmore’s explanation of understanding means that he
views the lexical, grammatical, and semantic material of a sentence as serving as a kind
of ‘blueprint’ from which the interpreter constructs a richer whole. As Fillmore

explains:

The interpreter accomplishes this by bringing to the ‘blueprint’ a great deal of knowledge,
in particular knowledge of the interpretative frames which are evoked by or capable of
being invoked for the sentence in question, but also including knowledge of the larger
structure (the ‘text’) within which the sentence occurs.

(Fillmore 1985: 233)

Werth (1999: 104) points out, however, that the question as to what exactly constitutes a
frame is never addressed in Fillmore’s work. He relies, instead, on lexical examples,

such as the following, to serve as definitions:

The word bachelor has to be understood in the frame of the ‘normal marital situation’,
which contains the following properties: (in Western culture) adults normally get married;
this happens in their 20’s; they normally stay married for life; marriage is exclusively
heterosexual. Like all frames, this is a ‘folk model’, which encapsulates a traditional,
stereotypical set of cultural expectations. Within this frame, a bachelor is of an age from his
20°’s up to the upper age-limit of sexual activity; he is unmarried, and has never married; he

is male and heterosexual; he lives in normal society.
(Fillmore 1982:48)

Werth argues that Fillmore’s frames remain fuzzy-edged and that, as a result, one can
only arrive at an intuitive understanding of what a frame is, based on Fillmore’s many

lexical examples. According to Werth, there is so much overlap between frames that
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they come to resemble situations far more than they resemble rigid word-definitions.
Furthermore, much of Fillmore’s definition of the ‘bachelor’ frame above can be seen to
be made up of a set of highly subjective opinions on what being a bachelor entails,
rather than being based on any universally identifiable, or even culturally-specific,

factors or traits.

More recently, the theory of conceptual spaces that has proved to be of greatest
significance to Werth’s text world framework has been that developed by Gilles
Fauconnier (e.g. 1994, 1996, 1997) under the title of ‘Mental Space Theory’. In
essence, mental spaces are conceptual domains, set up during the discourse process,
through which language is conceptualised and understood. Fauconnier argues that these

domains

are not part of the language itself, or of its grammars; they are not hidden levels of

linguistic representation, but language does not come without them.
(Fauconnier 1994: 1)

Thus, mental spaces are constructed according to the guidelines set out by linguistic
expressions within a given discourse. Fauconnier terms these expressions ‘space
builders’, and specifies that they may take the form of prepositional phrases, adverbs,
connectives, or subject-verb combinations, at the linguistic level. Fauconnier states that
any new space is always set up relative to an existing, or ‘parent’, space. This parent
space will often, but not always, be the ‘reality space’ of the speaker, which can be seen
to correspond directly with the notion of the ‘actual world’ in possible worlds
philosophy and semantics. Fauconnier goes on to specify a number of possible causes

for the construction of a new ‘projected space’ during any given discourse.
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Firstly, any change in the temporal setting of the parent space, typically indicated by
temporal adverbials, tense and aspect, will result in the construction of a projected
space. A change in the parent space’s spatial setting has a similar effect and is typically
indicated by the use of locative adverbials and verbs of movement in discourse.
Hypothetical constructions also create projected mental spaces, as do switches in the
domain of activity being focused on in the discourse (e.g. the occurrence of such space-
builders as ‘in American football...’, or ‘in the field of genetics...”). At any stage in the
discourse, either the parent space or a projected space will be the ‘Base’ of the system,

while the other will be the ‘Focus’. Fauconnier explains:

Metaphorically speaking, the discourse participants move through the space lattice; their
viewpoint and their focus shift as they go from one space to the next.
(Fauconnier 1997: 38)

The Base is thus the starting point for a new space construction, while the Focus is the
space which is then internally structured in the process of discourse comprehension.
The “‘Viewpoint’, briefly described by Fauconnier in the quotation above, can then be
seen as the space from which all other spaces are accessed. To give an example of this
system in use, consider the following sentences:
Joanna can’t fly. She believes  she can fly, but she can't.
BASE VIEWPOINT FOCUS BASE

This sequence begins with a Base space, in which ‘Joanna can’t fly’. A projected space
is then created by the verb construction ‘she believes’, with the resulting space’s
contents becoming the Focus of the discourse. Joanna’s belief system, described in this
Focus space, is also the Viewpoint from which the other spaces are accessed: for

example, in the final shift from the projected space back to the Base.
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The close resemblance between the structure and genesis of Fauconnier’s mental spaces
and those of Werth’s text worlds is discussed in further detail in section 3.2.1 of this
thesis. At this point, however, it is important to outline some of the reasons behind
Werth’s eventual rejection of Fauconnier’s theory as a satisfactory model of discourse
processing. Once again, Werth takes issue with the sentence-level analysis upon which
Mental Space Theory is based, echoing his criticisms of possible worlds semantics,

cognitive psychology and the cognitive linguistic models discussed above. He argues:
... given the cognitive principles underlying [Mental Space Theory]... one would expect it
to apply principally to discourses, and only secondarily to sentences, since the latter are
merely practical components of the former, and in cognitive terms do not occur without the

deictic terms which make them part of discourses.
(Werth 1999: 70)

Werth acknowledges that Fauconnier, at least, does make some gesture towards a

discourse-level application of his theory, as exemplified below:

There is a long tradition in grammar and in philosophy (of the non-continental variety) to
take the sentence, in isolation, as the basic object of study... Theories developed for
fragments seldom extend to the general case, and, what is worse, they lead to improper
partitioning of the data... The study of mental space phenomena... attempts to break out of
this mold by focusing on linguistic generalization.

(Fauconnier 1994: xix-xxiv)

However, Werth also points out that, in practice, Fauconnier limits his analysis to
synthetic, single-sentence examples, ‘albeit sometimes with some declared context’
(Werth 1999: 77). These contexts, Werth (1999: 91) argues, bear a striking resemblance
to the sets of repetitious sentences commonly used in EFL exercise books to give a
pseudo-discourse impression. As a result, mental spaces appear to be conjured ‘rather

like rabbits out of a hat’ (Werth 1999: 77).

A typical example of Fauconnier’s construction of such ‘pseudo-discourse’ can be

found in the following extract:

Suppose a movie is made about Alfred Hitchcock’s life; the main role (Hitchcock) is
played by Orson Welles, but Hitchcock himself plays a minor role (the man at the bus

stop).
(Fauconnier 1994: 36)
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In this case, the ‘context’ is nominated solely in order for Fauconnier to be able to
discuss multiple connectors in the sentence, ‘Hitchcock saw himself in that movie’. It
could, therefore, be argued that mental spaces are as guilty of being ‘both over-specific
and under-specified’ (Werth 1999: 70) as possible worlds have been shown to be in
section 2.1.1 above. In Fauconnier’s defence, it is worth pointing out that, in his own
use of it, Mental Space Theory functions as a heuristic device for solving logical
problems, rather than as an all-encompassing explanation of how we process discourse.
As with possible worlds semantics, then, it is likely that Werth finds Mental Space
Theory lacking as a result of differing aims and objectives, rather than because of any
fundamental flaw in the model itself. Even with this possibility in mind, however, one
puzzling question remains regarding Mental Space Theory. Given the obvious logical
emphasis of the mental space project, we might ask why Fauconnier invokes the notions

of discourse and context in the first place?

2.3 Review

This chapter has traced the origins of and influences on Werth’s text world approach to
discourse study to the notion of ‘possible worlds’ presented by Leibniz in the eighteenth
century. The further development of that concept, both in 1970s logic and philosophy
and in contemporary literary theory, has also been examined. In both cases, although
choosing to adopt the ‘worlds’ metaphor at the heart of all possible worlds theories,
Werth finds the minimalistic nature of the worlds they examine an unsatisfactory basis
on which to found his own approach. The cognitivist tradition in which Werth prefers to
locate Text World Theory has been examined in detail throughout the latter sections of
this chapter. In particular, the models of human knowledge structures proposed by

schema theory and Al research, as well as the ‘mental models’ of cognitive psychology

61



and the ‘ICMs’, ‘frames’ and ‘mental spaces’ of cognitive linguistics, have been put
forward as central influences on Werth’s development of his own framework for a
deeper understanding of human discourse processing. Both the main tenets and the

possible shortcomings of each approach have been examined and discussed.

With the basic methodological foundations for the formulation of Text World Theory
thus established, in Chapter Three of this thesis I now investigate how a range of
components from each of the influential disciplines examined above manifest
themselves in Text World Theory itself. Chapter Three therefore provides a detailed
exposition of Werth’s own framework and explores the means by which Werth seeks to
address those flaws so far identified in preceding cognitive and linguistic models. The
basic mechanics of each of the three main levels of Text World Theory are examined

and discussed alongside an exemplary application of the framework to a literary text.
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Chapter Three Text World Theory

3.0 Preview

This chapter provides a detailed exposition of the mechanics of Text World Theory,
informed by the examination of Werth’s influences and contemporaries presented in
Chapter Two. The chapter is initially divided into three main sections, corresponding
with the three world-levels of the theory: the discourse world, the text world, and the
sub-world. Together, these sections offer an investigation into Werth’s unique
adaptation of the ‘worlds’ metaphor as a means of explaining the conceptual space in
which human beings process and understand discourse. With the theoretical foundations
of Text World Theory thus established, section 3.4.0 goes on to explore Werth’s own
typical use of the text worlds approach. A practical demonstration of the basic tenets of
Text World Theory at work is provided in the preliminary text world analysis of an
extract from Paul Auster’s (1992) novel The Music of Chance in section 3.4.1. Section
3.4.2 then explores Werth’s further adaptation of his framework to explain the
phenomenon of extended literary metaphor. An extended analysis of The Music of
Chance as a whole is then presented in section 3.4.3, as a means of assessing the
benefits and limits of this type of text world application. Throughout the chapter, key
problematic areas of Werth’s approach are outlined in preparation for their further

exploration in Chapter Four.

3.1.0 The Discourse World
Werth offers a provisional definition of the discourse world as the immediate situation

surrounding at least one speaker or writer and one or more listeners or readers
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participating in the ‘joint venture’ (Werth 1995a: 51) of communication. To a certain
extent, the discourse world can be seen to correspond with the notion of the ‘actual
world’ in the moderate realist tradition of possible worlds semantics (discussed in
section 2.1.0 above), insofar as it is the actualised state of affairs from which all other
possibles derive. As we have already seen in section 2.1.1 above, however, Werth is not
content to limit his understanding of states of affairs to the simplified definition of ‘an
arrangement of objects, individuals or things having various properties and standing in
various relations to one another’ (Bradley and Swartz 1979: 7). His central concern is
not with the stipulation of minimalistic worlds for the purposes of logical analysis, but
with the provision of a comprehensive model of human discourse production and
reception. Chapter Two also demonstrated Werth’s belief that his commitment to this
enterprise demands an account of states of affairs which bears the same complexity that

speakers and hearers recognise in the real world.

To achieve this, Werth begins by distilling each state of affairs into smaller, constituent

parts, or ‘situations’. Thus:

A situation is a particular kind of state of affairs, in which the time and place are held
constant (or rather — since time is continuously progressing — are held in tandem). So a

series of situations will make up a state of affairs.
(Werth 1999: 68)

Werth claims that this refinement enables him to overcome those problems of under-
specificity encountered by possible worlds semantics and described in section 2.1.1
above. It renders the world under scrutiny manageable and analysable without reducing
its content. Imagine, for example, a state of affairs as analogous to a piece of video
footage. The footage necessarily unfolds over a period of time, during which the
relationships between the entitigs and objects portrayed is constantly shifting. To

attempt to analyse the film as a whole would be impossible without at least some degree
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ofreduction and generalisation. Approaching the subject matter scene by scene, or even
frame by frame, however, enables a localised analysis which captures the complexity of

the state of affairs in its entirety.

Werth also stresses the importance of the presence of sentient beings in the discourse
world, known as the participants at this level of the theory. He argues that situations are
not simply collections of entities at a certain place and time, but rather are 'states of
affairs conceived of by participants’ (Werth 1999: 84, original emphasis retained). He

adds:

Situations do not occur in a conceptual vacuum: they are given their situational status by an
act of human will. We can conceive of situations without any humans in them - but we
cannot conceive of unconceived-of situations. The very notion of situation, then, is an
experiential notion, and any kind of theory of situations other than an experientialist one

must be incoherent.
(Werth 1999: 84)

Thus, an arrangement of elements including inanimate objects but no human beings
would not constitute a situation under Werth’s criteria. A real situation must contain at
least one participant in order for the existence of the other inanimate elements involved
to be realised. Furthermore, Werth insists that the discourse world contains not only the
participants and what they can perceive in their immediate surroundings, but also ‘what

the participants can work out from their perceptions’ (Werth 1999: 83). He goes on:

In order to interpret and make sense of that [sensory] input, we must be able to classify
these ‘percepts’ (as psychologists call them). In order to do that, we must be able to call
upon the knowledge we already have stored away from previous experience... This means
we, the participants, have to be able to recognise qualities, both perceivable and non-
perceivable, and infer relationships between things which we have previously been able to
distinguish as entities (including also memories of approaching this type of object and

seeing it from different viewpoints at different times).
(Werth 1999: 83)

These specifications highlight the inter-subjective (as opposed to objectivist) focus of
Text World Theory and position it firmly within the cognitivist tradition described in
Chapter Two. Indeed, Werth (1999: 50) offers ‘Cognitive Discourse Grammar’ as an
alternative term for his approach.
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Werth is also keen to emphasise, however, that he views discourse as ‘the combination
of a text and its relevant context’ (Werth 1999: 47), and he argues that the notion of
context has yet to be systematically approached by any of the central proponents of

cognitive linguistics. Werth points out:

Like democracy, discourse is universally assumed to be a Good Thing, but as also with
democracy, very few are prepared to go out of their way to approach it. Indeed, even those
who apply experientialist ideas most consistently tend to avoid direct confrontation with the
horrors of context.

(Werth 1999: 46)

The considerable practical implications of Werth’s commitment to addressing this gap
are evident in his illustration of the discourse world (1995a: 52), adapted and
reproduced in Figure 3a below. Here, the situation surrounding the participants engaged
in face-to-face communication is shown to include not only their immediate perceptions
but also such abstract notions as beliefs, hopes, dreams, and so on. Werth admits that
the discourse context initially appears to incorporate ‘no less than all the information
available in principle to the human race’, and he concedes, ‘small wonder, then, that so
many people have fought shy of attempting to deal with the notion in any systematic

way’ (Werth 1999: 117).

BELIEFS MEMORIES
KNOWLEDGE

PERCEPTIONS
HOPES ______ | . IMAGINATION

® ®

immediate situation

DREAMS INTENTIONS

Figure 3a. The Discourse World
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However, Werth maintains that Text World Theory provides the methodological means
necessary to account not only for the structure of the text itself but for the context
surrounding its production and interpretation as well. His framework, he claims,
incorporates ‘current knowledge concerning the cognitive processes of information
handling, storage and retrieval, the social principles of co-operation and purposefulness,
and the pragmatic conditions of coherence and relevance’ (Werth 1999: 17). In the
following sub-sections, I will deal with the latter of these areas first, with an
examination of the negotiated nature of the discourse world in section 3.1.1. This is
followed by a discussion of the role of human knowledge and experience in Werth’s

model of discourse processing in sections 3.1.2 and 3.1.3.

3.1.1 Negotiation
In explaining his position as a discourse linguist, as opposed to a fext linguist, Werth
places great emphasis on the precise differences between those terms, ‘text’ and

‘discourse’. He states:

A text is to a sentence as a discourse is to an utterance. That is to say, a text, like a
sentence, is somewhat of an abstraction which is made for the purposes of analysis. What it
is abstracted from is its context... texts do tend to be written... although that is not the
important thing about them. What is important is that they have been abstracted away from
the real-life situation in which they occur, for one purpose or another.

(Werth 1999: 1, original emphasis retained)

As a discourse linguist, then, Werth believes he must necessarily account for the nature
and structure of context as thoroughly and systematically as that of the text to which it is
inextricably linked. Indeed, Werth gives precedence to the ‘real-life situation’, using its
pragmatic structure as a prototype for every level of Text World Theory. More
speciﬁcally, while Werth stresses that his Cognitive Discourse Grammar extends to all
language situations, from telephone conversations to written communication of all

types, the situation surrounding the participants in a face-to-face conversation, depicted
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in Figure 3a above, constitutes the basic language event upon which Werth’s framework

is based. He explains:

[conversation] represents our prototypical use of language: it is, in other words, the basic
discourse-type — socially, historically, statistically. This is particularly important for the
concept of negotiation... The face-to-face, turn-taking, open-topic kind of activity we call
conversation serves as the model for this process of negotiation, and may usefully be
extended to non-prototypical language uses such as conversations-at-a-distance, monologue
and written language.

(Werth 1999: 85, original emphasis retained)

Werth argues that all discourses are consciously and purposefully initiated, although he
does make exceptions for marginal cases such as automatic writing and talking in one’s
sleep (Werth 1999: 51). He points out that discourses are not simply a series of
randomly generated sentences but are ‘mutual attempts to negotiate a Common Ground’
(Werth 1999: 49). The exact nature of this Common Ground will be explored in section
3.1.3 below. It is Werth’s concept of ‘mutual negotiation’ which concerns us for the

moment.

In keeping with his conversation prototype, Werth argues that the interaction between
the participants involved in the discourse is governed by a set of pragmatic meta-
principles, which he terms ‘the principles of discourse’ (Werth 1999: 49). These are as

follows:

(i) Communicativeness (informativeness): discourses should normally be assumed to be
purposive, and to be efficient in prosecuting their purposes, unless there is evidence to
the contrary.

(ii) Coherence... except in pathological cases, entities, events and propositions are not
introduced into the Common Ground superfluously...

(iii) Co-operativeness (responsibility, authoritativeness and reliability): the participants in
a discourse tacitly agree to jointly negotiate a CG [Common Ground] as efficiently as

is consistent with the other principles.
(Werth 1999: 49-50, original emphasis retained)

The similarities between this list and the following maxims from Grice (1975) initially
appear striking:

QUANTITY... I.Make your contribution as informative as is required (for the current
purposes of the exchange).
2.Do not make your contribution more informative than is required...
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QUALITY... 1.Do not say what you believe to be false.
2.Do not say that for which you lack adequate evidence.

RELATION... 1.Be relevant.
MANNER... 1. Avoid obscurity of expression.
2. Avoid ambiguity.
3. Be brief (avoid unnecessary prolixity).

4. Be orderly.
(Grice 1975: 45-46)

A more detailed analysis of Werth’s teminology, however, reveals some re-working of
Grice’s model. Werth’s first principle, communicativeness, for example, can be seen to
subsume Grice’s maxims of Quality and Quantity. Under the second principle,
coherence, Werth explains that propositions can be considered coherent if they fit their
context” (Werth 1999: 51), a requisite suggestive of the maxims of both Relation and
Manner. The discourse principle of coherence is obviously reminiscent of related
‘relevance theory’, which is discussed in detail in section 3.1.3 below. However,
Werth’s addition of a third, apparéntly all-encompassing principle, co-operativeness,
appears to be an attempt to incorporate Grice’s super-maxim of the same name
alongside his other principles. Indeed, Grice’s explanation of the necessity of the co-

operative principle bears a strong resemblance to Werth’s later re-working of the model:

Our talk exchanges do not normally consist of a succession of disconnected remarks, and
would not be rational if they did. They are characteristically, to some degree at least, co-
operative efforts; and each participant recognises in them, to some extent, a common
purpose or set of purposes, or at least a mutually accepted direction. This purpose or set of
purposes might be fixed from the start (e.g., by an initial proposal of a question for
discussion), or it may evolve during the exchange; it may be fairly definite, or it may be so
indefinite as to leave very considerable latitude to the participants (as in a casual
conversation). But at each stage, SOME possible conversational moves would be excluded
as conversationally unsuitable. We might then formulate a rough general principle which
participants will be expected (ceteris paribus) to observe, namely: make your
conversational contribution such as is required, at the stage at which it occurs, by the
accepted purpose or direction of the talk exchange in which you are engaged.

(Grice 1975: 45, original emphasis retained)

Despite a number of cosmetic alterations, then, for both Grice and Werth co-operation
nevertheless forms the underlying, default principle for all communication, against

which background any further conversational implicatures arise (see Eelen 2001 and

Toolan 1996 for an opposing viewpoint).
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The ease with which Werth claims to be able to map the conversation prototype onto all
other forms of language, however, raises a number of questions. Not least, Werth’s
assumption that the relationship between the author of a written text and that text’s
reader will be as necessarily co-operative as that between conversation participants
would seem somewhat simplistic. This possibility is further demonstrated and explored
in Chapter Four of this thesis. Furthermore, while Werth chooses the situation
surrounding participants communicating face-to-face as his exemplary illustration (see
Figure 3a), the discourse world involving the reader of a novel in the year 2001 and its

writer in 1901 would certainly be more difficult to reproduce. As Werth notes:

The discourse worlds of written texts are almost always split: since the writer and the
readership occupy different spatio-temporal points, there will certainly be very little which
is mutually perceivable. So even if the writer is writing about his/her discourse world, this
won’t correspond to anything in the reader’s discourse world.

(Werth 1995a: 54-55)

So how significant can the immediate situation be during our processing of a novel
which makes no reference to the chair in which we sit, or the dog at our feet, or to the

situation surrounding the author at the time of writing? Werth himself admits:

There’s a parallel discrepancy here between the text-function for the writer and that for the
reader: what is recapitulative for the writer may be informational for the reader, and so on.
However, the immediate situations, respectively, of writing and reading are presumably less
important in such cases than the shared baggage of cultural assumptions, general
knowledge etc. — collectively known as frame knowledge.

(Werth 1995a: 55)

The nature and importance of this frame knowledge is explored in the following section
of this chapter. For the moment, however, following Werth’s admission of the limited
relevance of the immediate situation in written communication, the question persists as
to why he continues to place such importance on its pragmatic structure as a prototype
for all other discourse processing. This question is all the more perplexing given the fact
that Werth’s own use of Text World Theory is entirely limited to written texts and,
despite considerable gesturing towards the adaptability of the framework as a tool for

pragmatic analysis, Werth never attempts such an application himself.
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3.1.2 Knowledge
With the pragmatic configuration of the discourse world defined, Werth goes on to

examine the role of participant knowledge in the production and reception of discourse:

The informative mode of language involves the transfer of propositions from exclusive
speaker — or hearer — knowledge into shared knowledge. This means that communication
consists of the transfer of knowledge ‘possessed’ by only one of the participants into their
shared knowledge area, i.e. into the knowledge of all the participants.

(Werth 1999: 95, original emphasis retained)

The separate domains of knowledge Werth is describing here are illustrated in Figure 3b
below (adapted from Werth 1999: 94). The process by which knowledge is transferred
from the speaker-only, or hearer-only, knowledge-base to the domain of mutual
knowledge is known as incrementation and will be discussed further in section 3.1.3
below. For the moment, however, let us focus on the precise nature of the knowledge

being exchanged during the discourse process.

SHARED KNOWLEDGE
"

MUTUAL

WHAT
SPEAKER (private)
KNOWS

Figure 3b. Participant Knowledge
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Werth divides the knowledge-bases of both speaker and hearer into two initial
categories; ‘general knowledge’ and ‘mutual knowledge’. He defines general
knowledge, first of all, as consisting of ‘all that information which is in principle
available to individuals by virtue of their membership in various larger social
groupings’ (Werth 1999: 96). This general knowledge is then separated into two further
categories; ‘linguistic knowledge’ and ‘cultural knowledge’. Linguistic knowledge,
Werth explains, is characteristically analytical. He takes issue with the generative
linguistic view of language as an autonomous cognitive system by arguing that the links
between cultural and linguistic knowledge ‘are multifarious and complex... all cognitive
systems are interlinked, in that all may provide input for each other’ (Werth 1999: 98).
Cultural knowledge is all of the remaining non-linguistic information available, in
principle, to members of a particular society, although not all members will have the
same degree of access to it. It is characteristically open-ended, due to the fact that new
cultural information is constantly being generated and made available to participants,/
and also contingent, in so far as it is not logically necessary and could have been

otherwise.

Werth classifies mutual knowledge as all that information which is exchanged between
participants during the discourse. He stresses that this type of knowledge is a result,

rather than a part, of the incrementation process. He explains:

Mutual knowledge consists, in principle, solely of knowledge shared by, and available to,
the participants in the discourse under scrutiny. It may come from the discourse so far, or

from previous discourses.
(Werth 1999: 98)

Werth refers to Sperber and Wilson’s (1986) notion of mutual manifestness as a
sufficient explanation of the system by which participants are able to interpret each

other’s allusions correctly during the discourse process. This is to say that participants
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make interpretative decisions based on assumptions about one another’s cognitive
environments, or the set of facts potentially available to each person’s awareness.

Sperber and Wilson give the following example:

Suppose Peter and Mary are looking at a landscape where she has noticed a distant church.
She says to him:

(49) I’ve been inside that church.

She does not stop to ask herself whether he has noticed the building, and whether he
assumes she has noticed, and assumes she has noticed he has noticed, and so on, or whether
he has assumed it is a church, and assumes she assumes it is, and so on. All she needs is
reasonable confidence that he will be able to identify the building as a church when
required to: in other words, that a certain assumption will be manifest in his cognitive

environment at the right time.
(Sperber and Wilson 1986: 43-44)

Within his own framework, Werth terms that part of mutual knowledge derived from
the elements immediately manifest to the participants as ‘perceptual knowledge’. He
differentiates between this and ‘experiential knowledge’. He argues that the latter
consists of those situations in the memories of the participants in which they both know

they have directly participated or with which they have some other indirect connection.

Werth also distinguishes between the modes through which the various types of
knowledge described above are expressed and, again, proposes two main categories: the
‘propositional mode’ and the ‘functional mode’. He claims that each of his four
categories of knowledge — linguistic, cultural, perceptual and experiential — can be
propositional in nature, and that knowledge in this mode tends to be consciously
acquired and retrieved. Werth (1999: 101-102) gives numerous examples of the sorts of
‘facts’ propositional knowledge may express, including:

Belgium is a kingdom — cultural

A bachelor is an unmarried male adult human — linguistic
There is an echo in this building — perceptual

Speaker went to hearer’s wedding — experiential

~ All four types of knowledge can also be functional in nature. In essence, this mode

consists of a set of acts, either directed towards a particular goal or undirected, and
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either physical or conceptual in nature. Werth (1999: 102) gives several examples of
each, in which conceptual activities are marked C and physical activities are marked

with P. These include:

Cultural C Diagnosing an illness.

P Tying a shoelace.
Linguistic c/p Formulating a report.

P Articulating an utterance.
Perceptual C Listening out for the postman.

C/p Checking the quality of a wine.

Experiential C Recognising faces.
C/p Learning to drive.

We should notice that several examples involve aspects of both conceptual and physical
activity. Werth also points out that functional knowledge can often be ‘turned into’
knowledge in the propositional mode, the teaching of any skill being a prime example

of this transition.

Following Fillmore (1982, 1985), whose work has already been discussed in section
2.2.4 above, Werth claims that the composite structure of knowledge is essentially
frame-based. However, as we have also already seen in section 2.2.4, he remains
dissatisfied with Fillmore’s explanation of what exactly constitutes a frame. Werth
argues that one can come to an intuitive understanding of frames based on the numerous
lexical examples Fillmore offers, but that these examples can at best provide only a
fuzzy-edged idea of what a frame actually is. He also takes issue with Lakoff’s (1982:
48) characterisation of frames as both generalised and experiential, arguing that human
beings do not experience generalisations but rather that ‘generalisations are the result of
abstract cognitive processes applied to material gained from experience’ (Werth 1999:
110). Werth proposes that this material is made up of repeated encounters with real-life

situations. He explains:
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The single experiences which make up the set from which the frame is distilled are
situations which... represent actual phenomena. These situations will not be identical to
each other; but they must be sufficiently similar to count as recurrences of something
previously experienced. At a certain point (perhaps after as few as two such experiences),
they fuse into a situation-type. It is to the situation-type that the frame is related — indeed
perhaps situation-types are rudimentary frames.

(Werth 1999: 111, original emphasis retained)

Werth emphasises, however, that frames are not created simply from repeated situation-
types. The semantic and pragmatic complex which the situation-type becomes as it
gathers more and more variation must also gain influence from the participant’s cultural

knowledge-base. As Werth argues:

When a situation is expressed in propositions, each one is also accompanied by relevant
information from the participant’s knowledge store. We can therefore see that when this

happens often enough to set up a pattern, we get a frame.
(Werth 1999: 112)

Frames, then, represent complexes of situation-types and background knowledge. How
this knowledge is divided up and deployed during the processing of discourse is

explored in the following section of this chapter.

3.1.3 Common Ground
We have already seen that Werth views all communication as a mutual attempt to
negotiate what he calls a Common Ground (CG), for which Werth offers the following

provisional definition:

Common Ground:
the totality of information which the speaker(s) and hearer(s) have agreed to accept as

relevant for their discourse
(Werth 1999: 119)

The act of negotiating this information takes place within the discourse world, the
pragmatic configuration of which has been set out in section 3.1.1 above. We have also
seen that the discourse world contains not only the participants and their immediate
surroundings, but also the personal and cultural background knowledge they bring with
them to the language event. Werth points out, however, that not all of the knowledge

potentially available to participants will be needed during the discourse. Only selected
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information will be added to the CG by a continuous updating process, known as

‘incrementation’.

Werth offers the following explanation of incrementation and how it works:

In text-processing, each Current Proposition (CP) is linguistically interpreted, the final
stage of which is the coherence mechanism which relates the ‘raw proposition’ to the
inferencing mechanism and the knowledge-base, and specifically, knowledge of the
accumulated CG. Incrementation then adds the current CP to the current CG, together
with the additional ‘annotation’ of evoked knowledge.

(Werth 1999: 131, original emphasis retained)

The grounds upon which the CP is selected (or not) for incrementation are based, to
some extent, on the truth or falsity of that proposition. We have already seen some of
the difficulties involved in traditional logical approaches to truth identified and
discussed in section 2.1.0 and 2.1.1 above. Werth (1999: 131) gives the following
further examples of propositions for which the assessment of truth is problematic:

e My wife is the most beautiful woman in the world.
¢ George is a genius.
e Godis Love.

Werth argues that possible worlds semantics offers some solution and can easily
account for the truth-value of imaginary or abstract sentences, and indeed for each of
the examples above, with reference to the particular world defined by the discourse.
However, Werth also points out that the problem of indeterminacy still exists even
within a multiple-world model of truth. He gives the example of a world containing
proposition (1), in which it is possible to determine that further propositions (2) and (3)
are true and (4) is false. The truth-values of (5) and (6), however, are not easy to

ascertain with the same degree of certainty.

1. Hobbits are round and fat, and live in holes in the ground.
2. Hobbits exist in this possible world.

3. Hobbits are living creatures.

4. Hobbits are thin.

S. Hobbits are stocky.

6.

Hobbits are jolly and like to tell jokes.
(adapted from Werth 1999: 132-133)
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Although the last two propositions seem reasonable, it is not possible to say whether
they are definitely true-or false. Werth, then, prefers to approach truth assessment from

a different perspective, that of probability.

100% 0%
Certain Probable Possible Improbable Impossible
(true) (likely to be true) | (could be either | (likely to be false) (false)

true or false)

EVIDENCE DEGREES OF NO CLEAR DEGREES OF NEGATIVE
AND RESULTS EVIDENCE DECISION CAN NEGATIVE EVIDENCE OR

OR LOGICAL BE MADE EVIDENCE LOGICAL
NECESSITY IMPOSSIBILITY

Figure 3c. Scale of Probability

Figure 3c above (adapted from Werth 1999: 133) illustrates the scale upon which a
proposition’s probable truth can be assessed, ranging from 100% probable, or certain, at
one end to 0% probable, or impossible, at the other. Werth (1999: 134) explains the
reasons for his departure from traditional notions of truth and falsity as being based on
the context-sensitivity of truth. He cites numerous examples from such disciplines as
medicine, mathematics and physics, where analytical truths often turn out to be not
quite as concrete as they first appeared and are frequently superseded by new

discoveries and developments. He argues:

‘Analytically True’ often means ‘true at this moment, or in the present state of our
knowledge, or for present purposes’, which is significantly different from the rigorous
objectivist picture of analytic truth as an immutable property of certain propositions,
irrespective of physical circumstance or human interaction.

Contingent truths, on the other hand, are susceptible to circumstances. Thus, the inclusion
of contingent truths into logic opens up logic to the inclusion of context. Contingent truths
are cognitively respectable, since they are subject to human experience and intervention.
This means that the seditious definition of ‘Analytically True’ given above as ‘true at this
moment, or in the present state of our knowledge, or for present purposes’ is (part of) the

normal definition of ‘Contingently True’.
(Werth 1999: 134-135, original emphasis retained)
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By this reasoning, Werth argues that many so-called analytical truths are actually
contingent. He also points out a further practical problem regarding truth assessment,
specifically the need to take into account the reliability of the author or speaker of the

proposition under scrutiny. He argues:

.. in practical terms, it seems not to be sentences, or even propositions, that have truth-
values or probabilities, but utterances, i.e. propositions in contexts of situation... [this
means] that the truth or probability which we loosely attribute to a proposition has actually
to be assessed relative to certain properties of the context it is in.

(Werth 1999: 135, original emphasis retained)

Perhaps the most important factor in this context-sensitive assessment is the perceived
authority the speaker has on his or her chosen subject. Parallel to the scale of probability
in Figure 3c above, Werth (1999: 135) proposes a second scale by which such a

judgement is made, reproduced in Figure 3d below.

100% 0%
Highly Fairly Middling Low No
authoritative authoritative authoritative authority authority

Figure 3d. Scale of Authority

Werth suggests a number of means by which hearers may conclude where on the scale
of authority a particular speaker belongs. As well as the function they have within the
discourse, speakers will also hold various social roles and individual properties, many of
which will be part of the mutual knowledge of the discourse participants and may thus
affect how their authority is perceived. Werth further suggests an amalgamation of the
notion of power presented in social psychology (e.g. Brown and Gilman 1968,
Fairclough 1989) and Milroy’s (1987) theory of Social Networks. Thus, any connection

within a network will also hold a certain power relationship, resulting in three possible
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types of connection: unequal power (— or <); equal power with respect to a mutual
connection (e.g. power over a third person) («<>); or equal power with respect to each

other (e.g. equal lack of power) (—). Werth gives the following example:

... as an amateur gardener of somewhat patchy accomplishment, I might exercise authority
on the subject of gardening in my role relationship with Joe Bloggs, a lifelong inhabitant of
a high rise in Hackney, whereas in my role relationship with, say, the Head Horticulturist at

Kew Gardens, my gardening authority is zero.
(Werth 1999: 137)

Under Werth’s approach, authority is not an inborn property of a particular individual,
who either has it or has not. Rather, authority is a function of whatever role relationship

is in place between participants during a particular discourse.

A further possible explanation of the incrementation process is that offered by relevance
theory, the main proponents of which are Sperber and Wilson (1986) (see also
Blakemore 1987, 1992). Originally derived from Grice’s (1975) maxim of Relation (see
section 3.1.1 above), relevance theory takes the following principle as the basis for its

all-encompassing model of human cognition:

Principle of relevance
Every act of ostensive communication communicates the presumption of its own optimal

relevance.
(Sperber and Wilson 1986: 158)

According to Sperber and Wilson, when speakers produce an ostensive stimulus — a
stimulus that is intended to be perceived as relevant (e.g. an act of speech, or a physical
gesture) — hearers automatically presume it to be so. A kind of cognitive trade-off then
ensues, during which the effort needed to process the communication is weighed up
against its cognitive effects. As a result, the hearer will only commit that amount of
cognitive effort needed in order to process the information to a level of optimal
relevance. Werth (1999: 138) gives the following literary example for his analysis of

relevance theory at work:
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MEG: Was it dark?
PETEY: No, it was light.
(Pinter 1960: 10)

Here, Petey’s answer ‘no’ is highly relevant, since it provides all of the information
demanded by the question and requires little cognitive effort to process. His further
expansion ‘it was light’, however, according to relevance theory, is of very low, if not
zero, relevance. Yet Werth notes that Sperber and Wilson at no point make clear how
one is supposed to assess such degrees of relevance in the first place, and further raises
the question of the lack of attention paid to the meaning of such utterances under the
relevance theory approach. He argues that while the expansion ‘it was light’ may be
deemed of little relevance, it is still more relevant than if Petey had given an answer
with no semantic connection to the question, such as ‘it was pink lace’ or ‘it was

amazing’ (Werth 1999: 139).

Werth claims that the notion of context ‘receives surprisingly cavalier treatment in the

Sperber and Wilson approach’ (Werth 1999: 139) and objects to their definition:

The assumptions left over in the memory of the deductive device from the immediately
preceding deductive process then constitute an immediately given context in which the next

new item of information may be deductively processed.
(Sperber and Wilson 1986: 139)

He (1999: 139) argues that while Sperber and Wilson claim to be arguing against
uniquely determined context, they are in fact arguing against context being
predetermined, and he further objects to the fact that their argument is based on the

demonstration that a single conversational opening may be followed by any number of

possible outcomes. He states:

Obviously, such an approach, while it may help to elucidate various possibilities of
whatever is under scrutiny, has no more than a very limited value as an instrument of
discourse analysis or discourse explanation — since no single coherent discourse is being
examined. But since they have chosen to vary their examples in this way, they cannot claim
to have said anything about the context being uniquely determined. They have shown that it

is not predetermined, i.e. that it may vary as the discourse proceeds.
(Werth 1999: 139)
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Werth argues that, while a definition of context as the set of assumptions the
participants have in mind during the processing of discourse may be adequate in those
cases where one utterance follows on from another, it cannot explain the processing of
the changes of subject and new topics which arise during the course of perfectly
relevant conversation. Furthermore, he points out that Sperber and Wilson also
frequently confuse the concept of relevant information with news, using the following

example to illustrate his point:

... if Mary knows that Peter buys every book by Iris Murdoch, and she sees the latest one
being put on display in the local bookshop, it would be reasonable for her to say to Peter,

(63) Iris Murdoch’s new book is in the bookshops.

It may turn out that Peter already has this information, in which case utterance (63) will in

fact be irrelevant to him.
(Sperber and Wilson 1986: 159-160)

Werth argues that, while Peter may already have the information Mary offers him, he
would probably still consider it relevant in the circumstances described. Other critiques
of relevance theory include Green (1997), on problems with the application of relevance
theory to literary texts; Harvey’s (1988) anthropological critique of the cultural-
specificity of relevance theory; and Toolan’s (1996) integrationalist evaluation of the

narrowness of relevance theory’s notion of context.

Werth, then, opts for a different approach to context, his basic argument being that the
incrementation of a current proposition into the Common Ground is a ‘text-driven’
process. In order to explain this concept more clearly, it is useful to review our
understanding of the configuration of the discourse world at this stage, illustrated in
Figure 3¢ below. (This diagram originally appeared in the manuscript for Werth (1999),
but was one of many illustrations removed prior to publication due to financial
restrictions.) Each participant brings a certain amount of knowledge to the discourse
event. The set of propositions which constitute this knowledge are represented in Figure
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3e by the notation {K}. As we have already seen, not all of the participants’ knowledge
will be relevant for the processing of the current discourse. Werth explains that the tex:-
driven nature of human cognition means that those which are relevant will be defined by

the text itself and the propositions contained within it {P}. He states:

these propositions have many notional links with other propositions which are unexpressed,
but nevertheless present. Some of them {Pg} are more or less directly connected with the
expressed propositions as entailments. Others {Px}, probably the majority, are
pragmatically connected in that they relate the propositions actually expressed {P} to

speaker and hearer knowledge, {Ks} and {Ky}.
(Werth 1999: 47)

Each of these links constitute areas of potential relevance, some of which will be

activated as the text proceeds and some of which will not.

{K} {P}

{Ks}  {Ku} {Pe}  {Px}

CG

Figure 3e. Knowledge in the Discourse World

Werth (1999: 46) points out that the content of {P}is extremely limited at the start of the
discourse, as is the content of {Pg }. {Px}, however, is very large, since it represents the
intersection of {K} with only one proposition. As the discourse proceeds, then, new
propositions are introduced and {P} grows in direct proportion.{Pg} grows too, though
not always in direct proportion as some entailments of early propositions may be

blocked by later ones. {Px}, meanwhile, becomes more and more restricted, a process
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illustrated in Figure 3f below, adapted from Werth (1999: 146). As the text defines
which parts of the participants’ knowledge are needed to process the discourse, it
creates what Werth (1999: 146) terms a ‘homing-in’ effect, as the relevant area of the
knowledge-base becomes more and more specified. My application of Text World
Theory to The Music of Chance in sections 3.4.1 and 3.4.3 below provides a practical
demonstration of the principle of text-drivenness at work. The following section of this
chapter, however, now moves on to examine the precise structure of the mental
representations which result from the participants’ co-operative and text-driven

negotiation of a Common Ground at the discourse world level.

D @

After one proposition After two propositions After three propositions

Figure 3f. Text-Drivenness

3.2.0 The Text World

We have seen in section 3.1.0 above that Werth considers all acts of communication to
be deliberate attempts to negotiate a Common Ground. The pragmatic rules which
govern this negotiation have been demonstrated in section 3.1.1, with the rules which
govern the incrementation of knowledge and information into the Common Ground
described in section 3.1.2. However, the means by which the participants make sense of
those propositions advanced during the discourse remains as yet undefined. In order to

explain this area of the cognition process, Werth introduces the ‘text world’ metaphor,
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from which his approach as a whole takes its name. The text world is a conceptual space
which, as already mentioned in section 2.2.2, bears a strong resemblance to Johnson-

Laird’s (1983, 1988) notion of a mental model. Werth states explicitly:

I will assume... that text worlds are in fact mental models constructed in the course of

processing a given discourse.
(Werth 1999: 74)

Indeed, Werth’s entire framework can be seen to be based on Johnson-Laird’s basic
premise that ‘human beings understand the world by constructing working models of it
in their heads’ (Johnson-Laird 1983: 10). Thus, according to Werth, the participants at
the discourse world level make sense of the discourse itself by constructing a mental
representation‘ of it — a text world — in which the language at hand can be conceptualised
and understood. Where Johnson-Laird limits his analysis to single propositions,
however, Werth claims that his own primary application of the notion of conceptual
space is to the processing of entire texts. The validity of this claim is explored further in

section 3.4.0.

As already mentioned in section 2.2.4, further similarities.can also be identified between
the structure and genesis of text worlds and those of Fauconnier’s (1994, 1996, 1997)
mental spaces. As also already mentioned in 2.2.4, according to Mental Space Theory, a
projected mental space (M) can be constructed from within the participants’ reality

space (R) following a variety of different space-builders, such as

prepositional phrases (in Len's picture, in John's mind, in 1929, at the factory, from her
point of view), adverbs (really, probably, possibly, theoretically), connectives (if A then...,
either... or...), underlying subject-verb combinations (Max believes..., Mary hopes...,

Gertrude claims...).
(Fauconnier 1994: 17)

Fauconnier’s reality space can be seen to correspond with Werth’s notion of a discourse

world; the projected mental space with his text world; and space-builders with what
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Werth terms world-building elements, which are discussed in detail in section 3.2.1

below. However, Werth notes:

Fauconnier does not restrict [the reality space] to the immediately perceivable environment.
In his system, it appears to include all speaker knowledge, which makes it something of a -
blunt instrument, undefined, unrestricted, and unrelated specifically to M. Speaker reality is
nothing more nor less than the undefined notion of reality that has bedevilled philosophy
for centuries, and has made Possible World theory, Situation Semantics and much of formal
semantics at the end of the twentieth century unworkable.

(Werth 1999: 181)

The undefined nature of Fauconnier’s speaker reality space is particularly significant to
Werth since, in his own approach, he is keen to emphasise that the text world is
constitutionally equivalent to the discourse world from which it springs. Such a claim
demands a rigorous definition of that world in order for any clear understanding of
subsequent worlds to be achieved. Werth’s attempts to provide such a definition have
already been accounted for in sections 3.1.1, 3.1.2 and 3.1.3 above. The means by which
an equivalent richness of detail is created in the text world are the focus of this section

of the chapter.

The pragmatic constraints at work within the discourse world, identified in section
3.1.1, ensure that the contents of the text world are always negotiated. This means that,
while varying personal experience will affect the precise detail of each individual
participant’s text world to some extent, their basic structure will remain broadly within
the same parameters. Werth divides that structure into two main components,
corresponding with what he views as the two central functions of language, which he
terms the ‘informational function’ and the ‘modality function’. The informational
function, Werth argues, consists of propositional meaning or, more crudely, what the
text is ‘about’. It is made up of what Werth terms ‘function-advancing propositions’,
which will be discussed in section 3.2.2 below. The modality function of language, on

the other hand, is concerned with ‘the situating of information with respect to the
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current context’ (Werth 1999: 157), and constitutes the background against which
propositional meaning is expressed. The world-building elements which make up this

background are discussed in the following section.

3.2.1 How to Build (and Maintain) a World
Werth offers the following further division of the modality function of language, briefly

defined above:

You can situate information in terms of (i) interaction, or social relationships; in terms of
(ii) location, physical or abstract (which is then perspectivised for one participant, giving
viewpoint); or in terms of (iii) probability (including reliability).

(Werth 1999: 183, original emphasis retained)

Werth (1999: 183) calls these the ‘three levels of modality’ and argues that world-
building elements can be any of the three, depending on the type of world concerned.

He proposes a world-building principle:

World-building principle
The world-building elements used are in every case appropriate to the level of modality

currently in force.
(Werth 1999: 185, original emphasis retained)

For the moment, we are only concerned with the first two levels of modality, interaction
and location, since the probability level will be dealt with in detail in section 3.3.2
below. The discourse world, then, operates at the ‘interaction’ level, its parameters
being defined according to the principle of mutual manifestness (Sperber and Wilson
1986; see also section 3.1.3 above). This is to say that the elements that make up the
discourse world will tend to be implicit, particularly in a prototypical discourse situation
such as face-to-face conversation, since they are mutually manifest to both participants.
Werth (1999: 187) points out, however, that as discourse worlds get less and less
prototypical these elements may need to be explicitly expressed. A mobile-phone user’s
provision of the basic deictic information ‘I’m on a train’ for the benefit of his or her

co-participant is a useful example of this progression. Furthermore, Werth notes:
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A written discourse will often go to considerable pains to make this kind of information
available (consider all those novels which begin: ‘ds I write these pages, fifty years have
passed since the tumultuous events I shall shortly describe. Sitting here in my comfortable
apartment, it is hard to believe that...’).

(Werth 1999: 187)

Thus, the discourse worlds of written texts constitute the extreme end of the scale, in
which cases it is extremely rare for the writer and reader to occupy the same physical

space.

More often than not, the language produced, even within a prototypical discourse world,
will concern a situation which is remote in either time or space (or both) from the
mutually manifest surroundings of the participants. The boundaries of the text world
will therefore need to be established overtly, usually with one participant describing the
text world for the benefit of the other. The text world thus operates at the modality level
of ‘location’ and is further defined by Werth (1999: 80) as ‘a deictic space, defined
initially by the discourse itself, and specifically by the deictic and referential elements in

it’. He goes on to explain:

Assuming that we are at the beginning of our prototypical discourse, we need to be able to
retrieve, at least in a general way, the time, place, entities and relevant relationships

between them.
(Werth 1999: 187, original emphasis retained)

Werth provides a list of examples of deictic world-builders which may be used to

es.tablish the boundaries of a text world:

Time (¢): time-zone of verbs; adverbs of time; temporal adverbial clauses, e.g. it was a dark
and stormy night, in 1979, at two minutes past midnight on April 7" 107 seconds after the
Big Bang, as soon as John realised.

Place (/): locative adverbs; NPs with locative meaning, locative adverbial clauses, e.g. on
the table, at Lewes in the county of Sussex, there was an old barn..., where the sea meets
the sky.

Entities (c and 0): noun phrases, concrete or abstract, of all structures and in any position,
e.g. my friend Susan, these are the voyages of the starship Enterprise, a policeman who had
lost his way, the square root of -1, your attitude to market forces.

(Werth 1999: 187, original emphasis retained)
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Werth notes that time and place tend to be explicitly mentioned only at the beginning of
a discourse and, since they are not usually a central focus of the discourse as a whole,

only time will continue to be marked linguistically by means of the tense used.

Werth follows Reichenbach’s (1947) tense system, regarding verbal time expressions as
consisting of a Speech Time (ST) component, a Reference Time (RT) component, and
an Event Time (ET) component. Additionally, he argues that this system is most
productive if the separate components are viewed as being layered (see Hornstein 1977,
Rohrer 1985, and Adelaar and Lo Cascio 1985, for alternative analyses of time
expressions). Taking ST as the start point of the discourse, RT as the principal time
period of the situation concerned, and ET as the time of the actual event described,

Werth offers the following examples of these concepts:

(a) Pete had finished by 4 o’clock: .
ST (now) is preceded by RT (4 o ’clock), and both are preceded by
ET (Pete finishes) or alternatively: (ST — RT) — ET
(b) Pete will have finished by 4 o’clock:
ST (now) is followed by RT (4 o clock) and both are preceded by
ET (Pete finishes); otherwise: (ST + RT) — ET.
(Werth 1999: 169)

The important fact about these examples, Werth argues, is that the ET/RT relationship
remains the same, while the position of ST in relation to RT shifts. He advocates a

double relationship:

... the first is RT/ST, with RT capable of being Before (-), Simultaneous with (=) or After
(+) ST. This provides the basic three-way semantic time (or time-zone) distinction. The
second relationship is RT/ET; again, there is a choice between Before, Simultaneous with
or After, but now it is ET which lays this on to RT, fine-tuning the basic threeway

distinction into nine temporally related values.
(Werth 1999: 169-171)

Thus, the ST/RT relationship defines the background time-zone of the text world, while
the RT/ET relationship defines the foregrounded time. The nine temporal values, and
their related English tenses, are shown in Figure 3g below (adapted from Werth 1999:

171).
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ST/RT
precedes same as follows
RT/ET ST -RT ST=RT ST +RT

precedes Past Perfect Present Perfect Future Perfect
RT-ET

same as Past Simple Present Continuous ‘True Future’
RT=ET Past Continuous

follows ‘Future-in-the-Past’ Intentional Future (Future + adverb)
RT +ET

Figure 3g. Temporal Values and English Tenses

When ST = RT, the text world time-zone is the Present; the foregrounded situations
relate to the present situation surrounding the participants and the discourse itself is
therefore likely to be about some aspect of the discourse world. Werth also includes a
Present time-zone tense in his system which he calls the ‘Intentional Future’ and which
relates to the projection of the subject’s current state of mind. This is separate from the
“True Future’, which Werth claims ‘represents a prediction, speculation, etc., based in
the Future time zone’ (1999: 171). When ST — RT, the text world is in the Past time-
zone, and when ST + RT, the text world is in the Future. In either case, the discourse

will refer ‘into’ some text world context. Werth explains:

... the ST/RT relationship gives the general time zone (and in the text this might be
expressed by adverbs or by the preceding sentences), while the RT/ET relationship fine-
tunes the more precise time of the situation within that time zone. To represent this
layering, I bracket the notation as follows:

(ST-RT)-ET
Thus RT is established by the more deeply embedded (bracketed) part of the expression,

while ET is determined in relation to this.
(Werth 1999: 172)

The following examples of Werth’s system are adapted from Werth (1999: 172):

1. (ST=RT)=ET (Present Simple, Present Continuous)
I’m bleeding.

2. (ST=RT)-ET (Present Perfect)
I’ve finished.
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3. (ST =RT) +ET (Intentional Future)
I’m going to finish soon.

4. (ST -RT)=ET (Past Simple, Past Continuous)
John left at 4 o’clock.

5. (ST +RT)=ET (True Future)
Tomorrow will be foggy.

6. (ST —RT)-ET (Past Perfect)
John had left earlier.

7. (ST - RT) + ET (Future-in-the-Past)
John would die later that evening.

8. (ST +RT) — ET (Future Perfect, ‘Past-in-the-Future’)
John will have left by next Tuesday.

Here examples (1) to (3) all refer ‘into’ the discourse world, while (4) to (8) refer ‘into’

a text world context.

With the temporal boundaries of the text world set, and its spatial location established
by means of locative adverbs, noun phrases and adverbial clauses, entities and objects
may also be nominated as present in the conceptual space. At the text world level, any
sentient beings are known as ‘characters’ and, since the text world is constitutionally
equivalent to the discourse world, Werth emphasises that these characters should be
assumed to ‘have the same kind of rational attributes as participants’ (Werth 1999: 189).
This is a far cry from the manipulation of minimalistic symbols in possible worlds
semantics and means that characters not only lead independent conceptual lives, but that

the same logical and pragmatic principles apply to them as apply to the human beings in

the discourse world.

Werth points out that once entities and objects have been established in the text world,
the participants need to be able to keep track of how long they remain in the text world
and where they are situated in relation to others as the discourse progresses. This is

achieved by means of ‘reference-chaining’: the process of keeping entities in the active
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register of the discourse by chaining each reference to a single entity in order to
preserve continuity. The choice of anaphor used to form this chain may depend on a

number of factors, as Werth explains:

o If the entity is present in the immediate physical situation, the next link in the chain is
likely to be a demonstrative of some kind; otherwise a personal pronoun accompanied
either by a gesture or by contrastive stress. (For example: That man [speaker points]
shouted at me; She's pretty, isn’t she?)

o If the referent is first mentioned in the text (e.g. with a noun phrase), the next link in the
chain is likely to be a personal pronoun (without gesture or stress), provided that the
distance between the first mention and the next link is not too great... (For example: A
car swept by. It looked like a Maserati. Cf.: John squinted down the road. Yes, it
definitely looked like a Maserati.)

o If the distance between the textual reference and the next link is too great (roughly, if at
least a single sentence intervenes), then the link will probably be a definite NP — either a
definite form of the referent itself, or a virtual synonym, or an ‘epithet noun’ (i.e. a

hyponym or a metonym).
(Werth 1999: 158-159, original emphasis retained)

Werth goes on to point out that, if the material which interrupts a textual reference and
the next link contains a reference to another entity with the same pronoun profile, the
use of a definite noun phrase is essential to avoid ‘reference decay’. Werth (1999: 159)
makes particular reference to Cathy Emmott’s (1994, 1995, 1997) work on tracking and
maintaining character constructs in fictional worlds, which is discussed in detail in
Chapter Four. However, Emmott’s model of narrative comprehension is of such
influence on Werth’s understanding of reference chaining that at least a brief

introduction to the framework is warranted at this point.

Emmott’s approach to linguistic study in general can be seen to be in harmony with
Werth’s. Her account of narrative comprehension is not only grounded in the same
cognitive principles as Text World Theory, drawing on many of the same sources and
influences, but also places similar emphasis on the importance of a discourse approach
to human language-processing, using full, real texts (see Green 2000 for an opposing

view). Emmott explains:
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o Real text often has a hierarchical structure. A reader needs to be able to recognise this
structure in order to be able to ‘orientate’ him/herself, but also to be able to interpret
certain items at sentence level, such as pronouns.

e In real text, the meaning of an individual sentence is derived partly from the
surrounding sentences, the textual context.

e Real text requires the reader to be able to draw on stored information from the
preceding text (and general knowledge).

e Stored information from the preceding text may also be used to assist interpretation by
narrowing down the possibilities, such as when a reference item could in theory denote
several referents.

e Real text has ‘connectivity’. Sentences are organized so that they flow on from each
other and this connection is often signalled linguistically.

(Emmott 1997: 75)

Emmott proposes that readers construct mental representations of the fictional context.
These, she argues, must contain information about the physical environment and details
of the spatio-temporal location of the events being described. Emmott terms these
mental representations ‘contextual frames’ (Emmott 1997: 104), which can be seen to

be similar, if not identical, to Werth’s text worlds. Emmott explains:

I use the term ‘contextual frame’ (or ‘frame’) to describe a mental store of information
about the current context, built up from the text itself and from inferences made from the

text.
(Emmott 1997: 121, original emphasis retained)

A character becomes ‘bound’ into a contextual frame as soon as the text mentions their
presence and they may be assumed to remain bound in that frame until the text gives
any indication otherwise. Although a reader may hold information about more than one
context at a time, Emmott argues that his or her attention will usually be directed to one
in particular. She terms this process ‘priming’. Thus, the contextual frame currently
being processed, and therefore focussed upon, by the reader is the primed context, and
any characters within that context are both bound and primed. Emmott notes that even if
a particular sentence does not mention a character by name, common noun, or pronoun,
readers remain aware of their presence in the primed contextual frame from the moment
they are bound into it. She uses the terms ‘textually-overt’ and ‘textually-covert’ to
specify whether or not a character is currently being referred to by the text. The

complete set of characters mentioned during the course of the text forms what Emmott
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terms the ‘central directory’. This contains knowledge about both primed and bound
characters and bound and unprimed characters. A further set of characters, those which
are unbound and unprimed, may also be included in the directory. The reader will know
that these beings exist in the fictional world but the contextual frame to which they are

bound may be unclear at that particular point.

In his own Text World Theory framework, Werth introduces a ‘reference-crossing rule’
(see Werth 1999: 166), which sets out the reasoning process by which readers may
avoid losing track of characters’ movements and attributes. He identifies both zero
reference () and pronouns as instances where it may be easy to confuée referents,

giving the following example of ambiguity:

He sat on his stool and @ watched her as she busied herself @ clearing away the dishes and
© didn’t say anything.
(Werth 1999: 166)

The final zero is ambiguous between /e and she and Werth offers the following rule as a

recovery procedure:

Reference-crossing rule
(a) When a reference chain crosses another or decays:
(i) use an anaphor which is at least high enough on the information hierarchy to
restore the reference, or
(i) re-order the clauses to avoid the crossing or reduce the decay
(b) Information hierarchy:
Definite NP > Pronoun > (Gender > Number) > Zero
(Werth 1999: 166, original emphasis retained)

Thus, our initial example can be solved in one of two ways:

Repair Strategy 1

He sat on his stool and @ watched her as she busied herself @ clearing away the dishes and
he didn’t say anything.

Repair Strategy 2

He sat on his stool and @ didn’t say anything and @ watched her as she busied herself @
clearing away the dishes.

Further discussion of Emmott’s explanation of reference repair strategies in narrative is

presented in Chapter Four of this thesis. Section 3.3.2 below now goes on to look at the
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structure of that part of the text world which makes up Werth’s category of the

‘informational function’ of language, mentioned in section 3.2.0 above.

3.2.2 Function-Advancing Propositions

We have seen that the deictic and referential expressions, or world-building elements,
contained within a text establish the spatial and temporal boundaries of the text world
and any entities or objects which may be present. These details can be seen to form a
kind of static background against which the events of the narrative are played out.
Throughout the introductory half of his final monograph, Werth (1999) describes the
elements which make up the foregrounded ‘story’ of the text as ‘plot-advancing’, a term

borrowed from Martin Joos (1964):

A ‘plot-advancing proposition’ is a non-deictic expression which functions, for the most
part, as part of the motivation for setting up a text world in the first place: it tells the story,
it prosecutes the argument — in short, it helps to satisfy the speech act upon which the

discourse at that point is founded.
(Werth 1999: 190)

However, Werth identifies a number of shortcomings with using Joos’ ‘plot-advancing’
terminology for the more advanced chapters of Text Worlds: Representing Conceptual

Space in Discourse. He explains:

... as a technical term, it sends out too restricted a signal: it is fine for narrative texts, but
for descriptive, discursive, instructive, etc., texts, it is too limited. I therefore propose to

substitute for it the broader term ‘function-advancing’.
(Werth 1999: 190, original emphasis retained)

Within the category of function-advancing elements Werth then specifies a number of
sub-categories relating to individual text types, a selection of which are set out in Figure
3h below, adapted from Werth (1999: 191). He argues that all of these sub-categories
will be manifested propositionally within the text. This claim raises the question of the
precise nature of Werth’s understanding of what actually constitutes a proposition in the
first place. He offeré the definition of a proposition as a ‘unit of meaning’ (Werth 1999:

194), and explains:
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... unlike a semantic predicate, such as <Human>, which by itself makes no predication
(in traditional terms, ‘does not make complete sense’), a proposition is independent, in the
sense that it is a stand-alone semantic unit. This means that a semantic predicate by itself
does not say anything about its text world, no more than does the word human by itself. To
say something about its text world, a semantic predicate must be incorporated into a
proposition, just as a word must be part of a sentence, even if only a sentence implied by
the context.

(Werth 1999: 194-195, original emphasis retained)

Werth argues that, by themselves, predicates like <cat> or <table> not only have no
connection to any text world entity and, therefore, do not refer, but also do not function.
In order to function, a semantic predicate must ‘team up’ with other semantic predicates

and logical functions.

Text Type Predicate Type Function Speech Act
Narrative action, event plot-advancing report, recount
Descriptive: scene state scene-advancing describe scene
Descriptive: pérson state, property person-advancing describe character
Descriptive: routine habitual routine-advancing describe routine
Discursive relational argument-advancing postulate, conclude...
Instructive imperative goal-advancing request, command...

Figure 3h. Sub-Categories of Function-Advancers

Furthermore, Werth proposes that his definition of a situation, ‘in which some
nominated entities (protagonists and objects) were in some state or relationship at a
certain time, in a certain place’ (Werth 1999: 195), not only holds as the configuration
of discourse worlds and text worlds but of propositions as well. Following case theory

grammarians such as Fillmore (1968) and Langendoen (1969), Werth regards
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propositions as akin to a kind of ‘scenario’ containing an arrangement of objects, or an
‘event’ involving some kind of action or change of state. In traditional accounts,

however, Werth notes that

The meaning of any proposition is considered to be the conditions which give its truth-

value, and every proposition must possess a truth-value in order to be a proposition.
(Werth 1999: 196)

As we have already seen in section 3.1.3 above, there are numerous problems involved
with any objectivist attempt to establish the truth-value of a proposition, some of which

are emphasised by Werth a second time:

... predicate calculus has no machinery for taking context into account, so extensions of
constants have to be known by virtue of the proposition alone - they have, in other words,
to be ‘just known’. It is assumed, therefore, that reference is a straightforward matter of
being able to designate the extension of a constant ‘in the world’. But this assumes that
constants have an extension in the world, i.e. that they are objectively definable, and the

definition holds for that proposition whatever the circumstances of use.
(Werth 1999: 196)

Under the Text World Theory approach, however, propositions are regarded as
representations of simple situations and, as Werth points out, ‘the domain of these
situations is always a world, defined by the discourse itself’ (Werth 1999: 196). This

means that reference is always resolved at a local, context-sensitive level, within the

text world.

To return to Figure 3h above, Werth considers function-advancing propositions to be of
two main types. The first of these, to which Werth applies the broad term
‘modifications’, relates chiefly to those propositions which advance the descriptive and
discursive functions shown in the diagram. Werth is keen to distinguish between basic

world-building and more complex description, as he explains that

the distinction between world-building and description-advancing is sometimes difficult to
draw. Nevertheless, it is possible to distinguish descriptive elements which belong to the
world-building phase from those which advance the descriptive function. The former
consist of elements which establish the presence in the text world of certain entities,
including any descriptive material necessary to identify them (such as restrictive relatives);
the latter provide further modification on elements already nominated as present in the text

world.
(Werth 1999: 198)

96



Werth also identifies three further categories of description; ‘identifying’;
‘individuating’ and ‘framing’. The first of these, identifying, is part of the world-
building process, through which an entity is nominated as part of the text world.
Individuation advances the description function by providing further detail about that
entity’s nature and attributes. Finally, framing is the process by which our knowledge of

an entity is broadened yet further by the addition of information from memory.

Werth’s second classification of function-advancers, ‘path-expressions’, may denote
either a steady state, as in the case of circumstances, states and metonymies, or a change
of state, either real or abstract, as in the case of actions and processes. Werth’s choice of
terminology is not accidental and his notion of a ‘path’ is drawn directly from
Langacker’s (1987, 1990, 1991) usage as part of his ‘Cognitive Grammar’ (see also
Talmy 1978 and 1988). Briefly, Langacker’s approach can be seen to follow on from
Gestalt psychologists’ observations on perceptual prominence in human responses to
visual stimuli (see Dember and Warm 1979, Haber and Hershenson 1980). According to
their hypotheses, perception is separated into ‘figure’, or that aspect of the visual
stimulus which is most outstanding, and ‘ground’, which forms the less prominent
background. In Langacker’s model of the image-schematic structure of human
cognition, he proposes that image-schemas consist of a ‘trajector’, the most prominent
element in the configuration, travelling along a particular ‘path’, in relation to a

‘landmark’, which can be seen as a direct development of the notion of ground.

Langacker’s formula is equally applicable to both abstract and concrete motion and is

adopted by Werth, who makes explicit that he ‘will assume that all action and process
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predications, whether concrete or abstract, are path statements, i.e. mappings from a

source situation to a goal situation’ (Werth 1999: 198). He goes on to explain:

Paths may cover various kinds of source-goal relationships, from simple intransitivity
(John is snoring = ‘The entity John maps onto a situation by way of a snoring function’) to
more complex functions (John claimed that dogs didn’t like him = ‘The entity John maps
on (by a claiming function) to the situation in which no member of the set of dogs maps on
to John (by a liking function)’.

(Werth 1999: 198, original emphasis retained)

Once again, the particular significance of these specifications is discussed in further
detail during my application of Text World Theory to The Music of Chance in section
3.4.1 below. For the moment, however, this chapter now moves on to examine the third

and final layer of Werth’s text world framework.

3.3.0 The Sub-World

So far we have seen that the participants in the discourse world are responsible for the
creation of a text world in which propositions are advanced and make complete sense.
The structure and contents of this world are decided by means of negotiation. Section
3.1.3 explained the deductive processes by which the participants assess one another’s
reliability and the truth value of the propositions being expressed, and by which certain
propositions are incremented into the Common Ground. Once the fext world is
established and progressing, as set out in section 3.2.1 and 3.2.2 above, departures from
its basic world-building parameters may occur. In these instances, further worlds are
generated. They constitute the third and final layer of Text World Theory and are

known as ‘sub-worlds’.

In a similar manner to text worlds, sub-worlds may be created by the participants. In
such cases its creators are free, particularly in face-to-face communication, to question

one another’s statements and to clarify any aspect of the discourse they do not
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understand. When characters communicate within the text world, however, the
reliability of the worlds that they create cannot be assessed according to the same

criteria as those produced at the discourse world level. As Werth points out:

... as we shift our focus of attention to the text world level, it is the text world, rather than
the discourse world which provides our conceptual backcloth, and truth, probability,
reliability and relevance are calculated no longer with respect to the participants, but
instead with respect to the characters. °

(Werth 1999: 210-211)

To explain his reasoning further, Werth gives the following example of a witness in a

court case, explaining that

the witness is allowed to say that he or she has seen and spoken to a certain person, but all
references to anything reported by that person have to be discounted as hearsay. Why does
the law make that distinction? Because, in a court case, the witness, the judge, the
prosecution and defence, and the jury are all co-present: they are all participants. Witnesses
are, therefore, open to questioning about what they say — indeed this is the function of the
procedure. Furthermore, they are under oath: this corresponds to a formalisation of the tacit

principle of co-operativeness.
(Werth 1999: 214)

What a witness has seen, then, is acceptable evidence, since he or she can be
interrogated about it, but what a witness may have heard through report is inadmissible,
since the court cannot directly question the person responsible for saying it. Werth goes

on:

In terms of the court discourse world, the absent informant is not a participant but a
character. Unlike a witness, a character cannot be questioned and is bound by no oath to

comply with the principles of discourse.
(Werth 1999: 214)

This distinction is essentially founded on those notions of ‘accessibility’, originating in
possible worlds semantics and described in section 2.1.1 above. A world created by the
participants may also be ‘accessed’ by them, since they have sufficient information to
assess it for truth and to follow any inferences and reference chains contained within it.
The participants, however, are unable to access those worlds created by characters,

since they exist at a level removed from the immediate situation. The information

contained within a character world, Werth (1999: 213) argues, can only be stored for

possible future processing.

99



In accordance with this reasoning Werth makes an important distinction between

‘participant-accessible’ sub-worlds and ‘character-accessible sub-worlds’:

A participant-accessible sub-world is one in which the basic text-world parameters remain
set as they are, but the participants temporarily depart from them. Since, in the world
referred to by the text, the participants are responsible for this departure, the details remain
bound by the principles of discourse, and normal discourse processes (reference chaining,
inference drawing) continue to go through. A character-accessible sub-world is one in
which the text-world parameters are departed from under the responsibility of a character,
and hence in a way which is unpredictable and irrecoverable from the point of view of a

participant (the reader, say).
(Werth 1999: 214-215)

Figure 3i below, adapted from Werth (1999: 215), schematises accessibility between
worlds. The solid arrows in the left-hand diagram mean ‘has access’ and the dashed
arrows in the right-hand diagram mean ‘does not have access’. The left-hand diagram
shows that participants (marked P) have access to other participants, to characters
(marked C) in a text world that they have created and to sub-characters (marked (C)) in
a participant-accessible sub-world. The right-hand diagram shows that participants do
not have access to sub-characters in character-accessible sub-worlds or to any entity
more than two levels removed from the immediate situation. Characters, on the other
hand, have access to other characters and to sub-characters in either participant-
accessible or character-accessible sub-worlds. We should also note that no entity has

any upward access.

ACCESSIBILITY NON-ACCESSIBILITY
P v’ P
A
C C

©

\

© (© @

Figure 3i. Accessibility
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According to Werth, both participant-accessible and character-accessible sub-worlds
can be of three types: ‘attitudinal’, ‘epistemic’ or ‘deictic’. The following sub-sections

examine each of these conceptual structures in turn.

3.3.1 Attitude

Werth divides his attitudinal sub-worlds into three central areas of conceptual activity:
‘desire’ (or ‘want-worlds’), ‘belief” (or ‘believe-worlds’) and ‘purpose’ (or ‘intend-
worlds’). The sub-worlds related to the first of these, desire, have as their world-
building elements such predicates as wish, want, hope and dream. In order to explain
why separate conceptual spaces are needed to process these predicates, Werth examines

the following examples:

(a) Clive wants to marry a millionairess.
(b) Jill has been trying to catch a pike.
(Werth 1999: 227, original emphasis retained)

Here, two senses of the ambiguous NPs in both (a) and (b) are possible, so that either of

the following interpretations of each may apply:

(a) Sense 1 — Specific
There exists a certain millionairess who Clive wants to marry.

Sense 2 — Non-specific
Clive wants to marry any millionairess (who’ll have him).

(b) Sense 1 — Specific
There’s a certain pike which Jill has been trying to catch (for ages).

Sense 2 — Non-specific
Jill wants to catch a specimen of that particular breed — any individual pike will do.

Werth, however, casts doubt on the traditional distinction between specific and non-
specific determiners exemplified above. He argues that such examples of the
phenomenon are usually constructed using NPs which may conventionally be easily
individuated, such as marriage partners and fish. Werth then provides the following

alternative cases for consideration, which contain less easily individuated NPs:
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(a) My son wants to buy a packet of cornflakes.
(b) Bill is looking for an aspirin.
(Werth 1999: 228, original emphasis retained)

A simple change of NP, Werth argues, results in the virtual disappearance of the
specific sense. Furthermore, he once again takes issue with the sentence-isolate
viewpoint from which the specific/non-specific determiner differentiation is usually
espoused. Werth argues that, in the majority of want-class predicate cases, alleged
specific-non-specific ambiguity will not be present under a context-sensitive approach.

He explains:

Thus in the normal case, the usual example of the specific/non-specific distinction:
9. John wants to catch a fish

will be interpreted non-specifically, since it is part of our frame knowledge that fish(es) are

not usually individuated (angler’s tales and Jaws excepted, of course).
(Werth 1999: 229)

The numerous possibilities for interpretation are limited not only by the contextual
information immediately surrounding the ambiguous phrase but also by the interpreter’s
wider frame knowledge, which we have seen schematised in sections 3.1.2 and 3.1.3

above.

According to Werth, then, the specific/non-specific distinction is actually one between
existential and stipulative contexts. Existential contexts are those which conform to the
parameters of a single text world, with any entities nominated in the world-building
process being deemed to exist in that world. Individuated concepts can be seen to fit
into this category since they constitute a set of properties predicated of an entity present
in the current text world. Stipulative contexts, on the other hand, require a separate
conceptual space, a sub-world, to be established, since they describe a set of conditions
not fulfilled in the current text world. Thus, the desire predicates wish, want, hope and

dream are stipulative world-builders, as Werth explains:
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... they build a more or less remote sub-world whose function it is to state what it would
take to satisfy the desire. At its simplest, this stipulation might be that such and such an
entity should exist. More complex desire worlds may contain further conditions on the

properties to be possessed by the entity in question.
(Werth 1999: 230)

Advertisements for job vacancies provide a useful example of the sorts of fulfilment
conditions one might expect to find set out in the more complex want-worlds that Werth

describes above.

Werth’s second category of attitudinal sub-world, believe-worlds, are constructed
according to similar principles to those which inform Werth’s radical understanding of
the process of truth assessment, outlined in section 3.1.3 above. The following example

of a belief-context sentence is offered in Werth (1999) in order to explain his approach:

John believes that a Pear is better than a Banana.
(Werth 1999: 233)

The apparent obscurity of this context can be explained by the fact that this is not the
original example used by Werth in his manuscript for Text Worlds: Representing
Conceptual Space in Discourse. The names of two leading multinational computer
manufacturers were replaced with ‘Pear’ and ‘Banana’ in the final version of the text,
for obvious legal reasons. The general sense of the belief-context is not changed,
however. Werth’s argument still follows that if the proposition syntactically below the
belief predicate, i.e. a Pear is better than a Banana, has already been incremented into
the Common Ground, then the belief-predicate itself will be new information. This
would mean that not only have the discourse participants accepted the proposition, but
that the subject, John, also believes it to be true. The following further context is then

presented in Werth (1999), again with some minor editorial changes having been made:

John has used a Banana compatible all his adult life. The term customer loyalty could have
been invented for him. He has always hotly defended his computer, particularly against
what he calls ‘the Californian beach bums’ machine’ the Pear. Recently, though, several
prestigious professional magazines have put both machines through rigorous testing, for
hardware, software and user-friendliness. They concluded that a Pear was better than a
Banana on all counts. Several of John’s colleagues, including some of whose opinions he
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respects highly, have switched to a Pear, and finally, reluctantly, he was persuaded to put
one through its paces. Now John too believes that a Pear is better than a Banana.
(Werth 1999: 233-234, original emphasis retained)

Since the ‘prestigious magazines’ have already concluded that a Pear is better than a
Banana, and that information has already been incremented into the Common Ground,
the validity of the proposition a Pear is better than a Banana is not at issue here, rather

it is John’s attitude to the proposition. Werth explains:

... within the text world of [the above context], the current proposition functions to relate a
prior proposition to a new fact about John. This is not an opacity-inducing context, since it
does not concern the truth of the embedded proposition E, but the truth of the attitude A in

the matrix proposition.
(Werth 1999: 234)

In ‘world’ terms, where E is already incremented into the Common Ground, the
proposition Jokn believes that E can be regarded as function-advancing, since it simply
reports a ‘public’ element of the text world. However, a second possible context for the

sentence John believes a Pear is better than a Banana is offered as follows:

‘I’m really in a fix. I’ve got to buy the best computer available for my money, and I can’t
seem to get any sensible advice. I know there’s a Pear and a Banana, but that’s about all I

know.’
‘Well, it’s a pretty personal decision, but John believes that a Pear is better than a Banana.

He’s worked with both.’
(Werth 1999: 234)

In this case, the embedded proposition is new information and the credibility of John’s
beliefs will depend on who John is, whether a computer salesman or a technophobic
computer-illiterate. The truth value of the embedded proposition E will thus be
relativised to its context. This places E in a character-accessible sub-world, where E is
true. This sub-world is a separate conceptual space from the main text world to which

the proposition is relativised.

Werth’s final category of attitudinal sub-world, intend-worlds, relate to those speech-
acts or propositional attitudes clustered around the concept of ‘intending future action’.

Werth includes promises, offers, commands and requests as intend-world builders. He
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also acknowledges that there is some degree of overlap between intend-worlds and
want-worlds. While the fulfilment of want-worlds may involve some form of future
action, however, Werth argues that, in their case, there is no intention to carry that

action out. He goes on to explain:

Desire worlds [i.e. want worlds], as we have seen, are stipulative (when character-
accessible), that is, they operate in terms of conditions for existence, and this can just as
easily be existence of states or entities as of actions. Purpose worlds, though, are not
conditional, but to a lesser degree intentional. Purposes themselves are intentions, while
promises, commands, requests and offers involve some mixture of the speaker’s intention
and the hearer’s acceptance.

(Werth 1999: 238, original emphasis retained)

The accessibility of want-worlds is connected to Werth’s earlier tense definitions,
explained in section 3.2.1 and Figure 3g above. There, a distinction was made between
the ‘intentional future’, based in the present time-zone and relating to any projection of
the subject’s current state of mind, and the ‘true future’, based in a future time-zone and
relating to predictions and speculations. In a present time-zone text world, then, an
intentional future would create a participant-accessible purpose sub-world. Werth
(1999: 238) gives the ‘Aims of this book’ sections which open many academic
monographs as an example of such a participant world. A true future construction in a
present time-zone text world, on the other hand, would create a character-accessible

sub-world. Werth explains that

the system as briefly set out here is as seen from the point of view of us, the participants, in
our discourse world, in which the notion of intention is thought of in terms of speaker-
intention. This is the normal assumption when working with tense, aspect and modality in
the verb phrase, as with any deictic system. Speaker-intention is, then, quite normally
located within the current text world. But character-intention (that is, third-person
intention) is not a participant property, but is reported by the participants.

(Werth 1999: 238, original emphasis retained )

Since the participants have no means of vouching for the sincerity of a character’s
intentions, the content of a character want-world is necessarily only character-

accessible.
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Werth (1999: 227) acknowledges that there are many other propositional attitudes not
included in the sub-world system laid out above. However, this brief note is as far as he
goes in attempting to account for them. Even more peculiar is the lack of reference to
modality anywhere in Werth’s explanation of attitudinal expressions. Following Coates
(1983), Palmer (1986), Perkins (1983) and Simpson (1993), the attitudinal features of
language can be divided into three main categories of modality: ‘deontic’, ‘boulomaic’,
‘epistemic’, each reflecting a different speaker-attitude to a particular proposition.
Deontic modality, first of all, is the modal-system concerning the speaker’s attitude to
the degree of obligation attached to the performance of a particular action. This category
includes such modal auxiliaries as may, should and must, forming a continuum of
commitment from permission through to requirement. Adjectival and participial
constructions such as it is necessary that, you are obliged to and you are forbidden to
are also possible. Many of Werth’s purpose-worlds, and those relating to commands in
particular, would appear to fit quite comfortably into the deontic category of modality.

Consider the following examples:

You should go straight to the police.

It is necessary that we take a blood sample.

I must take this suit to the cleaner’s.

You are forbidden to stay out after eleven o’clock.
You may have another biscuit.

In each of these cases, the action being modalised can be seen to set up an unfulfilled,
future situation in much the same way as Werth describes in his explanation of the

formation of intending-future-action sub-worlds, summarised above.

Boulomaic modality broadly concerns any linguistic expression of desire. This category

includes such modal lexical verbs as hope, wish and want, making it practically

identical to Werth’s category of want-worlds. Again, adjectival and participial
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constructions are also possible, including hopefully, it is hoped that, and it is good that.

Here are some examples:

I hope that you will be happy.
He wants a new car-.

I wish you'd get lost.

It’s good that you re pregnant.

Once again, the italicised contexts stipulate the conditions by which a particular desire
can be fulfilled, in exact accordance with Werth’s own explanation of want-world
building expressions. Werth’s remaining type of attitudinal sub-world, believe-worlds,
can be seen to correspond with the final category of epistemic modality. This modal-
system will be discussed below, as part of the explanation of Werth’s approach to

epistemology.

3.3.2 Epistemology

According to Werth, epistemic sub-worlds correspond to situations which are in some
way remote from either the participants, in the case of participant-accessible epistemic
worlds, or the characters, in the case of character-accessible epistemic worlds. The
everyday notion of remoteness, of course, refers to physical distance. Not only is it
possible for us to talk about certain situations as being more or less removed from our
immediate circumstances, in such terms as ‘unfamiliar’, ‘inaccessible’ and even
‘unreal’, but we can also identify instances where a speaker may wish to remain
psychologically detached, most frequently for reasons of social politeness. Werth
(1997a, 1999) argues, however, that our understanding of these kinds of distance, which
have long been a central concern for logicians, are still based on our notions of physical
space. Figure 3j below, adapted from Werth (1997a: 249), shows how the conception of

time in language mimics that of space.
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Figure 3j. Space, Time and Epistemic Distance

The zero-point, or ‘ego’ (which Werth can be seen to have developed directly from
Biihler’s (1934) notion of the ‘origo’), is the ‘now’ of the speaker, the Reference time in
the Reichenbachian terms described in section 3.2.1 above. Past and future time-zones

are metaphorically deployed in terms of direction from that point. Similarly, our

108



epistemic system has as its zero-point the ‘actual’, or our sense of what is contingently

true. As Werth explains:

Branching off from the zero-point into the unexperienced resolution of the present situation
are an infinite number of possible futures. These correspond to possible outcomes of the
present conjuncture of events, which are in principle equal in likelihood. However, frame
knowledge, inferencing and common ground knowledge usually also help to set
probabilities for different outcomes.

(Werth 1997a: 250)

These possible outcomes are not limited to the decision-point of the actual moment, but
occur at all decision-points, past, present and future. For those in the past, we already
know how the situation turned out, but, as we have already seen in the discussion of
possible worlds semantics in sections 2.1.0 and 2.1.1 above, we are still able to

speculate how events may have differed had an alternative decision been made.

Remoteness can be expressed semantically in a number of different ways. The epistemic
modal system, which Werth does not refer to, reflects the speaker’s confidence, or lack
of confidence, in the truth of a particular proposition. Varying degrees of epistemic
distance may be expressed through epistemic modal auxiliaries such as must, could and
might, as well as certain modal lexical verbs, such as think, suppose and believe. 1t is
also possible to express epistemic distance through adjectival constructions, such as it is
certain that, it is sure that and it is doubtful that, as well as through the use of a number
of epistemic modal adverbs, including maybe, perhaps, possibly, certainly, definitely
and arguably. The epistemic modal system also includes a sub-system of ‘perception’
modality. This conveys the degree of commitment to the truth of a proposition by
reference to some form of human perception, usually visual. Examples of perception
modality include such adjectival constructions as it is clear that, it is apparent that and
it is obvious that, as well as the use of related modal adverbs such as clearly, apparently

and obviously. It should already be evident that this account of the epistemic modal
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system conflicts greatly with Werth’s own approach to the same subject. Although the
remote worlds constructed by the belief-contexts outlined in section 3.3.1 above appear
to belong to the traditional system of epistemic modality outlined above, Werth includes
them as part of his category of attitudinal sub-worlds instead. He makes no mention of

belief-contexts in his discussion of epistemic distance and the remote worlds it creates.

Werth focuses his attention on other semantic expressions of remoteness, noting, for
example, that indirect speech can be considered to be more remote than direct speech.
(Werth chooses to refer to ‘direct’ and ‘reported’ speech, following Banfield (1982), but
I will use the more familiar terminology, following Leech and Short (1981), of ‘direct’
and ‘indirect’). While an instance of direct speech will set up a sub-world, having
different deictic co-ordinates from the text world in which it occurs (see section 3.3.3
below), indirect speech is a means of further shifting the relationship between those two

worlds. Consider the following examples:

Direct: ‘I like playing golf on Saturdays’, said Jack.
Indirect: Jack said he liked playing golf on Saturdays.

Werth (1999: 241) notes that where direct speech contains the original words spoken,
the narrativised account of the indirect version moves one tense backwards, suggesting

a shift in epistemic distance rather than temporal setting.

Werth also argues that instances of politeness, including tentativeness and certain kinds
of conditionality, create epistemic sub-worlds as part of the face-preserving strategy (cf.
Brown and Levinson 1987). In cases such as these, speakers can be seen to attempt to
distance themselves psychologically from their utterances. The following are typical

examples:

(i) I'd like a biscuit (rather than I want a biscuit)
(ii) Would you be free next Friday? (rather than Are you free next Friday?)
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(iii) We could go to a show (rather than We’ll go to a show!)

Each of these can be seen to contain a conditional structure responsible for setting up a

hypothetical sub-world, as follows:

(1)  Ifyou were to offer me a biscuit, I would like one
(ii) If I were to ask you out, would you be free next Friday?
(iii) Ifyou’d like to, we could go to a show

Werth (1999: 241) also points out that, even though such implicit conditionals cannot be
applied to certain past tense structures, e.g. Did you want to speak to someone? or I was
hoping to find some work here, an implied face-preserving condition can still be

identified within them, as follows:

I wouldn’t want to presume, but it does seem to me that X (where X is face-threatening); so
assuming X, then it might be the case that Y.
(Werth 1999: 241)

Thus, X might be This is the sort of place that takes casual labour and Y might be I find
some work here. Under this analysis, X is revealed as world-defining and can be seen to

set up a remote hypothetical sub-world.

The sub-world building role of the conditionals implicit within the above examples
receives particular attention in Werth (1997a) (see also Werth 1997b). Werth examines
the classical division of conditional structures into the ‘protasis’ and the ‘apodosis’. The
function of the protasis is to set up a theoretical situation and to mark it as remote from
actuality. It therefore contains two components: a proposition defining the remote
situation plus its remoteness marker. This marker may either be in the form of an if-
clause or, alternatively, an inverted modal or auxiliary (see Fillmore, Kay and O’Connor
1988 and Kay and Fillmore 1999 for a detailed examination of these structures).

Consider the following examples of the inverted forms:

Yes-no question: Did you phone your mother?
Wh-question: Who did you phone?

Exclamation: Did I enjoy that party!

Conditional I: ~ Should you see Ben tell him...
Conditional II:  Had I known, I would certainly have...

oo o
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f.  Tags: I'wasn’t drunk, was I?
g. Negative items: Seldom had I seen such a beautiful view.
(Werth 19997a: 251, original emphasis retained)

Werth argues that all of the above share a common property, namely that, rather than
simply depicting a situation, they all ‘take some situation and hold it up for inspection’
(Werth 1997a: 251). Thus, (a) does not assert the situation you phoned your mother but
rather suggests it to the hearer for either confirmation or disagreement. Similarly, (b)
presents the incomplete situation You phoned X for completion, (c) considers I enjoyed
the party and confirms it emphatically, and (d) and (e) stipulate a non-actual situation.
The statement / was drunk made in (f) is retracted and offered to the listener for
confirmation, and the proposition 7 see a beautiful view in (g) is considered and then

relativised in terms of frequency.

The apodosis, on the other hand, defines a situation which is consequent on the protasis.

As Werth points out:

... the apodosis can never simply denote an actual or current situation; it can never be
anything more than a probability of some degree — or, in other words, an epistemic

expression.
(Werth 1997a: 252)

Furthermore, Werth argues that it is the epistemic nature of the apodosis which governs

its grammatical structure. He explains that

the apparent simple future (or some other form which can also denote futurity) is in fact a
high-force epistemic (a strong prediction), while both the so-called “conditional simple”
and the “conditional perfect” are actually low-force epistemics (in the lower range of the

possibility scale).
(Werth 1997a: 252)

In Text World Theory terms, then, the protasis sets up an epistemic sub-world more or
less remote from the actual text world and the apodosis is the event, state or process
which takes that initial situation on to a further point or conclusion. As such, the
apodosis can be seen as the function-advancing element of the conditional epistemic

sub-world.
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While existing accounts of modality do not specifically deal with the logical notions of
hypotheticality and conditionality that concern Werth here, it nevertheless appears odd
that he should sepafate the sub-worlds created by such expressions from those related to
speakers’ desires and intentions. I would argue that both the want- and intend-worlds
included in Werth’s attitudinal category, along with believe-worlds and any other
conceptual structure relating to epistemic distance, actually belong under a broad
umbrella of what could be termed modal sub-worlds. These mental representations, of
varying degrees of remoteness from the speaker’s zero point, all convey a particular
attitude to the proposition being expressed and, as such, should be more usefully
grouped together within the Text World Theory framework. The viability of this
suggestion is explored in detail throughout Chapter Four of this thesis, through the

practical application of Text World Theory to Absurd prose fiction.

3.3.3 Deictic Alternation

This final category of sub-world relates to departures from the deictic signature of the
text world. Werth claims that variations of any of the world-building elements of time,
place and entity will set up deictic sub-worlds independent of the main text world.
These variations may be initiated by either the participants, choosing to focus on a
different time, location or set of entities, or by characters, who may also create deictic
departures in their narration of memories. Such character flashbacks may have as their
world-building elements predicates like remember and recall, and are the most common
form of temporal alternation. They work by taking the narrated action out of the existing
temporal parameters of the text world and into a previous time frame. They are also
only character-accessible, since they present episodes frdm within characters’ minds

and do not carry the same reliability as a narration vouched for directly by the author.
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Participant-accessible temporal alternations, on the other hand, remain part of the
existing text world, even though they may present events preceding the main plot-
advancing elements. Werth includes any shift in tense in the main text world, as well as
instances of direct speech, as typical examples of participant-accessible temporal sub-

world builders. He explains:

[Direct speech] is not normally thought of as a temporal variation at all, but its main effect
is to change the basic time-signature of the text world, for example by injecting some
Present Tense utterances into a Past Tense narrative. This takes us, as it were, directly into
the character’s discourse world: the tenses used are then regrouped around the ST of this
discourse world, rather than that of the participants.

(Werth 1999: 221)

We have already seen, in section 3.3.2 above, that indirect speech forms an epistemic
rather than deictic sub-world, which can be either participant- or character-accessible.
However, it is important to note that Werth appears unsure over this distinction. He
claims in the first instance that ‘[indirect] speech... is not sub-world forming at all’
(1999: 221), an assertion repeated in Werth (ms: 10), only to contradict himself later in
an extended discussion of the epistemic sub-worlds created by such speech
constructions (1999: 240-241). I would agree with the later of these conflicting
positions, which holds that the tense shift in indirect speech signifies a greater degree of

epistemic distance than that of direct speech.

Werth argues that both direct and indirect thought, as well as le style indirect libre,
provide an insight into characters’ mental processes and therefore create sub-worlds
which are only character-accessible. This claim raises a question, acknowledged by
Werth (1999: 221), namely that since the reader is being given privileged access to a
character’s thoughts, surely these cases are participant-accessible? Werth explains,

however:

... although these techniques make public what is usually private, they also offer only the
limited viewpoint of the single individual. Although this viewpoint is being presented to the
reader with crystal clarity, the thinker, as a non-participant, is allowed to entertain any
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bizarre kind of proposition without having to subject it to the normal safeguards of
discourse.
(Werth 1999: 221)

However privileged the insight, then, there can be no guarantee of the truth or viability
of its contents. Werth offers the example of the thought-processes of a schizophrenic as
a possible example of the sort of suspect material to which a reader may be gaining
access. Although Werth includes his discussion of direct and indirect thought in the
deictic sub-world section of Text Worlds: Representing Conceptual Space in Discourse
(1999), it is not clear whether he is claiming that this is the type of world such
constructions create. Consider the following examples of direct and indirect thought

representation:

Direct: ‘I love Sundays’, thought Jack.
Indirect: Jack thought he loved Sundays.

It appears that the direct form fits comfortably into the deictic alternation category,
showing the same injection of present tense utterances into past tense narration as direct
speech, thus changing the time signature of the text world. Indirect thought, however,
does not follow the same pattern. Rather, the tense shift in the narrativised indirect
version suggests the same epistemic distance as that created by indirect speech. This
would seem to suggest that direct thought representation creates a character-accessible
deictic sub-world, while indirect thought creates a character-accessible epistemic sub-

world.

Variations in the temporal co-ordinates of the text world frequently also cause a
subsequent variation in its spatial parameters as well. This is particularly comrﬁon with
flashbacks, which often project the reader into a sub-world which depicts both a
different time and a different place. However, spatial deictic sub-worlds can also occur

without a change in time-signature. Werth describes these as the ““Meanwhile, back at
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the ranch” variety’ (Werth 1999: 224) which act as windows onto other concurrent
scenes. Occasionally, argues Werth, a spatial displacement may be of equal importance
in a narrative as the main text world, in which case it would be best regarded not as sub-
world variation but as parallel text world. The reader is then able to ‘toggle’ between the

split locations. Werth goes on:

This depends on how independent from each other the alternate locations are. In cases
where the action simply ‘moves on’, it seems plausible that a whole new set of parameters
should be defined, and hence a separate text world... In other cases, there will be parallel
scenarios which both (all) relate to a single principal situation. In such cases, it will be
preferable to think in terms of parallel sub-worlds within a single text world.

(Werth 1999: 225)

Precisely how long the action in a new location should ‘move on’ before it can be
considered an autonomous situation is never made clear, however. Werth provides no
further detail on how the differentiation between text world and extended deictic sub-

world might be made.

Indeed, Text World Theory is unique in its specification of deictic alternation as a
world-forming element. Unlike epistemic and attitudinal worlds, which have obvious
theoretical roots in logic and possible worlds semantics, deictic sub-worlds have no
apparent precursor in any other ‘worlds’ framework. A possible reason for this is
suggested by the numerous problems which arise from Werth’s inclusion of deictic
shifts as separate worlds, many of which seem to be associated with his choice of
terminology. According to the hierarchical structure of Text World Theory, sub-worlds
can be seen as conceptual detours which have a sub-ordinate relationship to the central
text world. However, even short stories may contain dozens of deictic displacements
and novels may contain many hundreds. Under Werth’s approach, the opening scene of
every narrative would have to be regarded as the main text world for that discourse. All

subsequent deviations from the world-building parameters of that world are then sub-

116



worlds of one sort or another. But is this how literary texts are really structured? Surely
readers rarely encounter texts whose opening lines remain as some sort of central
reference point through to the novel’s end. Werth’s vague acknowledgement that there
may be numerous text worlds of equal status presented in the course of a narrative falls
considerably short of a satisfactory explanation of this common, if not universal,
discourse feature. Similarly questionable is Werth’s account of entity displacement as a

further deictic sub-world building element:

Just as it is possible to set up alternative times and alternative places within a single text
world, it is also possible to set up alternative (sets of) entities (characters or objects). As
with split locations, the different sets of entities can be co-equal — attention is equally
divided between the various sets. Or we can have a main set and a subsidiary set.

(Werth 1999: 227)

The suggestion here that an entirely separate conceptual structure is needed in order for
the reader to shift his or her focus from one set of textual entities to another seems
somewhat extreme. Indeed, Emmott’s (1997) alternative choice of terminology in her
theory of narrative comprehension, already briefly mentioned in section 3.2.1 above,

provides an interesting alternative explanation.

We have already seen how Emmott’s account of the processes of binding and priming
allows for the fact that readers may hold information about more than one context at a
time, yet have their attention directed to just one situation in particular. Instead of
‘worlds’, Emmott discusses deictic structure in terms of ‘frames’ and at no point
specifies that one particular type of frame should be considered as superordinate to any
other. Thus, while instances of epistemic distancing or the expression of a particular
attitudinal stance may cause obvious remote situations to be constructed in the minds of
readers, they are nonetheless able to track the countless scene-changes and character
movements enacted during the course of a narrative without having to refer to an

overarching conceptual hierarchy. This is the process known in Emmott’s terms as
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‘frame-switching’, by which the reader simply ‘ceases to directly monitor one frame
and starts monitoring another’ (Emmott 1997: 147). The viability of incorporating this
area of Emmott’s framework into a modified version of Text World Theory is explored
in section 4.3.0 of this thesis. With the basic methodological foundations of Werth’s
own version of the text world model now established, however, section 3.4.0 now goes
on to examine the typical practical use to which Werth put his framework during his

lifetime.

3.4.0 Narratological Perspectives

Following the exposition of the central tenets of Text World Theory presented in the
preceding sections, in the remainder of this chapter I provide a practical demonstration
of Werth’s typical text world approach to discourse study. Both the preliminary and
extended applications of Text World Theory to Paul Auster’s (1992) The Music of
Chance which follow not only offer an example of Werth’s model at work, but also
begin the further evaluation, which forms the focus of the latter half of this thesis, of the
advantages and limits of Werth’s approach. Section 3.4.1 provides an initial illustration
of the three levels of Text World Theory detailed in this chapter so far, through the text
world analysis of the opening paragraph of The Music of Chance. As already mentioned
in section 1.1, Auster’s novel can be seen to be situated at the most realist extreme of
the cline of Absurd novels examined during the course of this thesis. It relates the story
of Nashe and Pozzi, two characters who form an unlikely alliance as gambling partners
following a chance meeting by the side of a deserted road. Nashe gives Pozzi the
financial backing necessary for him to take part in a high-stakes poker game with two
eccentric millionaires, Flower and Stone. Pozzi loses the game and the pair find

themselves heavily in debt to their challengers with no means of repayment. Their only
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escape from this predicament is to become employees of Flower and Stone and
contracts of employment are swiftly drawn up. Nashe and Pozzi are set to work building
a wall of ten thousand stones, two thousand feet long and twenty feet high, in the

grounds of the millionaires’ mansion.

The absurd themes present in Auster’s work have received a considerable amount of
literary critical attention (see, for example, Bernstein 1995, Bruckner 1995, Chénetier
1995, Little 1997, Wesseling 1991). However, despite the obvious correlations between
the absurdity of the plot of The Music of Chance and that of the Greek myth at the heart
of Camus’ (1975) Le Mythe de Sisyphe, Auster retains a realist structure throughout this
particular narrative, which also follows a chronological progression from start to finish.
The Music of Chance thus fits comfortably into Weinberg’s (1970: 10) category of
‘more realistic than stylized’ Absurdism. To return to Weinberg’s explanation of her

terminology, already discussed in section 1.1, she states:

These novels are informed by a vision of absurdity and have at their centre a passive,
rationalistic, or hopelessly ineffectual victim-hero, dominated by his situation rather than
creating or acting to change it. They have a more or less realistic surface, with somewhat
surrealistic elements. Realism of detail, rather, underscores the madness of the world, its

grotesque comedy.
(Weinberg 1970: 11)

The thematic absurdity, yet relatively unchallenging structure, of Auster’s novel renders
it a particularly useful text upon which to base the initial exemplary text world analyses
below. As also already discussed in section 1.1, the novels examined in Chapter Four of
this thesis are, by contrast, situated further along the cline of literary experimentalism
and provide the more challenging literary data necessary for the rigorous testing of the

boundaries of Text World Theory which forms the focus of that section of the thesis.
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Following the illustrative application of Text World Theory to a short extract from The
Music of Chance in section 3.4.1, section 3.4.2 then begins the verification of Werth’s
claims to be fundamentally a discourse linguist, dealing not only with real, extended
texts, but also with the context surrounding their production and interpretation. Werth’s
criticisms of possible worlds semantics, cognitive psychology and cognitive linguistics,
previously set out in Chapter Two, can thus be re-assessed according to his own
attempts to broaden Text World Theory beyond the analysis of sentence-level
phenomena. The only extended application to which Werth put his text world
framework during his lifetime, namely the analysis of extended metaphor in literary
texts, is therefore outlined in section 3.4.2. Section 3.4.3 then goes on to provide a
practical test of the benefits and boundaries of such an approach to discourse study in
the examination of the metaphorical undercurrents running throughout the whole of The

Music of Chance.

3.4.1 A Preliminary Text World Analysis

We have already seen, in section 3.1.1 above, that the discourse worlds of written
communication are usually split, with the real author and real reader of a text occupying
separate spatio-temporal points. As such, neither participant has direct access to the
immediate surroundings of the other. In cases of written correspondence between people
who are familiar with each other, the participants may make fairly accurate assumptions
about the nature of the discourse world their co-participant inhabits. The less familiar
the participants are, however, the less accurate these assumptions are likely to become.
In the case of a novel like The Music of Chance, for example, the contents of the
author’s discourse world may only be guessed at by the majority of readers, taking clues

either from the current text or from other biographical information available in their
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wider, cultural surroundings (see Booth 1961). Similarly, although Paul Auster may
have had some idea, particularly about the readership he expected to receive the novel at
the time of its first publication, this would most likely have been limited to a fairly
vague hypothesis, again based on general information. Nevertheless, the preconceived
ideas that the participants have about one another form a substantial part of the
background knowledge that each of them brings to the discourse event (see Figure 3b
above), having the potential to influence directly both the writing and the interpretation
of the text. As Werth notes, ‘the immediate situations, respectively, of writing and
reading are presumably less important in such cases than the shared baggage of cultural
assumptions, general knowledge etc.” (Werth 1995a: 55). We have already seen in
section 3.1.3 how the principle of text-drivenness allows the reader to differentiate
which parts of that general knowledge will be needed in order to process and understand

the discourse at hand.

The logistics of analysing the discourse world surrounding the production and
interpretation of a novel are further complicated by the necessary involvement (except
where an author is extremely unpopular) of a multiple readership as one half of the
discourse-participant relationship. Each of the resulting multiple reader-situations can
be considered as an entirely separate language event with its own unique discourse
world. Even on those rare occasions where several readers may be reading a text in the
same place at the same time (in certain classroom situations, for instance), each reader
will have a distinct conceptualisation of the immediate surroundings, based on their
individual knowledge and experience. Opinions and expectations of the author, for
example, may differ greatly from reader to reader, depending on the nature and

frequency of previous encounters with their work. (The frame-based structure by which
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this experience is stored and then deployed during the discourse has already been

discussed in sections 3.1.2 and 3.1.3 above.)

Section 1.2 of this thesis outlined the practical and theoretical reasons why the analyses
undertaken in the course of this thesis focus on only one out of the multitude of possible
readings of each text. However, it is also important to note that, as with the majority of
novels, I did not read The Music of Chance in one sitting. As a result, the spatio-
temporal signature of the discourse world I temporarily occupied with the implied
author of the text varied several times before the discourse was completed. Indeed, it
could be argued that each change of my scenery constituted a new discourse world, due
to the potential of my environment to affect my interpretation of the text. The discourse
world of any given author, too, will usually vary spatially and temporally in the same
way, again with the same potential influence on the text being created. Even focusing
attention on one particular reading of The Music of Chance, then, does not avoid the

presence of not one but countless discourse worlds.

The complexities identified here raise the question, once again, about the validity of
Werth’s use of face-to-face conversation as a template for the discourse worlds of all
other communication types. Not only is there considerable discrepancy between the
structure of a conversation world and that of the multiple participant-worlds involved in
the production and reception of a novel, but the split nature of those worlds also renders
any notions of a ‘joint venture’ (Werth 1995a: 51) of discourse unstable. In order to
explore this possibility further, let us consider the opening paragraph of The Music of

Chance, reproduced below, and its associated discourse world:

For one whole year he did nothing but drive, traveling back and forth across America as he
waited for the money to run out. He hadn’t expected it to go on that long, but one thing kept
leading to another, and by the time Nashe understood what was happening to him, he was
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past the point of wanting it to end. Three days into the thirteenth month, he met up with the
kid who called himself Jackpot. It was one of those random, accidental encounters that
seem to materialise out of thin air — a twig that breaks off in the wind and suddenly lands at
your feet. Had it occurred at any other moment, it is doubtful that Nashe would have
opened his mouth. But because he had already given up, because he figured there was
nothing to lose anymore, he saw the stranger as a reprieve, as a last chance to do something
for himself before it was too late. And just like that, he went ahead and did it. Without the
slightest tremor of fear, Nashe closed his eyes and jumped.

(Auster 1992: 1)

According to Werth’s framework, then, the separate events of Paul Auster’s creation
and the reader’s reception of this text constitute a unified discourse. As I have already
mentioned above, however, the majority of readers will have no direct access to the
immediate situation(s) surrounding Auster during his writing of the novel. Instead, they
must rely on their immediate surroundings, including their background knowledge,
upon which to base an understanding of the discourse. Although previous experiences
of other Paul Auster texts, stored alongside other propositional and functional
knowledge-frames, may affect the precise structure of the mental representation the
reader constructs, the only real connection they have with Paul Auster is the text of The
Music of Chance. They are not able, as in face-to-face conversation, to make inferences
based on Auster’s body language and tone of voice, to ask questions or to clarify any
misunderstandings. In this sense, the reader is unable to negotiate the Common Ground
of the discourse with the text’s author in the same way as if the participants were
communicating face-to face. Nevertheless, Werth argues that all readers will enter into
written discourse with the same expectations of co-operation from their co-participant
as those set out by Werth (1999: 49-50) (see also section 3.1.1 above), at least insofar as
they can expect to be able to construct a coherent text world in which the propositions
advanced will make complete sense. (This concept is explored in more detail in Chapter

Four of this thesis.)
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For the moment, however, let us return to the opening lines of The Music of Chance,
which establish the initial deictic boundaries of the reader’s text world. The simple past
construction, ‘he did nothing but drive’, in the first line of the passage signals that the
text world has a past time-zone and, although no precise year is mentioned, my cultural
knowledge enables me to infer that the story is set in the twentieth century or later from
the reference to driving. Knowledge of the fact that Paul Auster is a contemporary
writer will also further aid that deduction. The same reference, of course, also allows us
to assume that there is a car present in the text world, as well as the other explicitly
mentioned object, ‘money’. The first line of the narrative also narrows the possible
geographical location of the text down to ‘America’, and nominates a male character,
‘he’, as present. The first proper noun to occur in the text, ‘Nashe’, allows that initial
third person pronoun to be chained to its single referent. The second character
introduced into the narrative, ‘the kid who called himself Jackpot’, is then easily
identifiable as a separate textual entity by the same reference-chaining process (see
section 3.2.1 above). The fact that both of these characters are referred to in the third
person also makes clear the presence of a separate narrator. However, no further details
are offered about the identity or characteristics of this textual persona. In such cases, the
reader might assume that the narratorial voice is a textual manifestation of the real
author and may even use the information and opinions expressed in the text to enhance
their mental picture of this inaccessible discourse world co-participant (for further

discussion see Booth 1961 and Toolan 2001: 64-68) .

The structure of the emerging text world of The Music of Chance can be translated into
diagrammatic form. Figure 3k below shows each of the world-building elements

identified so far — time (t), location (1), characters (c), and objects (0) — in the world-
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building section of the diagram, marked WB. The numerous function-advancing
propositions also expressed in the text are represented in the function-advancing section
of the diagram, marked FA. We should note that the diagram allows a useful distinction
to be drawn between those function-advancers which are actions, events or processes,
signified by vertical arrows, and those which are metonymies or predications made
about the characters, signified by horizontal arrows. This particular schematisation can
be seen to follow Halliday’s (1985) differentiation between material processes on the
one hand and relational processes on the other. In terms of Werth’s sub-categories of
function-advancers, represented in Figure 3h above, those function-advancing elements
relating actions and events (i.e. Nashe driving, Nashe meeting the kid, Nashe taking a
chance) are all plot-advancers, while the further detail provided by the specific location
and the kid’s name can be classed as scene-advancing and person-advancing,

respectively.

TEXT WORLD

WB: Twentieth Century or later

America
Nashe, the kid
money, car

o =t

FA: Nashe
A
drives — across America
J
meets the kid — named Jackpot

2

takes a chance

Figure 3k. The Initial Text World of The Music of Chance
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The information carried by the main function-advancing propositions in the passage is
incremented into the Common Ground of the discourse. The ease with which this
happens will depend on the reader’s assessment of each proposition’s individual truth
value. As we have already seen in section 3.1.3 above, this is a context-sensitive
discourse world process and its results will depend on the perceived reliability of the
author of the text. However, as we have already seen, the reader has no direct access to
their co-participant in this particular discourse situation. Other sources of information
must therefore be relied upon in order for the reliability of the text to be established. As
I have already mentioned above, the narratorial voice (the implied author) is likely to
form the reader’s main point of reference in the construction of an opinion on (the real
author) Paul Auster’s reliability. Furthermore, the high degree of authority attributed to
authors in contemporary society in general is evident in the shared etymological roots
of those very terms. This, coupled with the fact that The Music of Chance describes a
fictional world, unfamiliar to the reader, means that the reliability of the reader’s co-
participant may be easily accepted and the function-advancing propositions identified
above can be incremented into the Common Ground relatively effortlessly. There are,
however, a number of other propositions contained in the opening paragraph of The
Music of Chance whose truth values are less straightforwardly assessed, requiring a sub-

world to be constructed in the mind of the reader.

The first sub-world forming proposition occurs when the time signature of the text
world changes from the simple past, initially constructed in the first sentence, ‘For one
whole year he did nothing but drive’, to the past perfect, ‘He hadn’t expected it to go on
that long’, in the second. In terms of the tense and aspect system described in section

3.2.1 and illustrated in Figure 3g above, the RT in the first instance is the same as the
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ET, whereas in the second instance the ET precedes the RT. This temporal alternation
constitutes a basic flashback for which, as we have seen in section 3.3.3, Werth insists a
deictic sub-world must be created. In this case, the flashback lasts only for the duration
of a single sentence, as Nashe’s state of mind at a previous point in history is recalled.
Although the exact date of the alternative time zone is not specified, we can assume
from the preceding reference to ‘one whole year’ and the following reference to ‘three
days into the thirteenth month’ that the state of affairs described in the sub-world is

situated approximately one year before that of the main text world.

A second sub-world, this time epistemic in nature, occurs with the sentence, ‘Had it
occurred at any other moment, it is doubtful that Nashe would have opened his mouth’.
The protasis portion of this conditional construction (see section 3.3.2 above) describes
a theoretical situation, remote from actuality, in which Nashe’s meeting with the kid
happens at another moment. The apodosis portion of the conditional can then be seen to
take the role of function-advancer in that remote world, as also discussed in section
3.3.2 above. In this case, it describes the unrealised event of Nashe keeping his mouth
shut. The epistemic distance of this function-advancer from the main text world is
further exaggerated by the additional presence of an epistemic modal within the
apodosis, in the form of an adjectival construction, ‘it is doubtful that’. Indeed, if we
consider all instances of epistemic modality to be sub-world forming, as suggested in
section 3.3.2 above, we can see that this particular conditional construction actually
creates one epistemic sub-world embedded within another. Figure 31 below illustrates
this complex conceptual structure and shows the increasing epistemic distance created

between the main text world and each subsequent sub-world.
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MAIN
TEXT WORLD
EPISTEMIC
SUB-WORLD
REMOTE
PROTASIS
EMBEDDED
‘had it occurred...” | EPISTEMIC
SUB-WORLD
MODALISED
APODOSIS
‘it is doubtful that...’

Figure 31. Embedded Epistemic Sub-World

Further examples of exaggerated epistemic distance can be found elsewhere in the
opening paragraph of The Music of Chance, namely with the inclusion in the passage of
what Uspensky (1973) and Fowler (1986) refer to as verba sentiendi, or words denoting
thoughts, feelings and perceptions. In the extract under analysis, these words occur as

Nashe’s state of mind is revealed to the reader by means of the omniscient narrator:

He hadn’t expected it to go on that long, but one thing kept leading to another, and by the
time Nashe understood what was happening to him, he was past the point of wanting it to
end... because he had already given up, because he figured there was nothing to lose
anymore, he saw the stranger as a reprieve, at last a chance to do something for himself

before he was too late.
(Auster 1992: 1, my emphasis)

Fowler (1986) differentiates between this type of internal narration and that which
describes events external to any participating character’s consciousness. He further
divides internal narration into Type A: a highly subjective mode of mainly first-person
narration, characterised by extensive use of modality and verba sentiendi, and Type B:
in which events are portrayed from the perspective of an omniscient narrator, also

characterised by extensive use of verba sentiendi. The extract from The Music of
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Chance above fits into the latter of these two categories and is, of course, an example of
indirect thought representation. It has already been argued, in section 3.3.3 above, that
indirect thought creates an epistemic sub-world which is only character-accessible,
since the validity of its contents are not verifiable by the reader. The extract from The
Music of Chance appears to support this hypothesis and is all the more interesting for
the fact that one of the insights into Nashe’s inner thoughts is actually embedded within
the deictic sub-world of the flashback identified earlier. This conceptual structure is

illustrated in Figure 3m below, along with each of the other worlds identified so far.

Figure 3m adheres, for the most part, to Werth’s own notation (Werth 1999: xvi-xvii),
with the main text world outlined in bold and the surrounding rounded frames depicting
each of its related sub-worlds. The origins of those sub-worlds are contained within the
function-advancing section of the main text world and are again represented as rounded
frames. From this diagram, we can see clearly that the first description of Nashe’s
thoughts presented in the extract (illustrated at the top of Figure 3m) is taking place
within the past time-zone of the flashback. The origin of the flashback is shown in the
main text world as an FBK frame and the origin of the indirect thought world is shown
as an IT frame within the flashback. Since Werth does not acknowledge the epistemic
sub-world forming properties of indirect thought, the IT notation is my own addition to
the theory. The second instance of indirect thought in the passage is also represented,
with its origins in the main text world clearly marked. The final sub-world, arising from
the conditional construction ‘had it occurred at any other moment’, is shown at the
bottom of Figure 3m. Its point of origin is marked in the main text world as an IF frame,
following Werth’s own notation. Once again, the further epistemic sub-world embedded

within it is clearly discernible in the diagram. In this case, the embedded world arises as
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/DEICTIC SUB-WORLD: \

participant-accessible flashback

WB: t: twelve months
earlier
c: Nashe

GMBEDDED EPISTEMIC\

SUB-WORLD:
character-accessible
indirect thought

FA:

FA:

Nashe — hadn’t expected...
— understood...

\ sy

\ — past the point of.. /

MAIN TEXT WORLD

America
Nashe, the kid
: money, car

o o =t

Twentieth Century or later

GPISTEMIC

SUB-WORLD:

FA: Nashe
J

drives — across America

\
A

takes a chance

q FA:
M)

Nashe — given up...
— figured...

meets the kid & named Jackpot

character-accessible

' indirect thought

\

—> saw...

\

/

participant-accessible conditional

/EPISTEMIC SUB-WORLD \

WB: had it occurred at any
other moment...

EPS

SUB-WORLD

apodosis

/EMBEDDED EPISTEMIC \

participant-accessible modalised

-

WB: ‘it is doubtful that...’

FA: Nashe
J

\ keeps his mouth shut j

Figure 3m. The Opening Paragraph of The Music of Chance



a result of the modalised form the apodosis portion of the conditional takes and is
shown in the diagram as an epistemic modal frame (EPS). Once again, Werth’s failure
to account for the sub-world forming properties of such modalised propositions,
discussed in section 3.3.1 above, means that this notation is my own addition to Text
World Theory. A final conceptual level, relating to the metaphorical constructions
contained within the opening paragraph of The Music of Chance, is not represented in

Figure 3m. This type of sub-world is discussed in sections 3.4.2 and 3.4.3 below.

3.4.2 Extended Metaphor

So far, the discussion of Text World Theory has been limited to an explanation of the
basic mechanics of the framework, presented in the first half of this chapter and
illustrated by the text world analysis of a short extract from The Music of Chance above.
The aim of this section of the chapter is to explore the wider uses to which Werth put
his text world framework during his lifetime. As already mentioned in section 3.4.0
above, Werth claims to have devised a Cognitive Discourse Grammar capable of
accounting not only for real, extended texts, but also for the context surrounding their
production and interpretation. The most obvious attempt by Werth to achieve this aim
can be identified in his analysis of extended metaphor in literary texts (see Werth 1994

and 1999: 313-335).

Werth (1994: 79) points out that traditional linguistic and philological accounts of
metaphor (e.g. Nowottny 1965, Reddy 1969, 1973 and Richards 1936) have essentially
been concerned with the mechanisms of single metaphors, usually contained within one
sentence. While he acknowledges the broader, cognitive focus developed in more recent

work on conceptual metaphor (initiated by George Lakoff and Mark Johnson and
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discussed in section 2.2.3 above), Werth also argues that Lakoff and his colleagues are
nonetheless still limiting their analyses to sentence-level phenomena. He criticises
Lakoff and Turner’s (1989) supposedly global analysis of a William Carlos Williams

poem as ‘rather atomistic’ (Werth 1994: 84) and, furthermore, he states:

I believe that there are real differences between literary and everyday metaphor (although I
would agree that the basic machinery and constraints are the same). One of these
differences is the occurrence of sustained metaphor through a single text... Another
difference, I believe, stems from a difference in what impels the producer of a literary
metaphor as opposed to the producer of ordinary metaphor.

(Werth 1994: 84, original emphasis retained)

While Werth agrees with Lakoff and Johnson’s explanation of the production of
ordinary metaphor, where the speaker will employ language from familiar, often

physical areas of experience in order to express abstract concepts and ideas, he argues:

[Lakoff and Johnson’s account] fails to explain a great deal of poetic metaphor, unless one
wishes to argue that poets’ thoughts are always so ineffable that they have to use the
language of directly experienced phenomena to express otherwise inexpressible concepts.
This may be true in some, perhaps many, cases. However, there are also many cases where
the metaphor is simply used to make the expression more striking (the ‘flowers of rhetoric’
approach), and many other cases where using a metaphor allows the topic to be viewed

simultaneously from more than a single perspective.
(Werth 1994: 84)

Werth argues that, in the cases he describes above, metaphor is not so much forced on
the producer because of the poverty of the language but is, rather, a question of poetic
choice. He suggests that literary texts contain sustained metaphorical undercurrents
which can extend throughout the discourse and which contribute to the reader’s
understanding of the ‘gist’ of the text. These undercurrents, or ‘megametaphors’,
manifest themselves as numerous and varied surface metaphors. In turn, Werth argues,
these ‘micrometaphors’ accumulate to form an identifiable, overarching structure in the
same way that function-advancing propositions can be seen to reveal indirectly the

macrostructure of the text.
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Werth proposes a theory of literary metaphor to show the following:

@ Metaphor is participant-accessible

(ii) The relationship between source and target domains

(iii) The ground of the relationship

@iv) Any megametaphors

W) The ability to switch back and forth between source and target domains.

(Werth 1999: 324)

Characteristics (ii) to (v) here seem reasonable and fairly self-explanatory. Werth argues
that any theory of literary metaphor should comprise sufficient notation to show the
basic domains of the conceptual mapping process, point (ii), as well as the common
properties which make them comparable, point (iii), and the basic human ability to
switch between domains, point (v). His text world approach would also reveal the
sustained metaphorical undercurrents contained within a text, point (iv). The first of
Werth’s specifications, however, is considerably more problematic. Werth argues that
all instances of metaphor in literature set up a conceptual space, separate from the main

text world, which is necessarily participant-accessible. He explains:

In terms of the text-worlds approach, metaphor is essentially a participant-accessible
phenomenon. What it does is to provide a sub-text which sheds light on the topic of the
discourse, and the one who provides this sub-text is usually the author, and not a character.
Of course, it is possible to put metaphorical language into the mouth or thoughts of a
character, but I can think of no coherent instance where we would need to postulate a

metaphor which was opaque to its originating world, hence character-accessible.
(Werth 1999: 323)

Yet this rationalisation does not appear to fit with any of Werth’s previous explanations
of the accessibility of character-initiated sub-worlds. Despite Werth’s insistence to the
contrary, surely the same logical rules should apply to metaphor sub-worlds as apply to

sub-worlds created as a result of other linguistic structures?

This contradiction appears to be a direct result of the inconsistent explanation of the
sub-world forming properties of speech and thought constructions that Werth provides,
already identified and discussed in section 3.3.3 above. In that section, I suggested that

both direct and indirect speech form sub-worlds which are participant-accessible, the
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former being deictic and the latter epistemic, but that the sub-worlds created by direct
and indirect thought, again deictic and epistemic respectively, are only accessible by the
characters that create them. Any metaphorical language spoken by characters would
thus set up an embedded sub-text freely accessible by the participants, but a metaphor
which forms part of a character’s thoughts would create a sub-text verifiable and
accessible by that character alone. These problems, along with my suggested solution,
are discussed further in the following section of this chapter, as part of the analysis of
the metaphorical undercurrents present in The Music of Chance. The aim of section
3.4.3 is to provide an evaluative, as well as illustrative, extended Text World Theory
analysis along the same lines as those undertaken by Werth (1994 and 1999). (As
already noted in section 1.0, Werth’s own applications of Text World Theory are
limited to the examination of short extracts of texts, similar to the exemplary analysis
presented in section 3.4.2 above.) The further development of that initial investigation
which follows is intended as a more rigorous test of Werth’s methodology, comprising
an application of Werth’s framework for the analysis of extended metaphor to the entire

novel of The Music of Chance, rather than to a few selected paragraphs.

3.4.3 The Music of Chance

The linguistic analysis of any lengthy text in its entirety presents obvious logistical
problems regardless of the methodological framework being employed. In such an
extended study, it seems reasonable to expect that, while one’s exploration of a text
should be as thorough and exhaustive as possible, certain editorial choices will need to
be made in the presentation of results and findings. These choices are most defensible
when made according to the considered aims and objectives of the study at hand. Thus,

Werth’s own text world analyses of short, written texts can be seen to be consistent with
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the introductory nature of the majority of his work, while my own further exploration of
the respective usefulness and limits of Text World Theory demands more extensive
analyses. The reported findings of those analyses, however, must remain accessible to
the wider academic community and therefore be reasonably reader-friendly. The
discussion of The Music of Chance which follows, then, is based on a detailed analysis
of the metaphorical undercurrents present within that text, the results of which are only
selectively presented. This selection is based on the hypothesis discussed above that
individual metaphors accumulate to form a sustained sub-text to the main world-
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