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Abstract— Lyapunov functions and control Lyaupunov func-
tions are a well established tool in the analysis of stability
properties of dynamical systems as well as in the design of
stabilizing feedback controllers. In order to address problems
such as stabilization in the presence of unsafe sets of states or
obstacle avoidance, one potential approach involves rendering
such obstacles unstable by feedback. To this end we intro-
duce (nonsmooth) Chetaev and control Chetaev functions and
demonstrate their sufficiency for complete instability properties
of dynamical systems. While a “time-reversal” approach is
frequently used to study instability in reverse time of an
asymptotically stable point in forward time, we demonstrate via
an example that such an approach cannot be used to generate
Chetaev functions from nonsmooth Lyapunov functions via a
simple change of sign in the time argument.

I. INTRODUCTION

Lyapunov functions (LFs), originating in [16], are a well
established tool to analyze and characterize stability and
instability properties of equilibria of ordinary differential
equations (ODEs). For dynamical systems with inputs and
for differential inclusions, the concept of LFs has been
extended to control LFs (CLFs) [2], [20], and it was shown
that the existence of a nonsmooth Lipschitz continuous
CLF is equivalent to the stabilizability of a target set of a
dynamical system. The necessary and sufficient conditions
for the existence of CLFs have subsequently been derived
in [20], [18] and [12].

While the theory for LFs and CLFs is quite mature,
very little has been done towards deriving necessary and
sufficient conditions for the existence of Lyapunov-type
functions characterizing instability properties of equilibria
for dynamical systems and differential inclusions. Indeed,
the most general results describing instability of ordinary
differential equations using Lyapunov-like functions dates
back to Chetaev [6], with converse results derived in [13],
[22] (see [11]).

However, these results are not applicable to the problems
of “robust instability” of differential inclusions or “destabiliz-
ability” of control systems. The ability to (locally) destabilize
a point or set is important in safety critical applications as
well as obstacle and collision avoidance, where not only
must a target set be stabilized, but additionally, unsafe states
or obstacles need to be avoided. One way to accomplish
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this is to render such unsafe states locally unstable (see for
example [23] or [1]). A rigorous understanding of instability
properties of dynamical systems is thus a necessary first step
in the design of uniting controllers which stabilize a target
set and destabilize unsafe states (cf. [19], [1] [4], and [5]).

Inspired by the use of CLFs for stabilizing feedback
design, control barrier functions were introduced in [23] as a
tool to avoid unsafe states. However, control barrier functions
do not exactly mirror the definitions of CLFs characterizing
stabilizability. In order to develop a more direct analogue
of CLFs, we introduce Chetaev functions (CFs) and con-
trol Chetaev functions (CCFs), acknowledging the work of
Chetaev [6], to characterize instability and destabilizability
properties of differential inclusions, mirroring existing results
on nonsmooth (control) LFs. Note that smooth CCFs were
proposed for control-affine systems in [9] though no proofs
were provided.

The paper is organized as follows: In Section II, the
mathematical setting is introduced, i.e., differential inclu-
sions describing dynamical systems are defined, and the Dini
derivative, used for nonsmooth CLFs and CCFs, is discussed.
Section III recaps known Lyapunov results on stability and
instability of dynamical systems characterized through LFs
and CLFs. The main results of the paper are discussed
in Section IV. Here, CFs and CCFs are introduced and
sufficient conditions for complete instability and destabiliz-
ability are provided. In Section V we investigate connections
between stabilizability in forward time and destabilizability
in backward time as well as corresponding implications on
the existence on CLFs and CCFs. The paper concludes in
Section VI.

The following notations are used throughout the paper. The
norm of a vector x ∈ Rn is denoted by |x|. For x ∈ Rn we
use Bε(x) = {y ∈ Rn| |x− y| < ε} to denote the open ball
of radius ε > 0, centered around x. For two sets A,B ⊂ Rn,
A+B denotes the Minkowski sum, i.e., A+B = {a+b|a ∈
A, b ∈ B}. The closure of a set A ⊂ Rn is denoted by A
and conv(A) denotes the closure of its convex hull.

The stability results will be based on so-called comparison
functions where we refer to [10] for details and comprehen-
sive results. A continuous function ρ : R≥0 → R≥0 is said
to be of class P (ρ ∈ P) if ρ(0) = 0, and ρ(s) > 0 for all
s > 0. A function α ∈ P is said to be of class K (α ∈ K)
if it is strictly increasing. A function α ∈ K is said to be of
class K∞ (α ∈ K∞) if lims→∞ α(s) = ∞. A continuous
function σ : R≥0 → R≥0 is said to be of class L (σ ∈ L), if
it strictly decreasing, and lims→∞ σ(s) = 0. A continuous
function β : R2

≥0 → R≥0 is said to be of class KL (β ∈ KL)
if β(·, s) ∈ K∞ for all s ∈ R≥0 and β(s, ·) ∈ L for all
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s ∈ R≥0.

II. MATHEMATICAL SETTING

In this paper are we interested in stability and instability
properties of equilibria for differential inclusions character-
ized via Lyapunov arguments. Since in this context smooth
control Lyapunov functions (CLFs) are not sufficient to
describe stability properties, we will use nonsmooth CLFs
in the Dini sense [20], which we will discuss in this section.

A. Differential inclusions

In this paper we consider dynamical systems described
through a differential inclusion

ẋ ∈ F (x), x0 ∈ Rn, (1)

for a set-valued map F : Rn ⇒ Rn, and an initial value
x(0) = x0 ∈ Rn. We are interested in stability properties
of the origin and assume that without loss of generality 0 ∈
F (0) holds. To guarantee existence of solutions of (1) we
will make the following assumption on F throughout the
paper.

Assumption 2.1: Consider the set-valued map F : Rn ⇒
Rn with 0 ∈ F (0). Additionally, we impose the following
conditions on F :

(i) F has nonempty, compact, and convex values on Rn,
and it is upper semicontinuous.

(ii) For each r > 0 there exists M > 0 such that |x| < r
implies supw∈F (x) |w| ≤M .

(iii) F is Lipschitz continuous on Rn\{0}. y
The compact set-valued map F : Rn ⇒ Rn is upper

semicontinuous if for each x ∈ Rn and for all ε > 0
there exists a δ > 0 such that for all ξ ∈ Bδ(x) we have
F (ξ) ⊂ F (x) + Bε(0). It is Lipschitz continuous if there
exists a constant L > 0 and a neighborhood O ⊂ Rn of
x ∈ Rn\{0} such that F (x1) ⊂ F (x2) + BL|x1−x2|(0) for
all x1, x2 ∈ O, [3, Def. 1.4.5].

Assumption 2.1(i) ensures that solutions φ(·;x0) :
[0, T ) → Rn, (T ∈ R>0 ∪ {∞}) for an initial value
x0 ∈ Rn satisfying the differential inclusion (1) for almost
all t ∈ [0, T ) are absolutely continuous and in particular
differentiable almost everywhere. The set of all solutions
φ(·;x0) with φ(0;x0) = x0 is denoted by S(x).

Solutions φ(·;x0) are finite on a maximal time interval.
To simplify the notation in the following, we define solutions
φ(·;x0) : R → Rn ∪ {±∞}n as extended real valued
functions. In this case φ(·;x0) is defined for all t ∈ R even
in the case of finite escape time. Additionally, we will use
the following convention:
• If φi(T ;x0) = ±∞ for T > 0 and i ∈ {1, . . . , n},

then φi(t;x0) = ±∞ for all t ≥ T .
• If φi(T ;x0) = ±∞ for T < 0 and i ∈ {1, . . . , n},

then φi(t;x0) = ±∞ for all t ≤ T .
For t ∈ R with |φ(t;x0)| = ∞, the condition φ̇(t;x0) ∈
F (φ(t;x0)) is satisfied by definition almost everywhere.

Instead of looking at a solution φ(t;x0) in forward time,
t → ∞, it will be useful in some sections to consider time
reversal solutions, t→ −∞, of the differential inclusion (1).

An extended real valued function ψ(·;x0) : R → Rn ∪
{±∞}n is called a time reversal solution of the differential
inclusion (1) if

ψ(t;x0) = φ(−t;x0)

for a φ(·;x0) ∈ S(x0) for all t ∈ R. A time reversal solution
satisfies the differential inclusion

ẋ ∈ −F (x), x0 ∈ Rn, (2)

for almost all t ∈ R.
Example 2.2 (Control system): As an example of a differ-

ential inclusion we consider the dynamical system

ẋ = f(x, u)

where f : Rn × Rm → Rn is Lipschitz continuous in the
state x ∈ Rn and continuous in the input u ∈ Rm. For a
compact set U ∈ Rm we define the differential inclusion

F (x) = conv{f(x, u) ∈ Rn|u ∈ U}.

Then the differential inclusion ẋ ∈ F (x) satisfies Assump-
tion 2.1, [12, Remark 4]. y

B. The Dini derivative

For a smooth function ϕ : Rn → R we denote the
directional derivative at x ∈ Rn in direction w ∈ Rn by

Dϕ(x;w) = 〈∇ϕ(x), w〉 (3)

Since solutions of the differential inclusion (1) are absolutely
continuous but, in general, not necessarily continuously
differentiable we use the Dini derivative to extend the no-
tation of the directional derivative for Lipschitz continuous
functions ϕ. For Lipschitz continuous functions ϕ there are
four definitions of the Dini derivative. The upper right, lower
right, upper left, and the lower left Dini derivative at x in
direction w ∈ Rn are defined as:

D+ϕ(x;w) = lim supt↘0
1
t (ϕ(x+ tw)− ϕ(x)) , (4a)

D+ϕ(x;w) = lim inft↘0
1
t (ϕ(x+ tw)− ϕ(x)) , (4b)

D−ϕ(x;w) = lim supt↗0
1
t (ϕ(x+ tw)− ϕ(x)) , (4c)

D−ϕ(x;w) = lim inft↗0
1
t (ϕ(x+ tw)− ϕ(x)) . (4d)

For a Lipschitz continuous function ϕ : Rn → R the Dini
derivatives are finite for all x ∈ Rn and w ∈ Rn. If
ϕ is continuously differentiable in x ∈ Rn, then all Dini
derivatives coincide with the directional derivative, i.e.,

〈∇ϕ(x), w〉 = D+ϕ(x;w) = D+ϕ(x;w)

= D−ϕ(x;w) = D−ϕ(x;w).

However, note that the four definitions can indeed lead to
different values for a Lipschitz continuous function.

Example 2.3: Let ϕ : (−1, 1)→ R be defined as

ϕ(x) =

{
x2 sin

(
x−1

)
for x ∈ (−1, 0],

2x2 sin
(
x−1

)
for x ∈ (0, 1).

For x ∈ (−1, 0) the derivative of ϕ is given by
d
dxϕ(x) = 2x sin

(
x−1

)
− cos

(
x−1

)



which can be estimated by

sup
x∈(−1,0)

| ddxϕ(x)| ≤ sup
x∈(−1,0)

(
|2x sin(x−1)|+ | cos(x−1)|

)
≤ 3.

In the same way we obtain supx∈(0,1) | ddxϕ(x)| ≤ 6 and,

|ϕ(x)− ϕ(0)| ≤ |2x2 sin(x−1)| ≤ 2|x2| ≤ 2|x− 0|

for all x ∈ (−1, 1). Thus, the function ϕ is Lipschitz
continuous with Lipschitz constant L = 6. For the Dini
derivatives at x = 0 in direction w = 1 we obtain

D+ϕ(0, 1) = 2, D−ϕ(0, 1) = 1,
D+ϕ(0, 1) = −2, D−ϕ(0, 1) = −1.

The function ϕ and the directional derivative for x ∈
[−0.2, 0.2]\{0} in the direction w = 1 are visualized in
Figure 1. y
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Fig. 1. The function ϕ and its directional derivative on [−0.2, 0.2]\{0}.

For absolutely continuous solutions φ(·;x0) ∈ S(x0) of
differential inclusion (1), at a fixed time t, the right Dini
derivatives (4a)–(4b) indicate possible directions in forward
time t+ ∆t, ∆t > 0, whereas the left Dini derivatives (4c)–
(4d) indicate possible directions in backward time t − ∆t,
∆t > 0. Thus, for stability properties of the origin of the
differential inclusion (1), the right Dini derivatives are used.
Nevertheless the left Dini derivative will be important in
Section V-A.

For a smooth function φ(·;x0) : R≥0 → Rn and a smooth
function V : Rn → R≥0 we use the notation

V̇ (φ(t;x0)) = 〈∇V (φ(t;x0)), φ̇(t;x0)〉. (5)

to indicate the derivate of V along the function φ. If φ is
absolutely continuous and V is Lipschitz continuous, then (5)
holds for almost all t ∈ R.

III. LYAPUNOV CHARACTERIZATIONS: KNOWN RESULTS
AND MOTIVATING EXAMPLES

Before we propose Lyapunov characterizations for differ-
ential inclusions for instability, we review results on LFs and
CLFs for stability of differential inclusions and instability of
ordinary differential equations (ODEs) in this section.

A. Stability and instability of ordinary differential equations

Stability properties of ODEs characterized through Lya-
punov functions are well established. We consider ODEs

ẋ = f(x), x0 ∈ Rn, (6)

as a special form of the differential inclusion (1), with a
Lipschitz continuous right-hand-side f : Rn → Rn. In
contrast to the generalized definition (1), solutions of (6)
are unique and S(x0) contains only a single element for all
x0 ∈ Rn. Then, asymptotic stability of the origin can be
characterized in the following ways.

Theorem 3.1: Consider the ODE (6). Then the following
statements are equivalent.
(i) The origin x = 0 is (uniformly) globally asymptotically

stable.
(ii) There exists β ∈ KL such that

|φ(t;x0)| ≤ β(|x0|, t) ∀ t ∈ R≥0, ∀ x0 ∈ Rn.

(iii) There exist a smooth function V : Rn → R, α1, α2 ∈
K∞, and ρ ∈ P such that

α1(|x|) ≤ V (x) ≤ α2(|x|)
〈∇V (x), f(x)〉 ≤ −ρ(|x|)

for all x ∈ Rn. y
The function V in Theorem 3.1 is called an LF. For a proof
of Theorem 3.1 we refer to [15, Prop. 2.5] for the equivalence
between (i) and (ii) and [17, Thm. 6.2.3, Thm. 6.6.2] for the
equivalence between (ii) and (iii).

Instability of an equilibrium is usually defined as not sta-
ble. However, there are different classifications of instability.

Definition 3.2 (Instability): Consider the ODE (6). The
origin is

(i) unstable if for all ε > 0 and for all δ > 0, there exists
an x0 ∈ Bδ(0) and a t ∈ R≥0 with |φ(t;x0)| > ε; and

(ii) completely unstable if for all ε > 0 and for all δ > 0,
for all x0 ∈ Bδ(0) there exists a tx0

∈ R≥0 such that
|φ(tx0

;x0)| > ε. y
Note that, as stated, the concepts in Definition 3.2 are
essentially global as they are stated for all ε > 0; that
is, trajectories eventually leave every neighborhood of the
origin. Local versions are easily obtained by restricting ε.
For instability of the origin, a similar result to Theorem 3.1
can be stated.

Theorem 3.3 ([17, Lyapunov’s instability Thm. 6.2.8]):
Consider the ODE (6). Assume there exists a smooth
function C : Rn → R and ρ ∈ P such that

〈∇C(x), f(x)〉 ≥ ρ(|x|), ∀ x ∈ Rn. (7)

(i) If for all ε > 0 there exists x ∈ Bε(0) such that
C(x) > 0, then the equilibrium is unstable.

(ii) If C(x) > 0 for all x ∈ Rn\{0}, then the equilibrium
is completely unstable. y

There are more general results on instability for ODEs
where the most general goes back to Chetaev, [6]. However,
for the following discussion, Theorem 3.3 is sufficient. To
distinguish between stability and instability results we refer
to V as a LF and C as a Chetaev function (CF) in the
following.

Example 3.4: To illustrate complete instability, instability,
and asymptotic stability we consider three linear differential



equations and their solutions:

f1(x) =

(
x1
x2

)
, φ1(t;x0) =

(
x1,0e

t

x2,0e
t

)
, (8a)

f2(x) =

(
−x1
x2

)
, φ2(t;x0) =

(
x1,0e

−t

x2,0e
t

)
, (8b)

f3(x) =

(
−x1
−x2

)
, φ3(t;x0) =

(
x1,0e

−t

x2,0e
−t

)
. (8c)

For the ODE (8a) all solutions φ1(·;x0), x0 6= 0 satisfy
|φ1(t;x0)| → ∞ for t → ∞, which indicates that the
origin is completely unstable. Similarly, for (8c) the solutions
satisfy |φ3(t;x0)| → 0 for t→∞ for all x0 ∈ Rn, showing
asymptotic stability of the equilibrium.

For (8b) there exist initial values x0 = (0 c)T , c 6= 0,
such that |φ2(t;x0)| → ∞ for t→∞ as well x0 = (c 0)T ,
c 6= 0, such that |φ2(t;x0)| → 0 for t → ∞, i.e., the origin
x = 0 is unstable but not completely unstable.

These properties can also be rigorously verified using the
LF V1(x) = xTx and the CFs C2(x) = −x21 + x22 and
C3(x) = xTx. y

If instability is considered in the context of destabilization
and obstacle avoidance, it is clear that instability is not the
appropriate concept since it does not guarantee that all solu-
tions drift away from the origin. Thus, we will concentrate
on complete instability in the remainder of this paper. A
definition of complete instability in terms of comparison
functions as well as the extension to differential inclusions
has not been introduced in the literature yet (to the best of
our knowledge).

B. (Control) LFs: Stability of Differential inclusions
Since solutions of differential inclusions are not unique

in general, we consider two different definitions describing
asymptotic stability, or equivalently KL-stability.

Definition 3.5: The differential inclusion (1) is strongly
KL-stable with respect to the equilibrium 0 ∈ Rn if there
exists β ∈ KL such that, for all x0 ∈ Rn every solution
φ ∈ S(x0) satisfies

|φ(t;x0)| ≤ β(|x0|, t), ∀ t ∈ R≥0. (9)
y

Definition 3.6: The differential inclusion (1) is weakly
KL-stable with respect to the equilibrium 0 ∈ Rn if there
exists β ∈ KL such that, for all x0 ∈ Rn there exists
φ ∈ S(x0) so that

|φ(t;x0)| ≤ β(|x0|, t), ∀ t ∈ R≥0. (10)
y

Strong KL-stability describes robustness properties of
the equilibrium, whereas weak KL-stability indicates that
a system is stabilizable. Corresponding to strong and weak
stability, LFs and CLFs a can be defined.

Definition 3.7 (Robust Lyapunov function): A Lipschitz
continuous function V : Rn → R is called a LF for the
differential inclusion (1) if there exist α1, α2 ∈ K∞ and
ρ ∈ P such that

α1(|x|) ≤ V (x) ≤ α2(|x|) (11)
max
w∈F (x)

D+V (x;w) ≤ −ρ(|x|) (12)

holds for all x ∈ Rn. y
Definition 3.8 (Control Lyapunov function): A Lipschitz

continuous function V : Rn → R is called a CLF for the
differential inclusion (1) if there exist α1, α2 ∈ K∞ and
ρ ∈ P such that

α1(|x|) ≤ V (x) ≤ α2(|x|) (13)
min

w∈F (x)
D+V (x;w) ≤ −ρ(|x|) (14)

holds for all x ∈ Rn. y
With these definitions, the following connections between

stability and the existence of (control) LFs have been derived.
Theorem 3.9 ([7, Thm. 1.1],[8]): Suppose F satisfies As-

sumption 2.1. Then the following are equivalent.
(i) The differential inclusion (1) is strongly KL-stable

according to Definition 3.5.
(ii) There exists a smooth LF according to Definition 3.7.

y
Thus, for strong KL-stability it is even possible to assume

that the robust Lyapunov function is smooth. In the case of
weak KL-stability this is not the case.

Theorem 3.10: Suppose F satisfies Assumption 2.1. Then
the following are equivalent.

(i) The differential inclusion (1) is weakly KL-stable
according to Definition 3.6.

(ii) There exists a CLF according to Definition 3.8. y
Theorem 3.10 based upon results from [20], [18] and [12].

Theorem 3.9 and Theorem 3.10 extend the classical stability
result for ODEs. Since in the case of ODEs with Lipschitz
continuous right-hand-side, S(x0) contains only a single
element the definitions of strong and weak KL-stability
coincide and are equivalent to uniform global asymptotic
stability [15, Prop. 2.5].

IV. INSTABILITY CHARACTERIZATIONS FOR
DIFFERENTIAL INCLUSIONS

In this section we will mirror existing stability results
to describe complete instability properties of differential
inclusions. To this end, we will use definitions similar to
Definitions 3.5 and 3.6 by using appropriate comparison
functions and we will extend Theorem 3.3 by generalizing
the concept of Chetaev functions.

A. Complete instability of differential inclusions

In the stability context, KL-functions provide an upper
bound for solutions of differential inclusions. To establish
instability, by contrast, a lower bound for the solutions is
needed.

Definition 4.1 (K∞K- and K∞K∞-functions): Consider
the continuous function κ : R2

≥0 → R≥0.
(i) The function κ is said to be of class K∞K (κ ∈ K∞K)

if κ(·, s) ∈ K∞ for all s ∈ R≥0 and κ(s, ·)−κ(s, 0) ∈
K for all s ∈ R>0.

(ii) The function κ is said to be of class K∞K∞ (κ ∈
K∞K∞) if κ(·, s) ∈ K∞ for all s ∈ R≥0 and κ(s, ·)−
κ(s, 0) ∈ K∞ for all s ∈ R>0.



Example 4.2: As an example consider the function h :
R2
≥0 → R≥0, h(s, t) = Ceλts, and C > 0. It holds that

h(·, t) ∈ K∞ for all t ∈ R≥0. Additionally, h(s, ·)−h(s, 0) ∈
K∞ for all s > 0 and λ > 0, and h(s, ·) ∈ L for all s ≥ 0
and λ < 0. Thus h ∈ K∞K∞ for λ > 0 and h ∈ KL for
λ < 0. y

With these definitions, we can mirror Definitions 3.5
and 3.6 to characterize complete instability of differential
inclusions.

Definition 4.3: The equilibrium 0 ∈ Rn is strongly com-
pletely unstable with respect to the differential inclusion (1)
if there exists κ ∈ K∞K∞ such that, for all x0 ∈ Rn every
solution φ ∈ S(x0) satisfies

|φ(t;x0)| ≥ κ(|x0|, t), ∀ t ∈ R≥0. (15)
y

Definition 4.4: The equilibrium 0 ∈ Rn is weakly com-
pletely unstable with respect to the differential inclusion (1)
if there exists κ ∈ K∞K∞ such that, for all x0 ∈ Rn there
exists φ ∈ S(x0) so that

|φ(t;x0)| ≥ κ(|x0|, t), ∀ t ∈ R≥0. (16)
y

Remark 4.5: Note that in the literature the term KL-
stability has been established, despite the fact that, for
uniform global asymptotic stability, β(·, t) generally needs
to be of class K∞ (not only class K) for all t ≥ 0. y

The following example illustrates why κ ∈ K∞K∞ is
chosen to characterize instability rather than κ ∈ K∞K.

Example 4.6: Consider the ODE ẋ = 0 which trivially
has the origin as a stable equilibrium point. Assume that κ ∈
K∞K is used in Definition 4.3 to define complete instability
and consider the function

κ(r, t) = 1
2r(2− e

−t) ∈ K∞K.
For all x0 ∈ Rn and for all t ∈ R≥0 it holds that

|φ(t;x0)| = |x0| ≥ κ(|x0|) = 1
2 |x0|(2− e

−t) ≥ 1
2 |x0|

which would imply that the origin is completely unstable.
Since the origin of the ODE is stable but not asymptically
stable (i.e., KL-stable) K∞K-functions are not the right con-
ceptual tool to describe equivalences between KL-stability
and complete instability for systems in forward time and the
corresponding time reversed system. y

The K∞K∞-function ensures that a solution satisfies
|φ(t;x0)| → ∞ for t → ∞ for all x0 ∈ Rn\{0}. If this
is not desirable, in obstacle avoidance, for example, where
only a certain neighborhood around the origin is supposed
to be left, the following local definition can be used instead.

Definition 4.7: Let O ⊂ Rn be an open neighborhood
containing the origin 0 ∈ O. The equilibrium 0 ∈ Rn
is locally strongly completely unstable with respect to the
differential inclusion (1) and the neighborhood O if there
exists a κ ∈ K∞K∞ such that, for all x0 ∈ O every solution
φ ∈ S(x0) satisfies

|φ(t;x0)| ≥ κ(|x0|, t), (17)

for all t ∈ R≥0 such that φ(t;x0) ∈ O. y
Local weak complete instability can be defined in the same

way.

B. Sufficient conditions for complete instability

In this section we will derive sufficient conditions for
complete instability of differential inclusions in terms of
Chetaev functions.

Definition 4.8 (Robust Chetaev function): A Lipschitz
continuous function C : Rn → R is called a CF for the
differential inclusion (1) if there exist α1, α2 ∈ K∞ and
ρ ∈ P such that

α1(|x|) ≤ C(x) ≤ α2(|x|) (18)
min

w∈F (x)
D+C(x;w) ≥ ρ(|x|) (19)

holds for all x ∈ Rn. y
Definition 4.9 (Control Chetaev function): A Lipschitz

continuous function C : Rn → R is called a control
CF (CCF) for the differential inclusion (1) if there exist
α1, α2 ∈ K∞ and ρ ∈ P such that

α1(|x|) ≤ C(x) ≤ α2(|x|) (20)

max
w∈F (x)

D+C(x;w) ≥ ρ(|x|) (21)

holds for all x ∈ Rn. y
To be able to show that the existence of a (C)CF implies

complete instability we need the following comparison prin-
ciple.

Lemma 4.10: For any function ρ ∈ P there exists a κ ∈
K∞K∞ such that if y : [0, T ] → R, (T ∈ R>0 ∪ {∞}) is
a locally absolutely continuous function which satisfies the
differential inequality

ẏ(t) ≥ λρ(y(t)) (22)

for almost all t ∈ [0, T ], for some λ > 0 with y(0) = y0 ∈
R≥0 then

y(t) ≥ κ(y0, λt), ∀ t ∈ [0, T ]. (23)
y

A similar result providing an upper bound in terms of a KL
estimate is well known and can for example be found in [21,
Lemma A.4] or [10, Lemma 20]. The proof of Lemma 4.10
is given in the Appendix.

Theorem 4.11: Suppose F satisfies Assumption 2.1. As-
sume there exists a CF according to Definition 4.8. Then
the differential inclusion (1) is strongly completely unstable
according to Definition 4.3. y

Proof: We follow the lines of [8] (who themselves refer
to [14]). We define the set-valued map H : R≥0 ⇒ Rn,

H(v) = {x ∈ Rn|C(x) = v} (24)

and the function γ : R≥0 → R≥0,

γ(v) = min{ρ(|x|)|x ∈ H(v)}. (25)

(Lipschitz) continuity of C and continuity of ρ imply conti-
nuity of γ. Moreover, it holds that γ ∈ P since ρ ∈ P and
C(x) > 0 for all x 6= 0.

Since C is locally Lipschitz, C(φ(·;x)) is absolutely
continuous. Hence, due to the definition of the function γ



and due to condition (19) an arbitrary solution φ(·;x) ∈ S(x)
satisfies

d
dtC(φ(t;x)) = 〈∇C(φ(t;x)), φ̇(t;x)〉 (26)

≥ ρ(|φ(t;x)|) ≥ γ(C(φ(t;x)))

for almost all t ∈ R≥0. With these definitions, Lemma 4.10
can be applied to d

dtC(φ(t;x)) ≥ γ(C(φ(t;x)), for all x ∈
Rn, which yields a function κ ∈ K∞K∞ such that

C(φ(t;x)) ≥ κ(C(x), t)

for all φ(·;x) ∈ S(x) and for all t ∈ [0, T ]. The inequali-
ties (18) lead to the estimate

α2(|φ(t;x)|) ≥ C(φ(t;x)) ≥ κ(C(x), t)) ≥ κ(α1(|x|), t),

i.e., |φ(t;x)| ≥ α−12 ◦ κ(α1(|x|), t). Thus, the assertion
follows with the function α−12 ◦ κ(α1(·), ·) ∈ K∞K∞.

Theorem 4.12: Suppose F satisfies Assumption 2.1. As-
sume there exists a CCF according to Definition 4.9. Then
the differential inclusion (1) is weakly completely unstable
according to Definition 4.4. y

Proof: The proof is similar to the proof of The-
orem 4.11. Let H and γ be defined in (24) and (25),
respectively. Assume there exists φ(·;x) ∈ S(x) such that

d
dtC(φ(t;x)) = 〈∇C(φ(t;x)), φ̇(t;x)〉

≥ 1
4ρ(|φ(t;x)|) ≥ 1

4γ(C(φ(t;x)) (27)

for almost all t ∈ R≥0.
Again, Lemma 4.10 applied to (27) provides a function

κ ∈ KK∞ such that C(φ(t;x)) ≥ κ(C(x), t) and

|φ(t;x)| ≥ α−12 ◦ κ(α1(|x|), t) = κ̃(|x|, t)

with κ̃ ∈ K∞K∞.
The proof is complete if we can show that the pointwise

condition (21) ensures that for all x ∈ Rn there exists
φ(·;x) ∈ S(x) satisfying property (27) for almost all t ∈
R≥0.

We assume to the contrary, that there exists an x ∈ Rn
and an Γ > 0 such that all solutions φ(·;x) ∈ S(x) satisfy

d
dtC(φ(t;x)) < 1

4ρ(|φ(t;x)|) (28)

for all t in a set of non-zero measure contained in [0,Γ].
We choose an ε > 0 such that 1

2ρ(|y|) < ρ(|x|) for all
y ∈ Bε(x). Due to condition (21), there exists a w̃ ∈ F (x)
such that

D+C(x; w̃) ≥ ρ(|x|). (29)

Since F is Lipschitz continuous there exists a Lipschitz
continuous function w : [0,Γ] → Rn such that φ(·;x) ∈
S(x), φ̇(t;x) = w(t) for all t ∈ [0,Γ] and w(0) = w̃ (and
w(t) ∈ F (φ(t;x)). Note that φ(·;x) is Lipschitz continuous.
From assumption (28) and 1

2ρ(|φ(t;x)|) < ρ(|x|), we obtain
the condition

1
t (C(φ(t;x))− C(φ(0;x)) < 1

2ρ(|x|)

for all t ∈ (0,Γ) such that φ(t;x) ∈ Bε(x). Since the
left-hand-side is Lipschitz continuous, we can take the limit

superior for t→ 0 on both sides, which contradicts (29) and
thus the assumption (28) was wrong.

To sum up, this implies that for all x ∈ Rn there exists
a φ(·;x) ∈ S(x) such that the increase condition (27) is
satisfied for all t ∈ [0,Γ] where Γ > 0. Since this argument
can be applied iteratively to the initial value φ(Γ;x), there
exists a solution φ(·;x) ∈ S(x) such that (27) is satisfied for
all t ≥ 0.

Theorem 3.9 and 3.10, as well as the results of [13], [22],
indicate that the converses of Theorems 4.11 and 4.12 should
also hold, i.e., that complete instability implies the existence
of a (control) CF. These results are left for future research.
Instead, we turn to the connection between LFs and CFs as
well as stability in forward time and instability in backward
time of dynamical systems in the sequel.

V. CONNECTIONS BETWEEN STABILITY AND
INSTABILITY PROPERTIES

In this section we investigate connections between the
existence of (control) LFs and (control) CFs. In the same
way, we investigate connections between stability properties
of equilibria for dynamical systems in forward time and
instability properties in backward time.

A. (Control) LFs versus (Control) CFs
Theorem 5.1: Let V : Rn → R be a smooth function.

Suppose F satisfies Assumption 2.1. Then V is a (control)
LF for system (1) if and only if V is a (control) CF for
system (2). y

Proof: Let V be a smooth CLF of system (1). Then
estimate (14) can be written as

− max
w∈F (x)

−〈∇V (x), w〉 ≤ −ρ(|x|).

Thus, the inequality

max
w∈F (x)

〈∇V (x),−w〉 = max
w∈−F (x)

〈∇V (x), w〉 ≥ ρ(|x|)

holds, which shows that V is a CCF for the time reversal
system (2). The relation between smooth LFs and smooth
CFs can be shown in the same way.

A similar result for nonsmooth (control) LFs and (control)
CFs does not hold. To see this, assume that V is a CLF for
the differential inclusion (1), i.e., the condition

−ρ(|x|) ≥ min
w∈F (x)

D+V (x;w)

holds for all x ∈ Rn. Using the definition of the lower right
Dini derivative, this condition can be equivalently written as

ρ(|x|) ≤ max
w∈F (x)

−D+V (x;w)

= max
w∈F (x)

− lim inf
t↘0

1
t (V (x+ tw)− V (x))

= max
w∈F (x)

lim sup
t↘0

− 1
t (V (x+ tw)− V (x))

= max
w∈F (x)

lim sup
t↗0

1
t (V (x− tw)− V (x))

= max
w∈−F (x)

lim sup
t↗0

1
t (V (x+ tw)− V (x))

= max
w∈−F (x)

D−V (x;w).



The calculations above show that the right Dini derivative
becomes a left Dini derivative, which cannot be used to com-
pute an increasing direction for the time reversal system (2).
The same arguments hold if we start with a nonsmooth LF
instead of a nonsmooth CLF.

The fact that the existence of a nonsmooth CLF for ẋ ∈
F (x) indeed does not imply that there exists a nonsmooth
CCF for ẋ ∈ −F (x) can be observed on the example of
Artstein’s circles [2].

Example 5.2 (Artstein’s circles): The dynamical system
ẋ = f(x, u) described by

ẋ1(t) =
(
−x1(t)2 + x2(t)2

)
u(t) (30a)

ẋ2(t) = (−2x1(t)x2(t))u(t) (30b)

is known as Artstein’s circles in the literature. For u ∈
[−1, 1] = U and F (x) = conv{f(x, u)|u ∈ U} the dynamics
can be described in the form of a differential inclusion (1).
The function

V (x) =
√

4x21 + 3x22 − |x1|

is a CLF in the Dini sense according to Definition 3.8, which
implies weak KL-stability according to Theorem 3.10. Nev-
ertheless, the time reversal system is not weakly completely
unstable since all solutions of Artstein’s circles with initial
value x ∈ R2\(R× {0}) are bounded for all t ∈ R≥0.

More explicitly all solutions of the dynamical system (30)
are described through circles, where the radius of the circle
is defined by the initial value. The input u can only change
the direction (left or right) and the velocity of the solution.
For any potential CCF C there needs to exists at least one
point x̃ ∈ Rn on a circle corresponding to any initial value
x0 where no increasing direction D+C(x̃;w) > 0 exists.
This is true for initial values arbitrarily close to the origin.

We summarize the observation in the following corollary.
Corollary 5.3: Let F satisfy Assumption 2.1. Weak KL-

stability of the origin of ẋ ∈ F (x) is not equivalent to weak
complete instability of the origin of ẋ ∈ −F (x). y

This result shows that even though there are similarities
between stability in forward time and instability in backward
time, instability results cannot simply be defined by mirror-
ing known results from stability theory. In particular in the
destabilization of dynamical systems there are several open
questions left for future research.

B. Stability versus Instability

The example of Artstein’s circles shows that weak KL-
stability in forward time is not equivalent to weak complete
instability in backward time.

By contrast, we conjecture that strong KL-stability in
forward time is equivalent to strong complete instability in
backward time. Indeed, strong KL-stability in forward time
is equivalent to the existence of a smooth strong Lyapunov
function (Theorem 3.9), which according to Section V-A
is a strong Chetaev function for the system in backward
time. Theorem 4.11 then implies that ẋ ∈ −F (x) is
strongly completely unstable. The converse statement, i.e.,

strong complete instability of ẋ ∈ −F (x) implies strong
KL-stability, holds if one can show that the converse of
Theorem 4.11 is true.

Conjecture 5.4: Let F satisfy Assumption 2.1. Strong
KL-stability of the origin of ẋ ∈ F (x) is equivalent to strong
complete instability of the origin of ẋ ∈ −F (x). y

If a linear system is strongly KL-stable, a K∞K∞-
function showing strong complete instability of the time
reversal system can be easily derived. However, a similar
relation for nonlinear systems does not hold, which we
illustrate in the following two examples.

Example 5.5 (Linear dynamical systems): Consider the
linear system ẋ = Ax and let σR(A) be the set of the real
parts of the eigenvalues of A. Assume that the linear system
is asymptotically stable, i.e., amax = maxa∈σR(A) a < 0.
Then there exists a C ∈ R>0 such that

|φ(t;x0)| = |eAtx0| ≤ Ceamaxt|x0| = β(|x0|, t).

for all x0 ∈ Rn. Similarly, for the time reversal system there
exists a C ∈ R>0 such that

|ψ(t;x0)| = |e−Atx0| ≥ Ce−amaxt|x0| = κ(|x0|, t).

for all x0 ∈ Rn y
Example 5.6: Consider the nonlinear system ẋ = −x3

and its timed reversed counterpart ẋ = x3 with the solutions

φ(t;x) =
x√

1 + 2tx2
and ψ(t;x) =

x√
1− 2tx2

,

respectively. The system in forward time is (weakly and
strongly) KL-stable with KL-function

β(r, t) =
r√

1 + 2tr2
+ e−tr.

The time reversal system has finite escape time. Thus, the
solution cannot be used as a K∞K∞-estimate. However, it
is easy to show that

|ψ(t;x0)| ≥ κ(|x0|, t) = |x0|(t+ 1).
y

VI. CONCLUSIONS

In this paper we introduced CFs and CCFs as an analogue
to LFs and CLFs to describe complete instability properties
of differential inclusions. In this context we derived sufficient
conditions for complete instability and we derived connec-
tions between the existence of (control) LFs for dynamical
systems in forward time and the existence of (control) CFs
for the corresponding time reversal system. Future work
includes deriving necessary conditions for (control) CFs,
mirroring known converse Lyapunov theorems.

APPENDIX

The following proof is similar to the proof of the compar-
ison principle provided in [10, Lemma 20].

Proof of Lemma 4.10.
We first demonstrate the case λ = 1. Let the assumptions
of the lemma be satisfied for λ = 1. We define the function
ρ̂(s) = min{s, ρ(s)}. Observe that

ẏ(t) ≥ λρ(y(t)) ≥ λρ̂(y(t))



holds for all t ∈ [0, T ]. For s ∈ (0,∞) we define the function

η(s) =
∫ s
1

1
ρ̂(τ) dτ.

We observe that η(s) is continuously differentiable and
strictly increasing for s ∈ (0,∞). Due to the condition
s ≥ ρ̂(s) for all s ∈ (0, 1) it holds that∫ 1

s
1
τ dτ ≤

∫ 1

s
1

ρ̂(τ) dτ = −η(s),

which implies lims↘0 η(s) = −∞. For s ∈ [1,∞) it holds
that ∫ s

1
1
τ dτ ≤

∫ s
1

1
ρ̂(τ) dτ = η(s),

which implies lims→∞ η(s) =∞.
Thus, η : (0,∞) → (−∞,∞) and, since η is continuous

and strictly increasing, η−1 : (−∞,∞) → (0,∞) is also
continuous and strictly increasing. We define the function

κ(s, t) =

{
0, s = 0
η−1(η(s) + t), s > 0

for all s, t ∈ R≥0. Since η−1(·) is unbounded it holds that
η−1(η(s)+·)−η−1(η(s)) ∈ K∞ for all s > 0. For all s > 0,
t ≥ 0 it holds that

0 ≤ η−1(η(s) + t) ≥ η−1(η(s)) = s,

which implies that κ is continuous (in particular at (s, t) =
(0, 0)) and κ(·, t) ∈ K∞ for all t ≥ 0 and we can conclude
that κ ∈ K∞K∞. If y0 = 0, any function κ ∈ K∞K∞
satisfies y(t) ≥ 0 = κ(0, λt) for all t ∈ [0, T ]. In the case
y0 > 0, condition (22) ensures that y(t) ≥ y0, and thus
ρ̂(y(t)) 6= 0, for all t ∈ [0, T ]. This implies that for all
y0 > 0 inequality (22) can be rewritten as

ẏ(t)
ρ̂(y(t)) ≥ 1,

and integration over both sides leads to∫ y(t)
y0

1
ρ̂(r) dr =

∫ t
0

ẏ(τ)
ρ̂(y(τ))dτ ≥ t.

Using the definition of the function η we obtain η(y(t)) −
η(y0) ≥ t or equivalently

y(t) ≥ η−1(η(y0) + t)

which shows the assertion for λ = 1.
By taking the time rescaling τ = λt, we see that ẏ(t) ≥

λρ̂(y(t)) for almost all t ∈ [0, T ] becomes

d
dτ y(τ/λ) ≥ ρ̂(y(τ/λ)),

for almost all τ ∈ [0, λT ]. Following the steps above, we
have a function κ ∈ K∞K∞ such that y(τ/λ) ≥ κ(y0, τ) for
all τ ∈ [0, λT ] and hence y(t) ≥ κ(y0, λt), for all t ∈ [0, T ].

�
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