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1. Introduction and overview 

The first archeological evidence for the invention of a writing system is approximated for 

the 4
th

 millennium BC (e.g., Olson 1993:4) and considered as a mile stone in the human 

history. By means of a script, i.e., an inventory of graphic signs, information can be 

systematically preserved by writing it down. Thus, the invention of a writing system 

provided a new instrument to represent and conserve knowledge and transfer it across 

space and time. Writing is a cultural achievement, a technical innovation “shaped by 

civilization and a tool shaping it” (Coulmas 1989:4). Complex societies which include 

forms of industry, commerce, administration, science, technology and art usually develop 

forms of writing (Coulmas 1989:7). 

Learning to read written language opens the world – proficient readers can in principle 

learn everything that is written down – ranging from time tables, receipts or short messages 

to complex texts, for example about scientific observations and theories. In this sense 

reading acquisition is an essential basis for educational achievements. Hot debates on the 

results of recent international reading assessment programs (for example PISA, see e.g., 

Naumann, Artelt, Schneider & Stanat 2010) emphasize the importance of reading 

proficiency for the educational development of individual students. Studies in the field of 

reading research may contribute to a better understanding of the skills underlying reading 

and the way they are achieved. Reading is a cognitive process that provides information 

through the visual representation of language units, and these visual units, basically printed 

single words, need to be identified to build up mental representations of the language units 

(Perfetti 2001). Thus, the identification of written words can be viewed as a basic operation 

in the reading process. 

Written language conveys information by means of a graphic representation of 

language (e.g., Sampson 1985). In languages with an alphabetic writing system like 

German, Dutch, English or French letters have a phonographic function, i.e., letters and 

letter groups represent sound units of the language, or, in other words, graphemes represent 

phonemes. For example, in German the single letter <t> expresses the phoneme /t/, and the 

multi-letter string <sch> expresses the phoneme /ʃ/, e.g., <Tisch>, /tɪʃ/ ‘table’. Thus, the 

meaning of written words can be decoded by mapping printed units to sound units of the 

language (and blending the given sound units to form the spoken word in order to retrieve 

its meaning from memory). This print-to-sound translation is called phonological recoding. 

Acquiring knowledge about systematic letter-sound correspondences, i.e., about the 
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alphabetic principle, is a crucial step in reading acquisition (see Chapter 2.3). The view 

that phonological recoding skills are essential in reading acquisition is widely accepted in 

the literature (e.g., Jorm & Share 1983). In early stages of reading acquisition, beginning 

readers identify printed words predominantly via phonological recoding strategies (Ehri 

1992, Share 1995, Frith, Wimmer & Landerl 1998). It is often assumed that due to print 

exposure and growing experience in word reading, a number of words can be identified by 

sight (sight words), i.e., without segmenting the word into spelling units, and translating 

spelling units to sound units. This word identification strategy is considered a pure 

orthographic or direct processing route from written words to stored word knowledge in 

the mental lexicon. So-called dual-route models of reading (e.g., Coltheart, Curtis, Atkins 

& Haller 1993; Coltheart, Rastle, Perry, Langdon, & Ziegler 2001; Perry, Ziegler & Zorzi 

2007, 2010) capture these two different routes, i.e., the phonological and the orthographic 

route, as separate word identification mechanisms which both develop during reading 

acquisition.
1
 According to dual route models, knowledge about word forms (phonological, 

orthographic, as well as semantic information) is stored in the mental lexicon. When a 

skilled reader recognizes a printed word, the corresponding lexical entry is addressed and 

the stored information about a word’s spelling, pronunciation and meaning can be retrieved. 

It is obvious that the pre-literate children’s lexical knowledge on word forms lacks 

orthographic information and thus, differs from that of literate speakers. While learning to 

read the beginning readers memorize implicit information about words by the repeated 

identification of spelling patterns as specific words (e.g., Klicpera, Schabmann & 

Gasteiger-Klicpera 2010: 104f; Share 1995). A reader might implicitly learn the correct 

spelling pattern for a word after recognizing it for several times (e.g., Klicpera et al. 

2010:104f). In other words, by gaining reading experience during education the quality and 

quantity of the individual orthographic knowledge constantly increases. 

Many proponents of the dual-route theories of reading assume that in advanced stages 

of reading development, the initially predominant phonological recoding procedure is 

successively substituted with orthographic processing mechanisms that allow for a direct 

and faster mapping of letter strings to word meanings (e.g., Sprenger-Charolles, Siegel, 

Béchennec, & Serniclaes 2003; Bijeljac-Babic, Millogo, Farioli, & Grainger 2004; 

Coltheart & Rastle 1994). In other words, a skilled reader does not necessarily need to 

activate phonological information in order to identify a familiar word from print. This 

                                                           
1
 There are alternative reading models (e.g., Seidenberg & McClelland 1989; Plaut, McClelland, Seidenberg 

& Patterson 1996) which also successfully simulate many of the typical behavioral patterns in word reading; 
compare e.g., Perry, Ziegler & Zorzi 2007). 
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assumption is for example supported by observations of regularity effects in skilled readers 

reported by Taft & van Graan (1998). A word is seen as orthographically regular if its 

pronunciation can be inferred from print-to-sound translation rules that apply regularly for 

a number of words; e.g., VINE, sharing the pronunciation of the rime with e.g., line, fine. 

In contrast, the pronunciation of irregular words deviates from spelling-sound translation 

rules; e.g., VASE differing from e.g., phase, base. Regularity effects in visual word 

processing like those reported in Taft & van Graan are assumed to arise from the 

interaction between phonological and orthographic information which are linked to each 

other in the reading system. In their study, Taft & van Graan reported that the same set of 

target words that lead to significant regularity effects in a naming task (reflected in faster 

and more accurate performances in naming VINE vs. VASE) did not produce a regularity 

effect when subsequently employed as stimulus material in a semantic categorization task 

with skilled readers of English. The absence of a regularity effect in the semantic decision 

data indicates that the participants’ performances in this silent reading task were based on 

orthographic rather than phonological information (Taft & van Graan, 1998). If 

phonological information was automatically addressed the regularity effect should have 

been observed for both the naming and the semantic categorization task. Taft & van Graan 

conclude from their findings that phonology is not necessarily involved in the access to 

word meanings; though it might be automatically activated to support the working memory 

with additional information (Baddeley, Eldridge & Lewis 1981). 

The automatic processing of phonology during unimpaired skilled reading has for 

example been addressed by experiments on the processing of homophonous words and 

pseudowords in text reading (e.g., Pollatsek, Lesch, Morris & Rayner 1992; Inhoff & 

Topolski 1994; Daneman & Reingold 1993, 2000 on English), or in silent single-word 

reading employing homophonous stimulus material (e.g., Van Orden 1987 on English; or 

Ziegler, Jacobs & Klüppel 2001; Penke & Schrader 2008 on German). For example Ziegler 

et al. (2001) compared the lexical decision performances of German skilled readers when 

presented with written pseudohomophones
2

 (e.g., SAHL derived from SAAL “hall, 

saloon”) and spelling controls (e.g., SARL derived from SAAL). The participants were 

significantly slower and less accurate in rejecting homophonous non-words than in 

rejecting spelling controls. In other words, pseudowords sharing the same phonological 

form with an existing word (e.g., SAHL) were harder to identify as non-words than 

spelling controls (SARL). This observation implies that the participants automatically 

                                                           
2
 Pseudohomophones are nonsense words that sound like real words. 
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activated phonological information although the actual reading task (judging the lexical 

status of given letter strings as words or non-words) could be accomplished on the basis of 

orthographic information alone. The robustness of such phonological effects during 

reading observed in a variety of experimental tasks (see e.g., Frost 1998) supports the view 

of an automatic activation of the phonological component during reading which is widely 

accepted in the literature (e.g., Coltheart et al. 2001:212; Perfetti 2011; Rapp, Folk & 

Tainturier, 2000). In other words, there is a broad consensus on the assumption that 

phonological and orthographic processing routines are both activated in parallel during 

word reading. But note that the controversy among scholars also concerns the issue 

whether the phonological or the orthographic route is dominant in skilled word reading, or 

in other words, whether orthographic or phonological codes are activated earlier during 

word identification, and whether orthographic or phonological information is crucial for 

semantic access.
3
 However, this debate is beyond the scope of the present work which 

follows the assumption that phonology is automatically activated in the word identification 

process in alphabetic languages (see Chapter 2). 

 

Phonology shapes word reading units 

Cross-language studies provide empirical support for the assumption that the relevance of 

functional units in word reading varies as a function of language. In other words, reading 

in different languages might involve different processing units, which needs to be 

considered in theoretical accounts on word reading (e.g., Frost 2012; Ziegler & Goswami 

2005). 

Whereas numerous studies have demonstrated phonological effects in reading the 

question which units of phonological representation are processed has been disregarded for 

a long time. Note that written language is always underspecified with respect to some 

aspects of spoken language (such as stress, intonation, speech pause). Prosodic properties 

are not explicitly encoded in written language. However, the role of prosodic units during 

reading has recently come more into the focus of a number of studies (e.g., Colombo 1991; 

Colombo & Tabossi 1992 on Italian; Kelly, Morris & Verrekia 1998; Rastle & Coltheart 

                                                           
3
 Given that the phonological or non-lexical route was predominant in visual word identification, it might 

even be the case that the retrieval of phonological information is mandatory for the access to word 
meanings (i.e., the access to word meanings is phonologically mediated). See e.g., Rapp, Folk & Tainturier 
(2000:242ff) for a discussion of psycholinguistic and neuropsychological evidence. Recently, 
neurophysiological and neuroimaging studies contribute to this controversial issue; see e.g., Grainger, 
Kiyonaga & Holcomb (2006). 
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2000; Ashby & Clifton 2005 on English). Especially when considering polysyllabic words 

or sentence and text reading, it is worth questioning whether supra-segmental units are 

involved. A strong claim towards the automatic processing of prosodic properties was 

made by Fodor (1998, 2002; see also Black & Byng 1986) in her Implicit Prosody 

Hypothesis on stress languages. The hypothesis claims that during silent reading a default 

prosodic contour is automatically imposed on the visual input. The default prosodic 

structure is the most natural structure for the given input, and the assignment of the default 

structure might influence the resolution of ambiguous sentences (for example the 

ambiguous attachment of the relative clause in sentences like He hit [the companion]NP1 of 

[the police officer]NP2 [who was found dead]RC).
4

 However, the Implicit Prosody 

Hypothesis does not presuppose that lexical stress, i.e., word-level prosody, is 

automatically assigned to single words during reading (cf. Ashby 2006). It might as well be 

that during silent reading only phrase and sentence level prosody is imposed on basic units 

(compare e.g., Frost 1998). Hence, more needs to be learnt about the role of prosody 

during word identification in the reading process. 

As a result of the anglo-centricity in reading research (Share, 2008) a large proportion 

of the studies concerned with the impact of phonology on visual word processing are 

focused on English. But note that many languages are substantially different from English 

e.g., with respect to morpho-syntactic or phonological factors (e.g., Japanese, Chinese), or 

with respect to orthographic transparency and consistency (e.g., Spanish, German, Dutch). 

Cross-language investigations have demonstrated differences in word reading 

performances in different stages of reading development (e.g., Aro & Wimmer 2003; 

Seymour, Aro & Erskine 2003), and in skilled readers (e.g., with respect to the word length 

effect, see Ziegler, Perry, Jacobs & Braun, 2001; or the transposed letter effect; e.g., Frost 

2012). As a consequence, findings from reading research on English cannot be directly 

transferred to other languages. A large number of studies providing the empirical basis for 

theoretical approaches on word reading were only focused on English. This lack of cross-

linguistic evidence calls for a broader empirical basis considering languages other than 

English with its extreme orthography (compare Chapter 2.1.2). Therefore, the present work 

is concerned with visual word processing in German that has a more regular orthography in 

terms of spelling-to-sound correspondences (e.g., Borgwaldt, Hellwig & de Groot, 2004), 

and has been subject to fewer empirical investigations (e.g., Penke & Schrader 2008). 

                                                           
4
 For English, an attachment of the relative clause to the lower NP [the police officer] is seen as the 

preferred structure, which relates to the absence of a phrase boundary before the relative clause as the 
default (Jun 2003). 
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This cumulative dissertation comprises of a theoretical part (Chapter 2 to 3), and an 

empirical part (Chapter 4 to 6) which is based upon three published articles (Beyermann & 

Penke 2014a, and b; Beyermann 2013). Part of this work was supported by grant 

G.0292.09N from FWO (Fonds Wetenschappelijk Onderzoek, Vlaanderen) to my 

supervisor Martina Penke. 

The present work is concerned with some questions on how literacy acquisition changes 

the way words are processed. More specifically, this dissertation aims to contribute to a 

broader knowledge about the interaction of phonology and orthography in German word 

processing. First, Chapter 2 provides the theoretical background of the central empirical 

objective pursued by the present work. Chapter 2.1 gives an overview of language-specific 

properties that impact on the word reading system, thus explaining the inducement to 

investigate word reading in a language other than English (here German) and giving an 

outline of the German writing system and orthography. However, differences in how 

written words are processed were not only found present across different languages, but 

also across readers at different stages of reading development. Therefore, Chapter 2.2 gives 

a short description of unimpaired reading acquisition (in German). The subsequent Chapter 

3 outlines the aims of this dissertation. The central questions are: 

1. Do supra-segmental phonological units (exemplified on word stress) constitute 

processing units in German word reading? And does the functional relevance of 

these units vary as a function of reading experience? 

2. Do spelling patterns of German words provide potential cues to word stress? 

3. Does orthography (spelling knowledge) influence spoken word processing? And 

does the influence of spelling knowledge on spoken word processing vary as a 

function of reading experience? 

For one, the present study aims at contributing to a broader knowledge about the issue 

of phonological activation in the reading process. More precisely, it focuses on the 

question whether word stress
5
, a prosodic feature is involved in German word reading at 

different stages of reading development. 

                                                           
5
 Word stress, which is phonetically encoded by modulations of the fundamental frequency (f0), duration 

and intensity of stressed elements, expresses an abstract prominence relation between syllables in a word 
(e.g., Liberman & Prince 1977), and groups syllables in a word into metrical units. Metrical information from 
the word-level is a basis for the higher-level prosodic organization that affects the syntactic and semantic 
interpretation of utterances. 
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Two articles were devoted to this question (Beyermann & Penke 2014b, Study 1 in 

Chapter 4; and Beyermann 2013, Study 2 in Chapter 5; a study completed subsequently to 

study 1, but published earlier). In short, the first and major part of this dissertation (Chapter 

4 and 5) investigates the question whether prosodic units (patterns of word stress) which 

are not marked explicitly in written words are activated during German word reading, and 

whether orthographic patterns might provide implicit cues to word stress. 

 

However, the impact of phonology on visual word processing is only half the story 

when considering the link between units of spoken and written language. In unimpaired 

first language acquisition, the perception and production of language is usually confined to 

its spoken form for several years. Learning to read seems to change the way we perceive 

spoken language. The second part of this dissertation (Study 3 in Chapter 6) briefly 

presents a third published article: Beyermann & Penke (2014a) investigating whether units 

of written language (spelling patterns) are involved in auditory word processing. It is 

reasoned that orthographic effects in auditory processing might arise from a supportive 

function of spelling knowledge for the working memory (Taft 2011). This would be 

analogous to an automatic phonological activation during word reading which supports the 

working memory with additional information on the input (compare previous section; 

Baddeley et al. 1981). In other words, both parts of the present work allude to the more 

general question about which spelling-sound units are activated during word processing, 

either in the written or spoken modality. Finally, Chapter 7 discusses the outcomes of the 

presented studies with respect to theoretical assumptions on word reading and reading 

acquisition. 
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2. Reading and reading acquisition 

The present chapter first introduces important aspects of the assumed cognitive word 

reading system which are influenced by language-specific factors (Chapter 2.1). The 

subsequent Chapter 2.2 is concerned with the development of the reading system focusing 

on German. 

Written languages may differ with respect to a) their scripts, i.e., the inventory of 

functional graphical elements, compare e.g., the Roman vs. Cyrillic script in French vs. 

Russian; b) their writing system, i.e., which language units are represented by basic units of 

writing, compare e.g. logographic systems like Chinese where graphic symbols represent 

morpho-syllabic units vs. alphabetic systems like German where graphic symbols represent 

phonemic units; and c) their orthography, i.e., writing principles, determining e.g., 

grapheme translations, word spellings, or punctuation (compare Perfetti 2003). 

For example Perfetti & Dunlap (2008) emphasize the influence of the writing system and 

orthography of a language on literacy acquisition. Such linguistic differences can be 

associated with differences in the development and impairment of word reading processes 

across languages (e.g., Landerl, Wimmer & Frith 1997; Perfetti & Liu, 2005; Yoon, Bolger, 

Kwon, & Perfetti 2002; Ziegler & Goswami 2005). In other words, the cognitive reading 

system of readers adapts to language-specific properties (see e.g., Frost 2012; Wang, Koda 

& Perfetti 2004; Perfetti, Cao, & Booth 2013 for empirical evidence), and, what has been 

found for English reading and reading development does not necessarily hold for other 

languages. 

 

2.1 Language-specific vs. universal properties of the reading system 

What is common to the reading process in different languages? Reading is a highly 

complex mental information processing activity (Coltheart 2006) that is based on a 

specialized system of component processes (from letter to word identification, sentence 

and text comprehension). Reading across all writing systems aims to extract meaning from 

print, and word decoding is considered a basic foundation skill of reading (e.g., Stanovich 

1982, Gough & Tunmer 1986; Hoover & Gough 1990; Balota 1994; Joshi & Aaron 2000). 

Common to all languages with any writing system is that written language encodes the 

spoken language. When children learn to read they learn how language units are encoded 

in units of the written language (e.g., Perfetti & Dunlap 2008). Because the identification 
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of single printed words is an essential component process of reading, a great deal of 

empirical and theoretical investigations focused on single word identification. Word 

identification is the process in which a given visual or auditory signal is detected as 

identical to a word form stored in memory requiring lexical access (to long-term memory, 

where information on word forms is stored) which might be attended by semantic access 

(to the word meaning stored in memory). A decoded or identified written word unit – both 

terms decoding and identification are used as synonyms here – may be subject to further 

processing (e.g., spelling out). According to the Lexical Constituency Model (Perfetti & 

Liu 2006) word identification is associated with the access to stored lexical information on 

that word (spelling information, pronunciation, word meaning). These components of 

lexical information are assumed to be highly interlocked in proficient readers, whereas 

they are less specific and less connected in younger or less skilled readers (e.g., Landerl, 

Frith & Wimmer 1996; see also Chapter 2.3). Cross-language differences in linguistic 

structure (phonology, morphology), writing systems and orthographic systems can be 

associated with differences in the relative importance of single lexical components (Perfetti 

2011:161) and their involvement during word reading (see next chapter). 

 

2.1.1 Writing systems 

For a large number among approximately 3000 different spoken languages in the world 

(Frost 2012:266) a diversity of visual codes have evolved which may differ in script type, 

writing system or orthography. Common to all written languages is that the basic units of 

written sentences are written words, and that written language conveys meaning by 

representing morphemic information (Hung & Tzeng 1981; Frost 2012). The cross-

language differences emerge from different coding systems (writing and orthographic 

system) and they affect the lower input level: Readers in different languages are confronted 

with different ways printed words express language units.
6
 

                                                           
6
 The script type is not considered an important factor for cross-language differences in the reading system 

(Perfetti & Dunlap 2008). 



Reading and reading acquisition 

10 

Broadly speaking, writing systems are traditionally determined by the basic language unit 

corresponding to a single graphical unit (phonemes, syllables, or morphemes)
7
. Thus, 

writing systems are classified as alphabetic systems (e.g., English, German, and Hebrew 

where graphemes refer to phonemes), syllabic systems (where graphemes represent 

syllables; e.g., Japanese Kana, see Perfetti & Dunlap 2008) or logographic systems 

(characters refer to syllabic morphemes, e.g., Chinese, see Wang, Cheng & Chen 2006). 

According to Frost (2012) the evolution of a certain writing system for a language 

complies with the linguistic properties of that language. Take as an example the 

logographic system of the Chinese languages. The Chinese printed characters often 

combine a semantic radical with a phonetic radical to refer to a lexical morphemic unit; 

e.g., 燈 /dang/1 “lamp” combines the semantic radical 火 for “fire” with the phonetic 

radical 登 /dang/1 “climb” resulting in an ideophonic compound (Ho & Bryant 1997; see 

also Huang & Hanley 1994)
8
. Chinese languages are classified as analytical in the sense 

that grammatical relations among words in a sentence are expressed by function words or 

word order rather than affixation (e.g., Bußmann 2002). This means that single words are 

usually monomorphemic. Moreover, complex onsets or codas are not allowed; thus, single 

words in Chinese are usually short (one syllable) and have a simple phonological structure. 

Due to the restrictions in the number and structure of syllables that constitute words — the 

syllable inventory of Chinese is relatively small (about 400 syllables; e.g., Cholin, Levelt 

& Schiller 2006)
9
 — the phonological space of Chinese is rather dense, i.e., a small 

number of different phonological forms maps to a large number of different meanings, 

leading to many cases of homophony (Frost 2012). In speech, the correct meaning of a 

phonological word form (as intended by the speaker) can often be identified by different 

tone contours which have a lexically distinctive function in Chinese. But tones are not 

explicitly represented in written Chinese. However, for example the combination of 

different semantic radicals with the same phonetic radical allows a distinction between 

different word meanings, e.g., as is the case for the spoken syllable /dang/1 which is 

                                                           
7
 A phoneme can be defined as the smallest lexically distinctive unit in spoken language (compare e.g., look 

vs. cook). Syllables are the basic articulatory units of spoken language, and thus subject to typical 
phonological processes on the segmental level (e.g., feature assimilation), and on the supra-segmental, 
prosodic level (word stress, sentence accent, intonation). Syllables are comprised of a nucleus (obligatory), 
a coda (optional), and an onset (optional), and the nucleus and coda form the syllable rime. Languages 
differ with respect to the inventory of syllable structures (for more details, see e.g., Kenstowicz 1994). 
Morphemes are the smallest units of meaning (either grammatical like the, or lexical like house), cf. 
Bußmann (2002). 
8
 In the example /dang/1, the tone number ‘1’ denotes a high level tone (see Ho & Bryant 1997). 

9
 Note that this count does not consider tones; if tone contours are considered as part of syllables, the total 

set contains approximately 1200 different syllables; Chen, Chen & Dell (2002). 
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expressed by the phonetic radical 登, and to mean the word 燈 “lamp” it is designated by 

the semantic radical火 for “fire” (compare Ho & Bryant 1997). In contrast to learning to 

read in alphabetic languages, where learning letter-sound or grapheme-phoneme 

correspondences is an essential first step, Chinese reading acquisition is assumed to be 

based on learning a large number of grapheme-morpheme relations (Wang et al. 2006). 

According to Perfetti & Dunlap (2008:34) Chinese is “a poor candidate for an alphabet 

because of its many homophones and its tone system.” In other words, the Chinese 

logographic system is well adapted to the dense phonological space of the language, 

providing the reader with signals that directly map to the semantic meaning in order to 

identify printed words (Frost 2012). 

Compare the logographic system of Chinese for example with English and Hebrew, two 

alphabetic systems. In English, spelling units of the word refer to vocalic and consonantal 

segments (e.g., in flush, the graphemes <f>, <l>, <u>, <sh> correspond to the phonemes /f/, 

/l/, /ʌ/, /ʃ/, which can be assembled to form the spoken word /flʌʃ/), whereas in Hebrew 

graphemes usually refer to consonants, and vowels are often not represented in print. In 

other words, written Hebrew differs from English in that it employs a consonantal script. 

What might be the linguistic difference underlying the evolution of different alphabetic 

systems for English vs. Hebrew? According to Frost (2012) cross-language differences in 

the structure of the phonological space as well as differences in the representation of 

morphemes and meaning by phonological units might have evoked the development of the 

differences in their writing systems. 

Hebrew content words are usually root derived, i.e., word forms are based on one out of 

3000 different root morphemes which expresses the core meaning; e.g., זמר /ZMR/ 

representing the concept ‘singing’. More precisely, Hebrew printed words are composed of 

the root morpheme (usually a skeleton containing three root consonants) which is 

embedded in a word pattern expressing morphological properties (there are about 100 

different morphological word patterns which appear as a set of restricted phonological 

forms containing slots for the root segments). Hebrew inflection is thus different from 

English and German in that morphemes are not always combined in a linear order but they 

are intertwined.
10

 For example, the written word תזמורת
11

 /tizmoret/ ‘orchestra’ is based on 

the root morpheme /ZMR/ combined with the word pattern /ti-o-et/ which refers to a class 

of feminine nouns (for more details see Frost, Forster & Deutsch 1997; Shimron 1993; 

                                                           
10

 Some morphological operations are realized by linear affixation (see e.g., Schiff & Ravid 2004). 
11

 Note that words in the Semitic language Hebrew (like Arabic) are written and read from right to left. 
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Frost 2012). The root consonants may appear in different positions throughout different 

word patterns, but the linear order is the same across different word forms derived from the 

same root morpheme. Roots are highly distinctive elements constituting words, and the 

identification of the root is essential to extract the core meaning of printed words. 

Written Hebrew employs 22 letters and optionally additional diacritic vowel marks 

(pointed Hebrew is usually restricted to certain contexts, e.g., text materials for beginning 

readers). The consonantal script with a rather small number of letters is well-suited to 

represent words in Hebrew; it provides the reader with the essential semantic information 

to quickly identify the word’s base (Frost 2012; Shimron 1993). On the one hand, written 

words in Hebrew contain impoverished but sufficient phonological cues to identify the 

word pattern (e.g., in /tizmoret/ the initial letter for /t/ considerably reduces the set of 

possible subsequent segments in the word pattern /ti-o-et/; Frost 2012). On the other hand, 

the letters constituting the root morpheme are more prominent and thus can be quickly 

identified due to the lack of vocalic information predictable from the word pattern (in the 

given example, /i/ and /e/ are not represented). The salience of the root consonants 

embedded in a rather small set of invariant word patterns (which appear frequently in 

different words) makes it relatively easy to segregate the word’s basis and affixes, identify 

the relevant root morpheme and the core meaning. If Hebrew would be printed in a full-

alphabetic system including vowel letters this would probably decrease the visibility of the 

root letters, because then a larger inventory of different letters could appear in different 

positions between the root letters. Moreover, including all the vowels in the orthographic 

representations would contribute additional, but rather predictable grammatical 

information, since the vowels are lexically less informative in Hebrew (Shimron 1993). In 

sum, although the phonemically underspecified orthographic representations might impede 

the phonological decoding of printed words, the consonantal system is well-suited for 

representing language units that convey meaning in Hebrew. 

Would such a consonantal system be a good system for English? Why are there vowel 

letters in English? Note that shorthand systems in any language usually shorten written 

words by reducing vowel letters (Shimron 1993). Moreover, skilled readers of English 

performed well in reconstructing texts from which all vowel letters and the spaces were 

removed (Miller & Friedman 1957). This might lead to the assumption that English 

orthography could as well be based on a consonantal script. Shimron (1993) noted that for 

one, English has a comparatively rich inventory of vowel phonemes (about 22 vowels; 

compare this to five basic vowels in Hebrew phonology). Moreover, vowel tenseness is not 
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lexically distinctive in Hebrew but it can be distinctive in English (compare e.g., /ɪ/ vs. /i/ 

in slip vs. sleep; see e.g., Giegerich 1992:98; Hammond 1997; Shimron 1993). In the light 

of the relatively rich English vowel system it seems that leaving out vocalic information 

would cause a high degree of uncertainty about the phonemic content in printed words; 

simply because this would generate many potentially alternative pronunciations. 

Furthermore, in contrast to Hebrew, where most words are composed of CV or CVC 

syllables, although some complex syllable margins are allowed (CCVC and CVCC 

structures, Shimron 1993; Share & Blum 2005), English words often contain complex 

syllable margins (e.g., twinkle, offspring), i.e., the phonological space is quite complex, 

with several thousand different syllables (approximately 8000; e.g., Frost 2012:269). It is 

conceivable that grouping letters in syllable units reduces the number of processing units to 

be hold in memory, and thus facilitates word identification (compare Treiman & Zukowski 

1990; Shimron 1993). In languages with many complex syllable structures like English, 

consonant clusters might represent complex syllable margins as well as polysyllabic 

structures (compare e.g., <thrgh> corresponding to thorough and through). Lacking vowel 

information turns the number of syllables and the syllable structure less visible, rendering 

word spellings ambiguous (homographic) and making it hard to distinguish different 

meanings without external cues like the semantic context (compare e.g., more than 10 

different words and different word meanings would be represented by the letters <brn>, 

e.g., auburn, barn, baron, brain, bran, brine, boron, born, borne, Iberian). Including 

vowel information in English printed words specifies their phonemic content and might 

thus facilitate the phonological decoding. But above that, the vowel graphemes have 

another important function. In English a shared morphological origin of related words 

(derived from the same stem) is often obscured by phonological variation, e.g. by 

inflection in hear – heard or derivation heal – health (e.g., Frost 2012). This phonological 

variation across related words is due to the fact that the English vocabulary contains many 

words from different languages with different phonologies (Perfetti & Dunlap 2008), and 

that the pronunciation of words has undergone many diachronic changes which were not 

captured by changes in the spelling (see Seidenberg 1985). A constant spelling pattern for 

words of the same morphological origin enhances the visibility of their morpho-semantic 

relation. This orthographic principle is called morpheme constancy (e.g., Scheerer 1987; 

Bourassa & Treiman 2008). Both vowel and consonant letters are assumed to contribute to 

the identification of the word, i.e., consonant and vowel letters have about the same 

diagnostic value in English single word reading (Frost 2012)
12

. In contrast to English, 
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 Note for example that English homophones can be distinguished by different vowel spellings (e.g., brake 
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many homographs in Hebrew share the same morphological origin, and thus express a 

similar semantic content. Shimron (1993) points out that the structure of Hebrew words in 

the consonantal script is actually leading to a high degree of visual similarity between 

morphologically related words which are derived from the same root morpheme. The 

morphological structure of Hebrew words favors a consonantal script that increases the 

visibility of the morphological basis. Thus, differences in the phonological and 

orthographic structure might have favored a full-alphabetic system to evolve for English, 

but not for Hebrew.
13

 

In sum, the expression of morphological information is central to writing systems (see 

e.g., Katz & Frost 2001). According to Frost (2012), in any writing system the 

representation of the morphological origin takes precedence over providing phonological 

information which might facilitate the phonological recoding of printed words. Frost 

suggests that the development of different writing systems approximates an optimal 

orthographic structure that represents relevant linguistic units (that convey meaning) with 

minimal orthographic units. The comparison of Hebrew and English complies with this 

assumption. 

 

Differences in neuronal activities across writing systems 

One the one hand, writing systems are adapted to structural properties of the spoken 

language they represent. On the other hand, empirical evidence demonstrates that the brain 

network underlying the reading system accommodates to the peculiarities of the writing 

system (the System Accommodation Hypothesis; Perfetti & Liu 2005). A series of cross-

language neurophysiological studies on English vs. Chinese have demonstrated that some 

shared brain regions, as well as some different brain regions are activated when readers 

process written words in different writing systems (see Perfetti & Dunlap 2008, and 

references cited therein). From these observations it might be concluded that some 

mechanisms of the reading system are universal across different languages. Perfetti & 

Dunlap suggest that the visual analysis of graphical units always precedes the orthographic, 

                                                                                                                                                                                
vs. break). However, according to Cutler (2005) homophones which are distinguished by different spellings 
are rare in the English vocabulary. Cutler identified about 700 homophones (such as meat vs. meet, or brake 
vs. break) in the list of 70.000 English word forms in CELEX; thus, in contrast to Chinese readers, one might 
assume that the distinction of homophones is a rather residual problem for English readers. 
13

 School children are introduced to a pointed version of Hebrew when learning to read; in this form of 
written Hebrew the usually missing vowels are marked by diacritics. Skilled readers thus are able to read 
pointed and unpointed Hebrew (Shimron 1993). 
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semantic and phonological processing, and that the operational principles of these 

component processes might be the same across languages. However, the observation that 

some different brain regions were involved when reading in English vs. Chinese indicates 

that the skilled reading system is adapted to language-specific properties of print. 

In the course of reading acquisition, a reader acquires automatic processing routines for 

visual word identification. According to Frost (2012) these processing routines are adapted 

to the system of information representation in the corresponding written language. The 

previous section briefly illustrated that the lexical architecture of a language (i.e., the 

phonological and morpho-syntactic structure of words) shapes the informational content 

expressed by a spelling unit of that language (e.g., Frost 2012). The writing system and 

orthographic factors determine the shape and contribute to the functional relevance of 

perceptual reading units. The observations made by cross-language investigations suggest 

that on the one hand, these language-specific factors influence the evolution of a writing 

system, and on the other hand, the reading system (i.e., the neural network and the 

cognitive operations involved in reading) is fine-tuned to features of the written language. 

 

The German writing system 

Like English, German is written in an alphabetic system in which letters and functional 

letter groups represent vowel or consonant phonemes. In other words, the spelling units in 

German directly refer to arbitrary, but lexically distinctive sound units of spoken language. 

In contrast to Chinese or Hebrew, German orthography directly provides the reader with 

relatively specific phonemic representations of words (i.e., with a sequence of letters 

representing a sequence of phonemes). 

The task of reading German and English is similar in many respects. For one, the 

phonological space of both languages is rather complex. German words are composed of 

more than 6000 different syllables with less than 30% of them having a simple structure 

like CV or CVC (Conrad & Jacobs, 2004). Like in English, syllables in German may 

contain consonant clusters in the onset and in the coda position (e.g., Strumpf /ʃtRʊmp
f
/ 

‘sock, stocking’), and German has a large vowel inventory (16 vowels and three 

diphthongs, see e.g., Dieling & Hirschfeld 2002).
14

 In other words, German words are 

constituted by a wide range of different syllable structures (compare e.g., Hose /ho.zə/ 

                                                           
14

 Like in English, vowel tenseness is lexically distinctive; compare e.g., Kehle with a tense vowel /ke:lə/ 
‘throat, gorge’ vs. Kelle /kɛlə/ with a lax vowel ‘dipper, ladle’; e.g., Jessen (1993). 
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‘trousers’ vs. Strumpf /ʃtχʊmp
f
/ ‘sock, stocking’). The phonemic principle of the German 

orthography, i.e., that the phonemes constituting a word are represented by a grapheme in 

the printed word, provides the reader with detailed information on the phonemic structure 

of that word. 

However, in a recent study by Marian, Bartolotti, Chabal & Shook (2012) it was 

demonstrated that the phonological space is less dense in German as compared to English, 

i.e., German words tend to have fewer phonological neighbors than English words (the 

same is true for the mean number of orthographic neighbors). This difference between 

German and English might influence visual word processing, but to my knowledge this 

issue has not yet been addressed by empirical studies and thus can only be a matter of 

speculation. But the overriding difference between written English and German lies in 

properties of the orthographic system. The subsequent chapter sketches these differences 

and thus emphasizes the need for more empirical investigations of languages other than 

English. 

 

2.1.2 Orthographies 

Compared to a small number of languages employing a logographic writing system 

(Chinese, and written languages that incorporated the Chinese system, i.e., Japanese Kanji 

and Korean Hanza) there is a variety of different syllabic systems and alphabetic systems. 

Across the alphabetic languages the orthographic systems (i.e., the principles of letter-

phoneme correspondences, spelling, punctuation, and capitalization) can be very different 

from another. In general, orthographic systems of alphabetic languages can be classified as 

predominantly phonemic or morphophonemic. In a phonemic system, word spellings 

usually reflect the pronunciation of the word unambiguously (the spelling-sound relations 

are highly transparent because spelling pattern regularly translate to patterns of 

pronunciation), whereas in morphophonemic systems the unambiguous expression of 

morphological relations takes precedence over the unambiguous expression of phonemic 

content, and the spelling-sound relations are less transparent. Compare for example the 

orthographies of both alphabetic languages English (morphophonemic) and Dutch 

(phonemic). Both orthographies differ in terms of the transparency of spelling-sound 

relations in printed words as well as with respect to the spelling variability across words 

with a shared morphological basis. 
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In Dutch, for example the quality and quantity of stressed vowels is usually marked 

unambiguously by the vowel grapheme and the orthographic syllable structure, e.g. <o> in 

an open syllable marks a tense /o/, like in lopen ‘to walk’; whereas <o> in a closed syllable 

signals a lax /ɔ/, like in stoppen ‘to stop, stuff’ (see e.g., Gussenhoven 1992). In contrast to 

that, English vowel spellings do not systematically express vowel tenseness (e.g., balm 

pronounced with a tense /ɑ/ vs. bomb pronounced with a lax /ɔ/). The same vowel spelling 

might even correspond to different vowel phonemes, compare e.g. <o> in sword vs. word. 

Beyond that, the same vowel phoneme in English is represented by different spelling 

patterns; compare e.g. the same vowel in bird, word, heard. These inconsistencies in the 

spelling-sound relations mainly arise because of the principle of morpheme constancy 

which applies in the English orthography and the phonological variability of related words 

in English (see previous chapter; cf. Frost 2012). A constant spelling pattern in words of 

the same morphological origin expresses their morpho-semantic relation; e.g. in heal and 

health. There is considerable phonological variation in morphologically related words in 

English (compare e.g., a different pronunciation of the plural morpheme –s in bugs vs. 

books, or the vowel in to learn (infinite) and she/he learnt vs. to hear and she/he heard). 

The same morpheme might correspond to different pronunciations but it is usually spelled 

the same across different morphologically related words. As a consequence, the English 

orthography contains many ambiguous sound-to-spelling correspondences (e.g. the vowel 

phoneme /i/ can be represented by different graphemes <ee> in sheep, <ea> in hear, <e_e> 

in here), and spelling-to-sound correspondences (e.g., <ea> might represent /i/ or /ɛ/, 

compare hear vs. bear). In other words, the phonemic inconsistencies are the price to pay 

for a constant spelling pattern of morphologically related words in English. 

In contrast to that, the pronunciations of written words in Dutch are usually 

unambiguously predictable from the spelling (e.g., lopen vs. stoppen), and the correct 

spelling can usually be inferred from the sound. But the phonemic faithfulness, i.e., the 

high degree of transparency in spelling-to-sound and sound-to-spelling translations 

sometimes conceals the morphological relation of words (compare e.g., bellen (infinite) vs. 

hij/zij belde ‘to call, she/he calls’ or the same morphological origin in wonen (infinite), 

zij/hij woont, gewoon ‘to live/to reside, she/he lives/resides, usually/customary’). 

In German, like in English, the conventional spelling patterns of words obey the 

principle of morpheme constancy, i.e., a shared morphological stem is usually spelled the 

same in different words (compare e.g., Hund /hʊnt/ ‘dog (Singular)’, Hunde /hʊndə/ ‘dogs 

(Plural)’). In other words, the German orthographic system is morphophonemic in the 
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sense that it expresses a shared morphological origin by means of constant spelling 

patterns over related words. However, the German orthography is more transparent than 

the English orthography (Borgwaldt et al. 2004), and this might be partially due to more 

consistent pronunciations of morphologically related words in German compared to 

English (compare Frost & Katz 1992). The next section gives a brief overview of the 

empirical findings underlying the view that such a difference in the degree of orthographic 

transparency is responsible for differences in the reading system. 

 

Orthographic transparency 

The transparency of sound-spelling relations and the spelling constancy of related words 

may vary dramatically across different languages. Note that, in the literature the term 

consistency is applied for different aspects of spelling-sound mappings: First, the overall 

degree of transparency in an orthographic system can be categorized by determining the 

consistency in the spelling-to-sound translations (e.g., <p> in English printed words refers 

to the phoneme /p/), and the sound-to-spelling translations (e.g., the phoneme /p/ is 

represented by <p>); see e.g., Borgwaldt et al. (2004). Orthographies with mainly 

unambiguous letter-phoneme relations are classified as transparent (such as Dutch, Finnish, 

or, to a lesser degree, German), whereas orthographies with many ambiguous letter-

phoneme correspondences are less transparent (e.g., English, Danish). The orthographic 

transparency was shown to influence the development of word decoding skills in school 

children (e.g., Seymour et al. 2003; Ziegler et al. 2010). For one, school children learning 

to read in transparent orthographies were reported to achieve close-to-ceiling word 

decoding performances already at the end of first grade, whereas children learning to read 

in less transparent orthographies were considerably slower (e.g., Seymour et al. 2003). 

Dyslexic readers were reported to achieve better word and non-word reading performances 

in transparent orthographies than in less transparent orthographies (Landerl et al. 1997; 

Paulesu et al. 2001). In their cross-language study with German and English school 

children Landerl and colleagues compared dyslexic readers (11-12 years old) with a 

reading level control group using the same task and similar stimuli for the participants in 

both languages. The German dyslexic readers committed fewer reading errors and were 

faster in word reading compared to English dyslexic readers. Such cross-language 

differences in the reading performances were also reflected in the reading level control 

groups (Landerl et al. 1997). Irrespective of the language, the groups of dyslexic readers 

performed less well on reading and phonological tasks (e.g., phoneme substitution) when 
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compared to control groups, but the reading impairment was more severe in less 

transparent orthographies than in transparent orthographies (e.g., Lindgren, De Renzi & 

Richman 1985). These observations indicate that the overall transparency in the spelling-

sound correspondences has an impact on the development of the reading system. Beyond 

that, skilled word reading in transparent orthographies was shown to be faster than in less 

transparent orthographies, and the results of accompanying PET (positron emission 

tomography) studies indicate some differences in the neural activation patterns associated 

with reading in rather transparent vs. opaque orthographies; e.g. Paulesu et al. (2001). 

Altogether, these observations lead to the assumption that properties of the orthography are 

associated with different demands on the cognitive reading system. Moreover, they are 

well in line with the Orthographic Depth Hypothesis (Frost & Katz 1992; Frost, Katz & 

Bentin 1987) stating that word reading in languages with a transparent orthography might 

rely to a larger extent on phonological activation than word reading in less transparent 

orthographies which is assumed to rely more on visual-orthographic information (because 

the spelling patterns provide more ambiguous phonological cues). 

A computer simulation study by Ziegler, Perry & Coltheart (2000) demonstrated that 

the German orthography can be described by fewer spelling-to-sound translation rules for 

monosyllabic simple words than English orthography (especially with respect to multi-

letter rules). Moreover, Ziegler and colleagues showed that this smaller set of rules suffices 

to compute the correct pronunciations for a larger amount of words in German as 

compared to English. The higher degree of spelling-to-sound transparency in small 

orthographic units (letters, graphemes) in German in contrast to English raises the question 

whether readers in German rather rely on small size orthographic units during word 

decoding; i.e., rather on letters and graphemes than on onsets and rimes. This question was 

for example tackled by Ziegler, Perry, Jacobs and Braun (2001) who observed stronger 

length effects in German than in English skilled readers when naming single words (e.g., 

Zoo ‘zoo’ vs. Sturm ‘storm’). An increase in the total number of letters slowed down the 

naming performances for a word, and this effect was more pronounced in German than in 

English readers. This suggests that the presented words were broken down into small 

spelling units, and that in skilled German reading printed words are subject to more fine-

grained sub-lexical segmentation processes (compare e.g., Ziegler, Perry, Ma-Wyatt, 

Ladner, & Schulte-Körne 2003 for a similar study with young German and English 

participants on different reading levels). This finding might be attributed to the higher 

efficiency of the grapheme-to-phoneme conversion rules in German orthography allowing 
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a smaller grain-size for functional processing units during word decoding.
15

 Given that 

printed words are split into smaller spelling units in German the spelling-to-sound 

consistency of larger units such as orthographic rimes might be less important than the 

consistency of small size units. To my knowledge, the issue of which different sizes of 

spelling units are subject to consistency effects in German word reading has not yet been 

addressed by systematic empirical investigations. 

In sum, spelling units which unambiguously map to units of pronunciation were shown 

to have a processing advantage over spelling units with an inconsistent sound mapping. 

Moreover, the results of cross-language studies are compatible with the assumption that 

literate speakers are especially sensitive to those spelling units with a more transparent 

relation to units of pronunciation (e.g., Ziegler et al. 2001, 2003). 

Beyond that, a number of studies indicate that the consistency in the orthography-

phonology mapping also plays a role in spoken word processing. For example, a study by 

Ziegler & Ferrand (1998) showed that sound-to-spelling consistent words were processed 

faster and more accurately than sound-to-spelling inconsistent words in auditory lexical 

decision. In their study with French skilled readers words with an orthographically 

consistent phonological rime, i.e., one that is spelled the same in different words (compare 

e.g., /ɑʒ/ <age> in rage, cage “anger/ rage, cage”) were related to faster and more accurate 

responses than words with an orthographically inconsistent phonological rime, i.e., one 

with different spellings in different words (e.g., /õ/ in <omb> in plomb, nom, ton “plumb, 

name, tone”, see e.g., Tranel 1987).
16

 The occurrence of sound-to-spelling consistency 

effects indicates that spelling knowledge is involved in spoken word processing in literate 

speakers. This view is supported by similar observations of processing advantages for 

consistent words over inconsistent words from studies on auditory word processing in 

English and Portuguese (e.g., Ventura, Morais, & Kolinsky, 2007; Ziegler, Petrova, & 

Ferrand, 2008). Chapter 6 briefly presents a study we conducted to investigate the question 
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 But see Perry, Ziegler, Braun & Zorzi (2010) for an alternative explanation for the cross-language 
differences between German and English; the authors note that the potentially larger multi-letter units in 
German (up to four letters in German, e.g., <tsch> vs. up to three letters in English e.g. <tch>) might be 
responsible for larger effects of word length in German; the parsing of longer letter strings might take 
longer and demand more focused spatial attention. The number of letters that need to be captured by the 
attentional window might differ across languages and lead to more or less pronounced length effects (but 
compare Perry, Ziegler & Zorzi, 2014). 
16

 Note that – like the spelling to sound consistency – the sound-to-spelling consistency of single spoken 
words can be operationalized by a consistency ratio (considering the number of ‘friends’ sharing the same 
pronunciation and spelling, relative to the number of ‘enemies’ with the same pronunciation but a different 
spelling). 
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whether sound-to-spelling consistency affects German spoken word identification and 

whether this is the case in beginning readers as well as in skilled adult readers. 

The reported cross-language data support the view that English, with its rather opaque 

orthography, might differ from more transparent orthographies with respect to the 

functional word reading units (e.g., Ziegler et al. 2000; Ziegler et al. 2001; compare also 

Landerl 2000; Wimmer & Goswami 1994; Goswami, Ziegler, Dalton & Schneider 2001, 

2003; Paulesu et al. 2001). The majority of studies in reading research were focused on 

English (Share 2008); therefore, a lot more future investigations are required to find out 

whether current word reading models based on empirical findings from, and theoretical 

accounts for English, can adequately explain word reading in other, more transparent 

languages like German. In order to contribute to a broader empirical basis for theoretical 

accounts on word reading the present work is focused on word reading in German which 

has a more transparent orthography, and which is subject to a considerably smaller number 

of empirical studies. 

 

2.1.3 Summary 

The present chapter summarizes some basic assumptions concerning universal and 

language-specific properties of the reading system which are more or less uncontroversial 

in the literature on reading research. 

The writing system determines the inventory of perceptual reading units. 

Compare for example written Chinese with German; whereas in Chinese the basic units of 

written language (characters) represent morphemes and syllables; the basic units in 

German (graphemes) represent phonemes. It is assumed that in alphabetic languages like 

German the phonological activation during word reading proceeds in a cascaded fashion 

(Perfetti & Liu 2005; Perfetti 2011). In other words, single sub-lexical orthographic units 

are identified (e.g., letters, graphemes, syllable components, syllables) which are 

interconnected to sub-lexical phonological units. The activation of sub-lexical 

phonological units produces a pre-lexical phonological activation which grows 

incrementally during the processing of more orthographic constituents of a printed word. 

In contrast to that, phonological activation might not take place before the lexical access of 

written words in Chinese because only during or after an orthographic representation – a 

character that cannot be decomposed into subsyllabic units – is identified, it can make 

contact to phonological information (for empirical support of this assumption, see Perfetti 
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& Liu 2005, and references cited therein). Note that in the more “densely packed writing 

systems” with respect to morpho-semantic content the readers typically process a smaller 

number of perceptual reading units at a time (compare e.g., the perceptual span for reading 

Chinese encompasses approximately 4 characters vs. reading English approximately 17-19 

letters; Rayner 1998:380). 

 

The activation patterns of the neural network associated with reading varies across writing 

systems and orthographies. 

The reading system and the neural network where the corresponding cognitive operations 

can be localized accommodates to the writing system (the System Accommodation 

Hypothesis, Perfetti & Liu 2005). This hypothesis is roughly saying that the cognitive 

system that supports reading adapts to the structure of the linguistic environment in which 

its processes operate; Frost (2012:266). In other words, the reading system is influenced by 

language-specific properties such as the writing system and the orthographic system. This 

view is also supported by findings from PET studies (e.g., Paulesu et al. 2001) suggesting 

that differences in the orthographic transparency are related to differences in the neural 

structures that support reading (Perfetti & Liu 2005). 

 

The transparency of the orthographic system influences the reading system. 

Different degrees of orthographic transparency in alphabetic languages are not only 

associated with partially different activation patterns in the brain structures involved in 

reading, and differences in the prevalence and severity of reading impairments (e.g., 

Paulesu et al. 2000, 2001). The transparency in the mapping from orthography to 

phonology is also assumed to affect the grain size of phonological units involved in 

phonological activation during word reading (e.g., Ziegler & Goswami 2005). In general, 

spelling units which unambiguously map to sound units are assumed to have a processing 

advantage over spelling units with an inconsistent sound mapping. Literate speakers seem 

to be especially sensitive to those spelling units with a more transparent relation to units of 

pronunciation (e.g., Ziegler et al. 2001, 2003). 

To summarize, the inventory of perceptual reading units (i.e., the language units 

represented by basic units of the script) is determined by linguistic factors such as the 

phonological and morphological structure of words and the writing system. In skilled 
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readers the brain structures involved in the reading process are accommodated to the 

peculiarities of the language, the writing system and the orthographic system. Moreover, 

the transparency of the orthography-phonology mapping modulates the functional 

relevance or salience of spelling-sound units of different grain sizes across languages, and, 

across different words within one language. The next chapter turns to the issue of reading 

acquisition in order to establish important assumptions on developmental influences on the 

cognitive reading system. 

 

2.2 The task and the force of reading acquisition 

In learning to read the child learns how written language encodes units of the spoken 

language (e.g., Perfetti & Dunlap 2008; Perfetti 2011). In contrast to spoken language 

acquisition, reading acquisition is based on intentional learning processes (instruction, 

exercise and practice). The process of literacy acquisition encompasses explicit learning 

strategies (such as training sound-spelling translations, correct word spellings, or learning 

capitalization rules) and implicit learning through print exposure (such as becoming 

sensitive for licit and illicit spelling patterns; e.g., that an English word never begins with 

*nk but may end in nk; cf. Klicpera et al. 2010). A proficient reader is not only able to 

decode and recognize written words, but to understand sentences and texts, and this 

involves a number of additional, higher-level component processes of the reading system 

(for example morphological and syntactic integration, sentence comprehension, text 

comprehension; see e.g., Klicpera et al. 2010; Perfetti 2007 for further details). However, a 

basic component process of reading is the process of word identification (e.g., Perfetti 

2003), and the scope of the present work is restricted to this basic process. Therefore, the 

term reading acquisition is used here to refer to the acquisition of word reading skills. 

In alphabetic languages like English and German, the orthographic representation of a 

word, the word’s spelling, is systematically related to the pronunciation via grapheme-to-

phoneme correspondences, though, in English the translation from spelling to sound is less 

straightforward than in German. However, the spelling-to-sound translation can be 

captured by correspondence rules (e.g., Ziegler et al. 2000). In contrast, the mapping from 

a word’s spelling to a word’s meaning (as well as from pronunciation to meaning) is 

arbitrary and cannot be accomplished by rule-application (but see Seidenberg & 

Gonnerman 2000 for a critique). This view is formulated in the Determinacy Principle 

(Perfetti & Liu 2006:230) stating that “form-form relations are more deterministic than 
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form-meaning relations.” Broadly speaking, if meaning cannot be derived from another 

level of lexical representation (the word’s sound or spelling) it must be stored in, and 

accessed from memory; whereas the spelling can – at least partially – be inferred from 

phonological information on a word and vice versa. Therefore, it is conceivable that when 

a reader encounters a written word phonological information is quickly and automatically 

activated (and vice versa). Moreover, from the determinacy of the orthography-phonology 

mapping in alphabetic languages it naturally follows that a printed word can be recognized 

through different pathways–either through a direct mapping from print to meaning or 

indirectly from the orthographic form to a phonological form to word meaning. In Figure 

1, the indirect pathway from print (<bal>) to sound (/bɔl/) to meaning is depicted by two 

grey arrows, and the direct mapping from print to meaning is depicted by the white arrow 

on the left-hand side (this figure is a simplified version adapted from Seidenberg 1985). 

 

Figure 1 

 

 

 

 

 

 

 

For one, Figure 1 depicts the relationship between different linguistic levels and the 

interconnection between each of the lexical components constituting the word 

(orthographic form, phonological form and meaning); in other words, the figure illustrates 

the interlocked lexical components that denote a word’s identity (Perfetti & Liu 2006). 

Beyond that, Figure 1 also symbolizes the two pathways that lead from a given 

orthographic form either direct to meaning or phonologically mediated, i.e. from spelling 

to sound to the phonological representation to meaning – which is the basis of the so called 

dual route accounts (e.g., Coltheart et al. 1993; Coltheart et al. 2001). Now, how does the 

beginning reader learn to decode printed words by either route? 

 

Semantics

 

 

Orthography 

<ball> 

Phonology 

/bɔl/ 
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2.2.1 Foundation skills of reading acquisition 

Peripheral and central skills 

The acquisition of word reading skills is based on more general skills required for learning 

such as motivation, self-composure, the ability to focus and concentrate on a task, 

intelligence, meta-cognitive skills such as planning and self-monitoring during the 

execution of a task, long-term and short-term memory (especially a good auditory and 

visual working memory), visual-motor and coordination skills (e.g., eye movement 

control), social and pragmatic skills (because reading, like listening, is an act of 

communication), as well as world knowledge supporting the correct interpretation of the 

intended message; for a more extensive overview see e.g., Schründer-Lenzen (2007). Apart 

from these peripheral skills, some skills are directly related to learning to read, the so-

called central skills which are also refined as a consequence of literacy acquisition. Among 

these, of course, is spoken language development; since written language represents units 

of the spoken language, the general verbal competence, i.e., the ability to produce and 

understand utterances is involved in successful reading acquisition, and an impaired 

spoken language development might interfere with reading acquisition (see e.g., 

Brandenburger & Klemenz 2009). The general verbal competence comprises phonetic-

phonological skills (the ability to articulate, identify, or operate with sound units of the 

language), knowledge about words (word meanings, pronunciations, sounds, and 

grammatical properties), as well as morphological, and syntactic skills which were shown 

to be important factors when it comes to comprehension (e.g., Muter, Hulme, Snowling & 

Stevenson 2004; Hulme & Snowling 2014). 

 

However, written words are the basic units of written language, and the reading process 

starts with the identification of words. The successful acquisition of word reading skills is 

assumed to be the based on understanding the alphabetic principle and using the grapheme-

phoneme correspondences to decode written words (e.g., Schöler et al. 2007). In order to 

understand the alphabetic principle and become a good word decoder the child needs meta-

linguistic skills such as the ability to operate with language as an abstract object; or more 

specifically, the sensitivity for the phonological structure of words and the ability to 

operate with units of spoken words. Moreover, the identification of written words involves 

knowledge about words. Thus, the next section sketches metalinguistic skills and 

knowledge about words as basic foundational skills for the acquisition of word reading 

skills. 
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Metalinguistic knowledge 

The ability to view language as an object, a certain awareness of linguistic structure 

(Mattingly 1984, 1992; Downing & Valtin 1984), as well as knowledge about the 

communicative function and architecture of written language (e.g., Valtin 2010) is a pre-

requisite for understanding what reading is about: de-ciphering graphical signs from left to 

right and top to bottom, with spaces as demarcating single written words which represent 

spoken words (this is true for European alphabetic languages; other alphabetic languages 

might be written in other directions, e.g., Arabic, or without spaces between single words, 

e.g., Thai). Moreover, children learn that written language usually is more formal and 

explicit than spoken language. The child needs to understand that spoken words have a 

meaning and a sound, that the word’s sound can be isolated and segmented, and that the 

sound segments can be converted to printed graphical signs. Empirical evidence suggest 

that experiences with reading books, or, more generally the literacy environment of the 

child (socio-cultural and familiar background with respect to reading and language 

practice) promotes a successful reading acquisition (e.g., Hurrelmann 2004). 

Beyond this more general meta-linguistic awareness, specifically phonological 

awareness, i.e., the sensitivity for the structure of spoken language was demonstrated to be 

an important factor for early phases of reading acquisition (e.g., Liberman & Shankweiler 

1985; Perfetti, Beck, Bell & Hughes 1987; Landerl et al. 2013). A task involving 

phonological processing on the phonemic level is for example “Say mouse without /m/” 

(phoneme deletion). It was shown that variability in the word decoding and spelling 

performances can be partially predicted from performances in phonological processing. 

However, the development in word reading and the development of phonological 

processing skills are assumed to mutually reinforce each other. For example, Morais, Cary, 

Alegria & Bertelson (1979) found that illiterate speakers of Portuguese had severe 

difficulties with phoneme deletion and addition at the beginning of words and non-words 

(e.g., ‘delete the first sound in the non-word PURSO to derive a word’ > URSO 'clown'). 

In contrast, literate speakers of Portuguese performed better on these tasks requiring 

phonemic awareness. The authors suggest that phonemic awareness is probably achieved 

and improves during reading acquisition. This plausible explanation is further supported by 

findings from developmental studies on phonological processing skills, showing that 

young readers perform better on tasks requiring phonemic sensitivity than do pre-literate 

children (e.g., Perfetti et al. 1987, Anthony & Lonigan 2004 for English, and Wimmer, 

Landerl, Linortner & Hummer 1991, Schneider, Küspert, Roth, Vise & Marx 1997 for 

German, but compare e.g. Cossu, Rossini & Marshall 1993 for a different view) For 
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example, Wimmer et al. (1991) reported that beginning readers from first grade showed 

better performances in a vowel substitution task (substitution of /a/ with /i/ like in Gans > 

Gins), and a phoneme counting task than pre-literate children in their study. Taken together 

these and similar findings from comparing phonological processing in pre-literate or 

illiterate vs. literate speakers indicate that the acquisition of orthographic knowledge 

improves the phonological sensitivity to small-sized phonological units (i.e., phonemes). 

This is probably due to the fact that in alphabetic languages like German, Portuguese, 

English or French, the phonemic units that constitute a word are more or less regularly 

displayed by the same grapheme units in printed words, i.e. they become visible in print. In 

contrast to the representation of phonemes in written language via graphemes, these small-

size units are highly variable in spoken language (e.g., due to co-articulation), and less 

salient (e.g., due to the short duration of the sound). In printed words, the small sound units 

that constitute spoken words are by convention always represented through the same 

spelling units and remain visible to the reader, thus providing supportive information to the 

memory (Ehri 1992; Perfetti 1992; Taft 2011). Therefore, reading acquisition in alphabetic 

languages might allow for a more detailed insight into spoken words, and promote the 

sensitivity for the phonological structure of words. In other words, there is an additional 

skill that distinguishes readers from illiterates: readers are sensitive for small pronunciation 

units in words in a way illiterates are not. It seems as if literacy provides an instrument to 

analyze spoken words in greater detail. Therefore, it is conceivable that the acquisition of 

orthographic knowledge about words drives a reorganization of the phonological lexicon, 

from rather shallow to more structured and fine-grained lexical representations (Carroll & 

Snowling 2001; but see also Ventura, Kolinsky, Fernandes, Querido & Morais 2007). 

 

Knowledge about words 

It is obvious that in order to recognize printed words a reader must know words. When 

learning to read and write, children need to draw upon their knowledge about words 

(phonological and semantic knowledge as well as morphological and syntactic knowledge). 

According to estimations young children of six years are familiar with about 3.000 to 5.000 

different spoken words constituting their active vocabulary, whereas adults are familiar 

with approximately 20.000 to 50.000 words actively (Brandenburger & Klemenz 2009; 

compare e.g., Levelt 1992; Goulden, Nation & Read 1990 for more conservative numbers). 

The vast vocabulary growth during the years of primary education (which nonetheless 

goes on during life-time) is assumed to have an impact on the structure of the mental 
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lexicon. When a child enters primary school, her mental lexicon encompasses several 

thousand words which might be organized in a network with phonological neighbors and 

semantically related words connected through their shared features. During written 

language acquisition a typically developing school child learns many spelling patterns and 

spelling rules for words. The acquisition of orthographic lexical knowledge is assumed to 

be based on knowledge about spelling-sound relations, and phonological information on 

word forms stored in the mental lexicon (e.g., Ehri 1995; Klicpera et al. 2010). In other 

words, phonological sensitivity and word form knowledge is assumed to be involved in the 

lexical integration of orthographic knowledge (see e.g., Landerl & Wimmer 2008; Ehri 

1995). In addition, the improvement of the quantity and quality of lexical word knowledge 

is viewed as essential in the development of word reading skills (Verhoeven & Van 

Leeuwe 2008). The next two chapters give a brief overview of the typical phases in reading 

acquisition and about assumptions concerning the integration of orthographic information 

in the mental lexicon of literates. 

 

2.2.2 Phases of reading acquisition 

Like the acquisition of spoken language, written language acquisition proceeds in typical 

phases. Although the course of learning to read differs across individuals, languages, and 

teaching methods, reading acquisition in alphabetic languages has a common ground. In 

the literature on the development of reading and writing skills in languages with alphabetic 

orthographies, the view is widely accepted that the processing of rather coarse visual 

features of printed words is typical for the initial phase which is called the logographic or 

pre-alphabetic phase (Frith 1985; Ehri 1998; see also Klicpera et al. 2010). In this phase, 

children consider written words or symbols alike as a graphical sign for a language unit; 

they might, for example name company logos they often look at because they recognize 

their visual features (e.g. CocaCola); or, they might already copy letters and letter-like 

graphical signs, but have not yet discovered that the single components of a visual word 

systematically represent sound units of the spoken word. In other words, they have not yet 

gained insight into the basic principle, i.e., the alphabetic principle of the systematic letter-

sound relations in written language (e.g., Rozin & Gleitman 1977; Stanovich 1982; Stuart 

& Coltheart 1988). 

The next so-called alphabetic phase initiated by teaching instructions is characterized 

by the development of both a sequential decoding and a holistic processing route (Klicpera 

et al. 2010; see e.g., Grainger, Lété, Bertand, Dufau, & Ziegler 2012 for empirical support). 
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The sequential decoding procedure relies on the systematic relations between units of 

sound and print which allow for writing down or pronouncing unknown words, whereas 

the holistic processing route relies on stored knowledge about written words whose 

spelling patterns have become familiar to the learner by the repeated exposure to these 

words. In the beginning of the alphabetic phase the children might produce so-called 

skeletons when writing down words which often contain the more salient consonant letters 

but lack some (often vowel) letters. The decoding of unknown words first proceeds letter-

by-letter and due to exercise and growing experience it becomes faster and more efficient. 

For example the results of studies by Fayol and colleagues (e.g., Martinet, Valdois & Fayol 

2004 on French; compare Share 1995, 1999 on English) indicate that spelling information 

on specific words is stored in memory already in early phases of reading development. 

Lexical orthographic knowledge (i.e., knowledge on the spelling patterns of words) can be 

trained explicitly, and it is also acquired through repeated word decoding with the same 

material, irrespective of whether this involves reading aloud or reading silently (see e.g., de 

Jong, Bitter, van Setten & Marinus 2009, and references cited therein). It is assumed that 

this orthographic knowledge is stored as a new lexical component in the mental lexicon, 

and thus enriches the lexical information on stored word forms. Note that the additional 

orthographic information on word forms is to some extend redundant, because spelling-

sound relations in alphabetic languages are systematic, hence, the phonological form of a 

word is partially predictable from its spelling and vice versa (this redundancy follows from 

the Determinacy Principle, see Perfetti & Liu 2006). 

In the third phase (the orthographic phase) both the sequential decoding and the holistic 

processing routines apply in parallel, and the process of word reading becomes more and 

more automatized, is thus faster and requires less cognitive capacity (e.g., Verhoeven, 

Reitsma & Siegel 2011). Due to the increasing automaticity of the word identification 

process, the reader can focus on higher-level component processes of reading such as 

information integration and inference making. The set of perceptual reading units which 

are recognized as a whole becomes larger; e.g., sub-word units like affixes and frequent 

letter sequences or even whole words are recognized by sight and this allows for a higher 

speed in word reading (e.g., Klicpera et al. 2010). It is further assumed that success in 

approaching the orthographic phase heavily relies on massive exposure to and practice 

with reading texts – thus, reading proficiency is promoted by reading experience. 
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2.2.3 Integration of orthographic knowledge in the mental lexicon 

Due to the smaller vocabulary of pre-literate children and beginning readers the 

phonological neighborhood of lexically stored words might be less dense than in an adults’ 

mental lexicon, and thus, similar words might be more easily distinguishable already by 

coarse features (e.g., a different onset or rime, cat vs. rat, or rat vs. road). It is assumed 

that similarity patterns on a certain level of phonological representation help to organize 

and categorize lexically stored words, e.g., into rime neighbors like cat, rat (e.g., Metsala 

1997). Here, the invariant shared rime sound becomes available as processing unit. The 

acquisition of hundreds and thousands of new words as a consequence of maturation and 

learning processes increases the neighborhood density, and might put pressure towards 

more refined specifications of lexical units stored in memory. In other words, an increased 

neighborhood density might necessitate more fine-grained, phoneme-based specifications 

in the mental lexicon (with respect to orthographic, phonological and semantic 

information), because more lexically distinctive features are required to allow for the 

identification of the correct word (and word meaning) in a context. Compare for example 

the words cat, cot, kit and rat, ran, scratch which can be best distinguished unambiguously 

with recourse to syllable components separately. For example Metsala (1997) reported a 

developmental study investigating the impact of phonological neighborhood density and 

frequency on spoken word recognition. Metsala conducted a gating experiment with young 

and adult participants; i.e., the subjects were presented with successively more acoustic-

phonetic detail from the onset of a spoken test word, and were asked to guess the target 

word. All participants needed more acoustic-phonetic detail (higher gating durations) to 

recognize high-frequency words in dense neighborhoods than in sparse neighborhoods 

which was assumed to result from a larger number of alternative word candidates in dense 

neighborhoods. Moreover, with increasing age the subjects needed less acoustic-phonetic 

input to identify all low-frequent words as well as high-frequency words in sparse 

neighborhoods. The performance differences across the age groups were smallest with 

high-frequency words in dense neighborhoods. Metsala interpreted these observations to 

support the view that an increasing neighborhood density triggers the restructuring of 

lexical representations from rather holistic forms in very young children to phonologically 

segmented representations in the older mental lexicon. This restructuring allows for a 

quick online activation of lexical candidates that match the incoming speech signal already 

before the complete input is given and makes it easier to discriminate similar lexical 

candidates. Proponents of the lexical restructuring hypothesis propose that the restructuring 

of stored phonological word forms is also driven by orthographic information (for a 
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discussion see e.g., Ziegler & Goswami 2005). When spelling information on word forms 

is acquired and stored in the mental lexicon this increases the visibility of phonemic 

content, and creates redundancy (from orthography to phonological information). For one, 

this redundancy follows from the Determinacy Principle according to which phonemic 

information can be more or less directly deduced from spelling information in alphabetic 

languages. Orthographic representations reflect phonological properties. For example, in 

contrast to English, young readers of Korean showed clear-cut preferences for a body-coda 

division of spoken and written syllables in a similarity judgement task (Yoon et al. 2002). 

This difference might be attributed to orthographic differences (in Korean, the single 

graphemes constituting a syllable are located in a square with the onset and nucleus letters 

posited from left to right in the first row, and coda letters in the second row), as well as to 

differences in the phonological structure of words (in contrast to English, only few Korean 

syllables have complex onsets; most syllables in Korean have the structure CV(C)). 

However, the prevalence of CV(C) syllables is reflected in orthographic representations, 

thus creating redundant information stored in the lexicon. According to the Lexical Quality 

Hypothesis (Perfetti & Hart, 2001) a large number of lexical representations stored in the 

memory of skilled readers include highly specific and partially redundant information 

about words (phonological, orthographic, semantic information). In the process of word 

identification this bundle of information is retrieved; and, the more specific and reliable 

(i.e., stable and unambiguous) the faster and more accurate is the processing of this 

information. These components of lexical information are assumed to be highly interlocked 

in skilled readers, whereas they are less specific and less connected in younger and less 

skilled readers. Empirical evidence in support of this assumption comes for example from 

a study by Landerl et al. (1996). Landerl and colleagues compared young dyslexic and 

unimpaired readers of English in a phoneme counting and phoneme deletion task 

employing words with an equal number of phonemes and graphemes versus words with 

more graphemes than phonemes due to silent letters (e.g., ham vs. lamb). Landerl and 

colleagues found that unimpaired readers were heavily distracted by silent letters (e.g., 

when instructed to delete the first sound in sword they erroneously produced (/wo:d/ 

instead of /o:d/) whereas dyslexic readers were less distracted by spelling knowledge. 

From the observation that orthographic knowledge was less intrusive in the performances 

of dyslexic readers, the authors concluded that phonological and orthographic knowledge 

is less connected, and thus do not strongly co-activate each other (compare also Bruck 

1992). From this finding it is conceivable that the orthographic impact on auditory 

language processing increases as a function of reading skill, i.e., the more extensive and 
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specific the lexical orthographic knowledge of a literate speaker, the stronger both 

orthographic and phonological forms co-activate each other (see e.g., Ventura, Morais, 

Pattamadilok & Kolinsky 2004). However, like in reading research, empirical evidence for 

orthographic influences on spoken word processing from more transparent languages is 

still notably scarce (e.g., French: Ziegler & Ferrand 1998; Ziegler & Muneaux 2007; or 

Portuguese: Ventura et al. 2007). In the present dissertation, the question whether 

orthographic influence on spoken word processing varies as a function of reading 

experience is tackled by an experiment on German, reported in Chapter 6. 

Good phonological processing skills are assumed to enhance the acquisition of 

orthographic knowledge, and highly specific word knowledge (including pronunciation, 

spelling and semantic knowledge) is assumed to facilitate the lexical acquisition of new 

words (see Perfetti 2007, 2011). This view is confirmed by empirical observations of 

Morais & Mousty (1992) who found that illiterate participants performed much poorer in a 

non-word repetition task than literate participants, indicating that (automatically) invented 

spellings for the non-words had helped the literate subjects in correctly retaining and re-

producing the nonsense words. 

 

2.2.4 Learning to read in German 

By cracking the alphabetic code children are provided with an effective means to decode 

an infinite number of familiar words, and spell out unknown words. When the initial 

reading instructions are based on learning and training letter-sound or grapheme-phoneme 

correspondences (the so-called phonics approach) – which is the standard case in German 

primary schools – this alphabetic code is taught explicitly, and often accompanied with 

exercises that help to localize and identify single sounds at certain positions in the word 

(Klicpera et al. 2010; see also Schründer-Lenzen 2007). However, there are regional 

differences between instruction methods across federal states, individual schools, and 

teachers. 

According to longitudinal studies with school children from Germany (e.g., Klicpera, 

Gasteiger-Klicpera, & Schabmann 1993; Schabmann, Schmidt, Klicpera, Gasteiger-

Klicpera, & Klingebiel 2009) the pre-literate children coming from kindergarten do not 

usually bring along the same phonological processing skills preparing them for reading 

acquisition. This is because the pre-school years are not integrated in a standard education 

program and so there is a great variety across different kindergartens with respect to 
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training programs preparing the children for learning to read; this is in contrast to for 

example Netherlands or France, where the play school is an integral part of primary school 

(e.g., Klicpera et al. 2010:229f). However, in contrast to children learning to read in 

English, the German beginning readers usually progress quickly during the first year of 

primary school such that they can correctly read and spell 70-80% of unknown words or 

pseudowords (Schabmann et al. 2009; see also Klicpera et al. 2010:38; Frith et al. 1998). 

This is probably due to the relative high degree of orthographic transparency which makes 

learning the sound-spelling relations in German much less difficult than in English, 

irrespective of the teaching method employed in school (e.g., Wimmer & Hummer 1990; 

Klicpera et al. 2010). Usually, children learning to read in German quickly achieve good 

performances in non-word reading tasks showing good decoding skills already after the 

first weeks of primary schooling.
17

 

The key aspect of the first instructions for beginning readers is the translation of single-

letter graphemes to sounds which are blended to form the sound of a printed word (cf. 

Röber 2008). The grouping of single graphemes in orthographic syllables is usually not 

taught explicitly in German primary schools (Röber 2008:2). Consequently, the formation 

of orthographic syllables to allow for the assignment of stress patterns is usually learnt 

implicitly. The training of sound-spelling correspondences and correct word spellings 

make the units of pronunciation visible and this visualization is highly transparent in 

German. It is assumed that this visualization supports the insight into the alphabetic 

principle and reinforces the sensitivity to the phonological structure of words, which again 

proves helpful in the construction of the orthographic lexicon (Klicpera et al. 2010). 

Another important beneficial effect of the visualization of spoken words through their 

printed forms is the visibility of a shared morphological origin with other words (e.g., 

Fernseher ‘TV’ often reduced to a disyllabic word [fɛɐ̯nzɛɐ], and sehen ‘to see, to view, to 

watch’, often pronounced as one syllable [ze:n], Röber 2010). Spoken language is usually 

less explicit with respect to the pronunciation of weak syllables and reduced vowels, and 

thus, a semantic relation might become visible only in the printed word forms. It is 

assumed that the more specific the phonological, orthographic and semantic knowledge 

about words, the more stable and unambiguous its lexical representation and this is 

assumed to enhance the processing speed and accuracy (e.g., Perfetti 2007). 

Unlike English, in German words the (minimal) number of syllables a written word 

contains can usually be determined by the number of uninterrupted vowel letter sequences 

                                                           
17

 Hence, Wimmer & Hummer (1990) claim that there is no compelling empirical support for the logo-
graphic phase in German reading acquisition. 
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(see Neef, 2004). There are only a few exceptions from written words that represent more 

phonological syllables than uninterrupted vowel letter sequences (e.g., Klient 

corresponding to a disyllabic /kli:.ɛnt/, or Museum to a trisyllabic word /mu.ze:.ʊm/). None 

of the Standard German written words contains fewer syllables than vowel letter 

sequences. In contrast, English words for example often contain a silent final <e>; compare 

e.g., steak vs. stake, or they might contain phonological syllables that are not represented 

by a vowel letter; e.g., rhythm, for a more detailed discussion, see Neef (2004). Moreover, 

in German, the vowel quality is unambiguously expressed by the vowel letter; only the 

vowel tenseness might be undetermined, or be signaled by the orthographic syllable 

structure like in Dutch (compare Chapter 2.1). Altogether, the orthographic form of words 

reflects the phonological syllable and syllable components rather straightforwardly. 

Given the assumption of an automatic phonological activation involving supra-

segmental features, does word stress play a role in polysyllabic word reading, and is there a 

developmental change in the role of lexical stress? In intonation languages like German the 

position of primary stress is variable, and cannot simply be predicted by the relative 

position of a syllable in the word. German orthography is viewed as underdetermined with 

respect to word stress (Neef 2005:22), which is not explicitly marked. Stress patterns can 

only be assigned implicitly. But is word stress at all involved in silent single word reading 

in German? 

 

 

 

 

3. Aims and outline of the thesis 

First, when a child learns to read words her task is to find out how written language 

encodes units of the spoken language. There are significant cross-language differences in 

the way this is accomplished by the employed writing system and orthography, and the 

cognitive reading system individual to a language is accommodated to such language-

specific properties. A comparison of reading acquisition across languages indicates that 

beginning readers are developing language-specific reading systems that might rely on 

different functional reading units. However, for any alphabetic language an automatic 

phonological activation is assumed to contribute phonological information during the word 

identification process. 
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In the light of the underrepresentation of languages other than English the present 

dissertation focuses on word reading in German. The investigation of German word 

reading is particularly interesting because it has a more transparent mapping from 

orthography to phonology, but a common origin with, and a similar phonological structure 

to English. 

When considering polysyllabic word reading, the issues of syllable segmentation and stress 

assignment necessarily come into play. According to the Implicit Prosody Hypothesis 

(Fodor 1998, 2002) skilled readers automatically assign a prosodic contour to written 

sentences (sentence and phrase level prosody). Metrical information from the word-level is 

a basis for the higher-level prosodic organization that affects the syntactic and semantic 

interpretation of spoken utterances. However, whether or not word-level prosody is 

involved in silent word reading (compare e.g. Ashby 2006; Frost 1998) has not yet been 

extensively investigated across languages, and it is related to the more general question of 

which levels of phonological representation are involved in the phonological activation in 

silent word reading (e.g., Morais 2003). More specifically, this work aims to shed light on 

the role of word stress as potential reading units in German. Chapter 4 and 5 are concerned 

with the following questions. 

1. Does lexical stress constitute a processing unit in German word reading? And does 

the functional relevance of word stress vary as a function of reading experience? 

2. Do spelling patterns of German words provide potential cues to word stress? 

In order to address the first question, Chapter 4 briefly reports an experimental study on 

silent single-word reading in German, exploring whether there are differences between 

experienced adult readers and young, less experienced readers in the processing of lexical 

stress (Beyermann & Penke 2014b). Subsequently, Chapter 5 reviews a corpus study on 

orthographic stress cues in German disyllabic words (Beyermann 2013) which investigates 

whether word endings provide potential cues to which syllable in a word is stressed. More 

generally, both Chapters 4 and 5 intend to contribute to a broader knowledge about 

polysyllabic word reading in alphabetic languages. 

However, the question which phonological units are activated during word reading is 

related to the issue of co-activation of phonology and orthography in literates. Given that 

phonology is automatically activated during written word processing, does orthography 

also come into play during auditory word processing? Chapter 6 reviews Study 3 

(Beyermann & Penke 2014a) which is concerned with the following questions. 
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3. Does spelling knowledge influence spoken word processing in German? And does 

the influence of spelling knowledge on spoken word processing vary as a function 

of reading experience? 

It seems plausible that the impact of orthographic knowledge on auditory word 

processing varies as a function of reading proficiency, i.e., that the co-activation of 

orthographic knowledge is stronger in skilled and more experienced readers than in less 

skilled, younger readers. The questions whether, and from which stage of reading 

development, spelling knowledge is involved in auditory word processing in German, and 

whether the impact of orthographic knowledge increases with reading age, are addressed 

by an auditory lexical decision experiment with different groups of German readers (school 

children, and adults) reported in Chapter 6. If spelling knowledge impacts spoken word 

processing, this would emphasize that acquired orthographic knowledge plays a role 

beyond the mere production of correct spellings during reading development and provide 

additional evidence against a specific tuition method currently employed in some primary 

schools in Germany. Finally, Chapter 7 discusses the study results with respect to their 

theoretical implications on word processing. 

 



Chapter 4 

*Beyermann, S. & M. Penke (2014b). Word stress in German single-word reading. Reading 
Psychology, 35(6), 577-600. 

37 

4. Study 1: Word stress in German single-word reading* 

This chapter reports a study of Beyermann & Penke (2014b) which aimed to gain insights 

into the role of word stress in German silent word reading. Given the assumption of an 

automatic phonological activation involving supra-segmental features, does word stress 

play a role in word reading, and is there a developmental change in the role of lexical 

stress? In languages like German the position of primary stress is variable, and cannot 

simply be predicted by the relative position of a syllable in the word. German orthography 

is viewed as underdetermined with respect to word stress (Neef 2005:22), which is not 

explicitly marked. According to the Default Metrics Hypothesis on word stress in spoken 

word production by Levelt, Roelofs & Meyer (1999), patterns of subdominant stress are 

lexically stored, whereas dominant stress is assigned as a default pattern. Following this 

line of argument, reading words with dominant vs. subdominant stress might be related to 

some differences in processing. However, empirical studies on lexical stress in German 

were primarily focused on different factors influencing stress assignment (e.g., Janßen 

2004; Röttger, Domahs, Grande & Domahs 2012), and the question whether the potential 

role of word stress in word reading is modulated by reading development has not yet been 

addressed. 

 

4.1 Research question and method 

Study 1 investigates whether word stress plays a role in German visual word identification, 

and whether the role of word stress differs across readers from different stages of reading 

development. If word–level prosody is involved in silent word reading this would support 

the Implicit Prosody Hypothesis (Fodor 1998; 2002). A visual lexical decision experiment 

was conducted, comparing the performances for disyllabic German nouns with a dominant 

vs. subdominant stress pattern (e.g., Datum ‘date’ vs. Natur ‘nature’), and the 

performances of three different age groups were compared. The idea is that if response 

times or accuracy rates are different for words with a dominant vs. subdominant stress 

pattern this implies that word stress influences silent visual word processing. 

Participants 

Two groups of primary school children (27 third graders, mean age 8;8 years, and 27 fifth 

graders, mean age 10;10 years), and 27 adults (mean age 27;7 years) participated 

voluntarily. 
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Stimuli and Design 

The set of disyllabic target words consisted of 12 words with the dominant stress pattern 

(e.g., Datum ‘date’) and 12 words with a subdominant stress pattern (e.g., Natur ‘nature’). 

Words in both conditions were matched one-to-one for lexeme frequency, word length, and 

visual similarity. None of the stimulus words contains a schwa syllable which cannot bear 

stress in German words. Moreover, the orthographic syllable structure was held constant 

across conditions. 

 

Procedure 

One to 4 subjects were tested on separate computers in a quiet room. Each participant first 

completed 10 practice trials, and was then presented with 50% non-words and 50% words. 

Three item pairs in the reaction time data of the school children were removed due to high 

error rates (>50%). This did not affect the matching item factors across conditions. The 

data were subjected to a 2 x 3 analysis of variance (ANOVA) evaluating the factors 

Dominance (dominant vs. subdominant stress pattern) as within-subject factor and Age (i.e., 

participant group) as between-subject factor. 

 

4.2 Results 

Table 1. Subjects’ Performances on Stimulus Words with Subdominant and Dominant 

Stress 

  Error Rates (%) 

M (SD) 

Response Times (ms) 

M (SD) 

 Group Dominant Subdominant Dominant Subdominant 

3
rd

 grade 9.1 

(10.2) 

18.1** 

(8.8) 

1565 

(358) 

1693* 

(356) 

5
th

 grade 8.2 

(10.5) 

17.3* 

(12.1) 

1149 

(294) 

1238* 

(362) 

Adults 2.2 

(4.9) 

3.1 

(5.7) 

748 

(181) 

746 

(143) 

Note significant effects of Position are indicated by boldface numbers 

 * signals p-values p < .05, and ** stands for p-values p < .001 

 

For an overview of the data see Table 1. As indicated by the boldface numbers, the 

ANOVA found that in the younger participant groups from 3
rd

 and 5
th

 grade of primary 

school, the responses to subdominant stress words were significantly slower and less 
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accurate than those for dominant stress words. In contrast, no effect was detected in the 

performance data of the adult readers. 

 

4.3 Discussion 

The results show that the performances of the school children were significantly affected 

by the words’ type of stress pattern. In contrast, no stress effect was observed in the 

performances of the adult participants. In other words, at least in earlier stages of reading 

development, word stress seems to be processed in silent word reading. 

It might be assumed that in young readers the assignment of subdominant word stress is 

related to higher cognitive processing costs than the assignment of the dominant stress 

pattern. This could be interpreted in terms of the Default Metrics Hypothesis (Levelt et al. 

1999). A general probabilistic cue towards the major pattern – the default pattern – is 

simply derived on the basis of the stress distribution in the phonological lexicon (compare 

Colombo 1991). Young readers might automatically assign a default stress pattern to 

printed words which leads to a correct match for words with the dominant stress pattern 

(e.g., Datum ‘date’) but to a mismatch in words with a subdominant pattern (e.g., Natur 

‘nature’) as soon as the lexically stored subdominant stress pattern becomes available
18

. In 

other words, the mismatch is assumed to arise from conflicting information on word stress 

coming from different sources (default assignment and lexical look-up), which leads to 

increased response time latencies and higher error rates in the young readers. 

Why did the performances of the adult readers display no stress dominance effect? It 

seems plausible that skilled readers exploit implicit orthographic or other cues to word 

stress, i.e., that experienced readers are more sensitive to potential orthographic cues to 

word stress. The presence of such potential cues to word stress has so far not been studied 

extensively for German. Although the test words were matched for properties such as word 

length and orthographic syllable structure, there might be consistency relations between 

spelling and stress patterns which could have been exploited by the adults (e.g., in word 

endings, or other structural features of the visual word). In order to shed light on this issue 

the following chapter reports a corpus study of Beyermann (2013). 

 

                                                           
18

 In line with dual route theories (e.g., the DRC, or the CDP++ model of reading) the lexical information also 
containing metrical features, might either be retrieved via the lexical route or after a silent ‘sub-
vocalization’ process, i.e., when a phonological representation of the word is generated via the sub-lexical 
route. 
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5. Study 2: Orthographic cues to word stress* 

The article of Beyermann (2013) is concerned with the investigation of spelling patterns as 

potential orthographic cues to word stress in German word reading. The absence of a stress 

effect in German skilled readers reported in the previous section might be attributed to the 

processing of such orthographic cues to word stress. 

Experimental studies on English, Italian and Spanish visual word processing suggest 

that certain spelling patterns provide information on word stress, and that such cues are 

processed by skilled readers (e.g., Kelly et al. 1998; Colombo 1991 on Italian). Recently, a 

word production study of Röttger et al. (2012) demonstrated that when German skilled 

readers produce pseudowords the location of the main stress position is influenced by the 

orthographic complexity of the final syllable rime. In other words, when the final syllable 

of disyllabic words contained more complex orthographic rimes they were more likely to 

be stressed. From this observation the authors conclude that the orthographic weight of the 

final rime was one among other structural factors that determine which syllable received 

the main stress. More generally, the reading experience might allow skilled readers to gain 

implicit knowledge on such potential cues to word stress provided by word spellings. 

 

5.1 Research question and method 

Do spelling patterns of written words in German provide information on the word’s stress 

patterns? Can word stress be predicted by systematic correspondences between stress 

patterns and spelling patterns? 

All disyllabic German noun lemmas were extracted from the CELEX lexical database 

(Baayen, Piepenbrock & van Rijn 1993). The number of word final consonant letters and a 

random set of word endings were investigated as potential orthographic cue to word stress. 

The idea was that if a spelling pattern predominantly occurs with a specific stress pattern, 

this spelling pattern constitutes a potential orthographic cue to that stress pattern. 

 

 

5.1.1 Collection of corpus 

The total corpus set consisted of 7933 disyllabic simplex and polymorphemic nouns. In 

addition, 85 randomly selected word endings from the total corpus were listed. 
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In the literature, there is an ongoing debate on whether polymorphemic words are 

automatically split into their constituent morphemes in an early, pre-lexical stage of word 

identification (see e.g., Taft & Forster 1975, Butterworth 1983, Zwitserlood, Bölte & 

Dohmes 2002). If so, it might be that orthographic cues to word stress are relevant only for 

separate word units (single morphemes). To take into account that orthographic stress cues 

might be only relevant for single morphemes, separate analyses were conducted, first on 

the total corpus of disyllabic nouns, including polymorphemic as well as simplex nouns, 

and second inspecting a sub-corpus containing only the 3318 simplex nouns from the total 

corpus. 

 

Number of final consonant letters as potential orthographic cue 

Each word from the noun corpora was allocated to one of four categories: V (ending in a 

vowel letter), VC (ending in one consonant letter), VCC (two final consonant letters), and 

VCCC (three/four final consonant letters). Afterwards, the stress distribution of each of the 

categories (V, VC, VCC, and VCCC) was determined by counting words with initial and 

final stress. 

 

Word endings as potential orthographic cue 

In a second step, two different sets of randomly selected word endings were investigated: 

first the total set of randomly selected 85 different word endings, and second, a subset of 

24 word endings which included only those endings contained in simplex nouns.
19

 For 

each word ending, the individual stress distribution was determined by counting all words 

containing this ending, and the number of words with initial vs. final stress. 

 

5.1.2 Comparisons of observed and expected theoretical stress distributions 

When the given word ending or category was predominantly associated to words with the 

same stress pattern, it was assumed to be related to that pattern. Goodness-of-fit tests were 

employed to compare the observed stress distribution for a given spelling pattern to a 

theoretical random distribution of stress patterns, and Cohen’s ŵ (see e.g. Cohen 1988) was 

calculated to estimate the relative strength of any detected association between a spelling 

and a stress pattern. 

 

 

                                                           
19

 The 85 word endings were contained in 5764 out of 7933 different nouns from the corpus, and the 24 
endings were contained in 2413 out of 3318 different simplex nouns. 
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5.2 Results 

The number final consonant letters as stress cue in the total noun corpus 

For the total noun corpus of 7933 words, significant departures from a theoretical random 

stress distribution were detected in all categories (V, VC, VCC, and VCCC), i.e., initial 

stress is reliably associated with all categories. Thus, not surprisingly, our results confirm 

that German disyllabic nouns are predominantly stressed on the first syllable, no matter 

how many final consonant letters are present in the word ending. Consequently, the 

number of final consonant letters does not indicate a certain stress pattern. 

 

The number of final consonant letters as cue to stress in simplex nouns 

In the sub-corpus of simplex nouns the statistical analyses of the frequency counts for 

initial vs. final stress in words ending in V, VC, VCC and VCCC show that words ending 

in V and VC are associated with stress on the first syllable. This means that the presence of 

none or a single final consonant letter in disyllabic nouns indicates initial stress. In contrast, 

words ending in two final consonant letters are related to final stress. No predominant 

stress pattern was identified for words with three or more final consonant letters. 

Knowledge about the distribution of stress patterns in words ending in V, VC, VCC 

might allow a strategic stress assignment in simplex nouns (‘Assign initial stress to words 

ending in V or VC, and final stress to words ending in VCC’). Such a strategy would lead 

to 79 % correct stress assignments. As a comparison, a default stress assignment of initial 

stress to all disyllabic simplex nouns would lead to 74%, and thus, fewer correct stress 

assignments. 

 

Word endings as cue to stress in the total noun corpus 

Out of the 85 randomly listed word endings, six are associated with final stress, and 63 are 

related to initial stress. Sixteen endings have no significant prevalence of either stress 

pattern. The 69 endings associated with one stress pattern are contained in 5353 different 

nouns from the total corpus (68% of 7933). If initial stress was assigned as a default 

pattern in these words, this would result in incorrect stress patterns in 5.5% of the cases, 

namely for all 297 words with final stress containing the inspected endings. In contrast, a 

strategic stress assignment by exploiting word endings as stress cues would reduce the 

amount of incorrect assignments to 3.3% (176 out of 5353). Incorrect patterns would result 

from exceptional relations between stress patterns and word endings. Thus, a stress 

assignment strategy based on word endings as stress cues would be more successful than a 

default assignment procedure. 
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Word endings as orthographic cue to stress in simplex nouns 

Out of 24 word endings from the simplex corpus, 23 were associated with one stress 

pattern, thereof 13 with initial stress, and 10 with final stress. The 23 word endings are 

contained in 2396 different words from the corpus of 3318 simplex nouns. A strategic 

stress assignment based on knowledge about these 23 endings would result in only 3.7% 

incorrect stress patterns. Compare this to a default strategy assigning the most frequent 

stress pattern – initial stress – to all disyllabic nouns, which would lead to 10.6% incorrect 

stress patterns. 

 

5.3 Discussion 

The results revealed that the number of final consonant letters is indicative of the stressed 

syllable in German disyllabic simplex nouns. Moreover, word endings can be an effective 

cue to word stress in disyllabic nouns, irrespective of whether they are polymorphemic or 

simplex. Words sharing the same word ending and the same stress pattern are ‘stress-

friends’. It seems conceivable that words with many stress-friends have a processing 

advantage over words with many stress-enemies. This is an interesting question for future 

research. In sum, the results show that certain spelling patterns in words indicate the 

word’s stress pattern. Thus, the present corpus investigation supports the view that there 

are orthographic cues to word stress in German which might be processed by skilled 

readers. 
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6. Study 3: Orthographic consistency in spoken word identification* 

The findings reported in the previous chapter support the assumption that silent reading 

involves a phonological representation of word forms. This chapter now turns to the 

question whether there is a mutual interaction between orthographic and phonological 

information processing, i.e., whether orthographic information plays a role during auditory 

word processing like phonological information plays a role in visual word processing. We 

addressed this issue in the study Beyermann & Penke (2014a) which is briefly reviewed 

below. 

In the course of literacy acquisition, readers learn about word spellings, for example 

that the word sting /stɪŋ/ is spelled <sting>. Note that some sound units are sound-to-

spelling consistent because they are always spelled the same in different words containing 

it (e.g., the rime sound /ɪŋ/ always spelled <ing> in king, ring, sling, thing etc.). Compare 

this to the rime sound in bird which is sound-to-spelling inconsistent because it is spelled 

differently in other words (e.g., heard, curd). The results of a number of empirical studies 

imply that literate speakers are affected by the sound-to-spelling consistency during spoken 

word processing (e.g., Glushko 1979; Ziegler & Ferrand 1998). Words with consistent 

phonological rimes (e.g., sting) were documented to have a processing advantage over 

words containing sound units related to different spellings in different words (e.g., bird). 

This indicates that spelling patterns which are stored in the mental lexicon are involved in 

the auditory processing of words. It is conceivable that good readers and spellers who have 

fast access to a rich orthographic lexicon, are more affected by consistency than poor 

readers and spellers with a slower access to less specific or stable orthographic 

representations in their mental lexicon. In other words, orthographic effects on auditory 

language processing might be directly linked to the quality of the stored orthographic 

knowledge (e.g., Share 2004). However, the results reported by Goswami, Ziegler & 

Richardson (2005) indicate that consistency plays a role during auditory word processing 

already in young German and English readers after one year of schooling. 

 

6.1 Research question and method 

Beyermann & Penke (2014a) conducted an auditory lexical-decision study to investigate 

whether sound-to-spelling consistency affects German spoken word processing, and 

whether there is a difference between speakers from different stages of reading 
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development. We expected better performances on consistent words than on inconsistent 

words. This observation would imply that spelling knowledge was involved in the task, 

and thus suggest a close link between orthographic and phonological information on word 

forms in the mental lexicon. 

 

Participants 

Eighteen second graders (mean age 6;7 years), 21 third graders (mean age 8;6 years), and 

23 fifth graders (mean age 10;8 years) from regular primary schools, and 21 adults (mean 

age 26;4 years) were tested. 

 

Stimuli and Design 

Thirty-two monosyllabic simplex nouns, with 16 containing sound-to-spelling consistent 

rimes (e.g., Ring, containing /ɪŋ/ always spelled <ing>), and 16 containing inconsistent 

rimes (e.g., Stahl, containing /ɑl/ which can be spelled <al, aal, ahl>, e.g., Tal, Stahl, Aal 

‘valley, steel, eel’) comprised the test items. Item factors such as uniqueness point, 

word/syllable frequency, phonological/orthographic rime frequency, number of 

orthographic neighbors, word length and presentation duration were balanced across 

conditions. All test words are spelling-to-sound consistent (rime spelling always 

pronounced the same in different words). 

 

Procedure 

Small groups of participants (1-4) in a quiet room were instructed to decide as fast and as 

accurately as possible whether a presented word was a real German word. 

From the data of the 2
nd

 graders three item pairs were removed due to high error rates 

(>50%). This had no impact on the counter-balanced item factors across the experimental 

conditions. The data were submitted to a 2 x 4 ANOVA with Consistency (consistent vs. 

inconsistent rimes) as within-subject factor and Age as between-subject factor. 

 

6.2 Results 

A significant interaction of Age*Consistency in the ANOVA on accuracy data indicated 

that Consistency has an impact in some but not all age groups in our experiment. 

Subsequent within-group comparisons revealed a significant main effect of Consistency in 

the 2
nd

 graders (indicated by boldface numbers in Table 2). A significant main effect of 
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Consistency, but no interaction of Age*Consistency was found indicating that the response 

times of all groups were affected by the factor Consistency. Table 2 gives an overview of 

the performance data. 

Table 2. Performances of the Participants on Words with Consistent vs. Inconsistent Rimes 

  Accurracy Rates (%) 

M (SD) 

Response Times (ms) 

M (SD) 

 Group Consistent Inconsistent Consistent Inconsistent** 

2
nd

 grade 86.8 (8.7) 80.3 (12.4)* 829 (157) 835 (126) 

3
rd

 grade 93.8 (7.1) 91.9 (7.4) 596 (102) 654 (144) 

5
th

 grade 90.8 (7.0) 93.8 (5.9) 482 (97) 527 (103) 

Adults 98.5 (3.4) 97.6 (3.7) 359 (102) 373 (88) 

Note significant effects of Position are indicated by boldface numbers 

 * signals p-values p < .05, and ** stands for p-values p < .001 

 

6.3 Discussion 

The results show that spelling-to-sound consistency has an impact on spoken word 

processing in German literate speakers from different stages in reading development. 

Consistent words had a processing advantage over inconsistent words as was displayed in 

shorter mean response latencies in all subject groups. Moreover, the 2
nd

 graders were more 

accurate in accepting consistent words than inconsistent words. The performance accuracy 

of the three older participant groups was not affected by consistency which might be due to 

the fact that they achieved overall high accuracy scores. 

The results indicate that sound units of words which are associated with different 

alternative spellings are related to higher processing costs than sound units of words which 

are consistently expressed by the same spelling pattern. In contrast to our expectations, the 

assumption that orthographic consistency is more relevant for experienced than for less 

experienced readers is not supported by our data, since there is no qualitative difference 

across the groups. 

A plausible explanation for consistency effects is provided in Taft (2011). The auditory 

language input that listeners perceive is highly variable (e.g., due to speaker variation, co-

articulatory processes), and the physical nature of speech input is transient, i.e., the input is 

available only for a short moment. Taft suggests that literate speakers automatically build 

up an abstract phonological representation based on available spelling knowledge to 

support the auditory working memory with additional and physically stable information on 

the input. Additional, supportive spelling information on the auditory input might facilitate 
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the activation of candidate words during lexical search. If the speech input is related to 

only one stored spelling pattern, i.e., the available additional spelling information is 

consistent, this might lead to a more specific abstract representation as compared to 

auditory input associated with alternative spelling patterns in different words. Accordingly, 

unambiguous spelling information is more supportive than inconsistent spelling 

information, such that the less ambiguous the representation of a spoken word in print is 

with respect to sound-spelling conversions, the more specific or the more quickly is the 

built-up of an abstract representation for a spoken word. Following this line of argument it 

seems plausible that the less reliable and frequent the connections between units of sound 

and units of spelling for a spoken word, the less supportive is the knowledge on the correct 

word spelling during auditory processing. 
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7. General discussion 

The presented findings of this work shed light on the close link between units of spoken 

and units of written language in literate speakers of alphabetic languages, contributing to 

our knowledge about the word identification process in German throughout different levels 

of reading proficiency. In the past the majority of studies in reading research were 

concerned with monosyllabic word reading in English (Share, 2008). But reading 

encompasses the identification of many polysyllabic words as well. When considering 

polysyllabic word reading, the issues of syllable segmentation and stress assignment come 

into play, raising the question whether an automatic phonological activation– i.e., when a 

pronunciation of polysyllabic words is generated–involves higher-level, prosodic units 

such as syllables and word stress. On the background of the underrepresentation of 

languages other than English the present dissertation focused on word reading in German. 

More specifically, this work aimed to shed light on the role of word stress as potential 

reading unit in German investigating the questions: 

1. Do supra-segmental phonological units such as lexical stress constitute processing 

units in German word reading? And does the functional relevance of these units 

vary as a function of reading experience? 

2. Do spelling patterns of German words provide potential cues to word stress? 

Polysyllabic words which are often fixated more than once (e.g., Rayner 1998) are 

assumed to be processed syllable by syllable (e.g., Conrad & Jacobs 2004; Stenneken, 

Conrad & Jacobs 2007). The results of Study 1 show that word-level prosody is involved 

in silent word reading at least in young German readers (Chapter 4), and thus support the 

view that phonology shapes the functional reading units in visual word processing. 

 

7.1 Word stress as reading unit 

The empirical observations reported in Chapter 4 indicate that young readers of German 

automatically impose a stress pattern during word reading. In Study 1 (Beyermann & 

Penke 2014b), the typicality or dominance of a word’s stress pattern (initial vs. final stress) 

was shown to influence the performances of the school children, whereas the performances 

of skilled adult readers were not affected by stress dominance. It is conceivable that 

readers draw upon implicit knowledge about the frequency distribution of stress patterns in 

the language, especially in earlier stages of literacy development. Less experienced readers 
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are assumed to lack implicit knowledge of stress cues, and thus they might show strong 

effects of stress dominance. We hypothesized that the young readers have assigned the 

most frequent stress pattern as a default pattern, whereas the skilled readers participating in 

the experiment were sensitive to implicit stress cues from frequent associations of spelling 

patterns and stress patterns. More experienced readers might be sensitive to stress cues 

provided by orthography (e.g., word endings, number of final consonant letters) allowing 

to predict the position of a stressed syllable in printed words, such that due to stress 

prediction, words with a subdominant stress pattern were not related to processing 

difficulties in skilled reading. 

The observation that adult readers showed no stress effect in Study 1 might be interpreted 

to show that word stress is not involved in skilled silent reading. However, for one, this 

explanation is in conflict with phonological effects on the performances of German adult 

readers which were reported in a number of studies, and indicate that skilled readers 

automatically generate a phonological representation of written words (e.g., Ziegler & 

Jacobs 1995; Ziegler, Jacobs & Klüppel 2001; Ziegler et al. 2001; Penke & Schrader 2008). 

Moreover, the results of Study 2 (Beyermann 2013, Chapter 5) revealed that there are 

indeed reliable orthographic cues to word stress in disyllabic German nouns which might 

be explored by skilled readers. A number of word final spelling patterns that frequently 

correspond to the same stress pattern were identified as potential orthographic stress cues. 

In other words, spelling knowledge can be seen as a source of information to assign stress, 

and distributional knowledge on these orthographic cues might be involved in visual word 

processing. It remains an interesting question for future research whether such word 

endings or other potential orthographic cues to word stress are processed by skilled 

German readers. Preliminary results of a visual lexical decision study with university 

students indicate that word endings are indeed processed as orthographic cues to stress in 

silent word reading (Beyermann, unpublished manuscript). In this experiment, the 

dominance of the stress pattern (i.e., the typicality or frequency of occurrence) influenced 

the task performances of the adult participants, i.e., they showed faster responses to 

disyllabic words with initial stress (e.g., Kokos ‘coco’, Platin ‘platinum’) than to words 

with final stress (Visier ‘sight, backsight’, Tresor ‘safe’). Moreover, words with a stress 

consistent ending (e.g. Kokos, Visier) – i.e., having more “friendly” neighbors that share 

the same word ending and the same stress pattern than “unfriendly” neighbors sharing the 

same word ending but a different stress pattern – had a processing advantage over words 

with an inconsistent stress ending (like Platin, Tresor). This indicates that stress cues 

available from print were automatically processed by skilled readers. In other words, stress 
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dominance and stress consistency independently contributed to variations in the task 

performances. Thus, like the young readers in Study 1, the skilled readers showed a 

dominance effect when the stress consistency of the ending was controlled for. These 

preliminary results indicate that word stress is involved in young as well as in skilled adult 

word reading. 

In sum, the reported findings support the view that lexical stress, i.e., a prosodic surface 

property of phonological word forms is automatically processed during silent word 

identification in young, less experienced German readers. Future research on multisyllabic 

word reading should consider the typicality of word stress (i.e., the lexical dominance of a 

pattern) as well as the consistency of available stress cues as an inhibitory/facilitative 

factor for the participants’ task performances. Moreover, the assignment of lexical stress 

should be implemented in current reading models. 

 

Stress effects in the Connectionist Dual Process model (CDP++) 

The observed stress dominance effect could be accommodated in the theoretical 

framework of the Connectionist Dual Process model for polysyllabic word reading 

(CDP++, Perry, Ziegler & Zorzi 2010). Until today, only few models include mechanisms 

for lexical stress assignment (e.g., the PDP, discussed in Pagliuca & Monaghan 2009). The 

CDP++ includes a stress assignment mechanism based on an associative network 

connecting stress output units and spelling units (see Figure 2). 
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Figure 2: The architecture of the latest version of the CDP++ in running mode (adapted 

from Perry et al. 2010). The figure depicts a simplified version. 

 

 

The CDP++ includes a stress assignment mechanism composed of two pathways for 

assigning stress: a lexical look-up of stored metrical information from the phonological 

lexicon and a sublexical procedure that computes a stress pattern based on statistical 

spelling-sound relations. Metrical information from the sublexical and the lexical pathway 

activate the stress output nodes in the phonological output buffer (represented by the dotted 

rectangle at the bottom of the figure). 
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In beginning readers, the output buffer is biased towards the most frequent, i.e., the 

dominant stress pattern in the phonological lexicon (i.e., in the spoken vocabulary). This 

predisposition towards a default stress might be implemented by a slight pre-activation of 

S1 as opposed to S2 (S1=initial stress, S2=final stress). This gives words with the 

dominant stress pattern a general advantage over words with a subdominant pattern, 

because less additional metrical information is needed until sufficient coherent information 

is pooled in the output buffer, and the visual input can be identified and accepted as a word. 

In contrast, the pre-activation of S1 makes word identification more effortful and slower 

for words with a subdominant stress pattern, because the pre-activation of S1, a misleading 

bias, is incongruent with the metrical information contributed from the phonological 

lexicon after lexical access. This contradictory bias has to be overcome by additional 

metrical information from the lexical or sublexical route which requires additional 

processing. Take as an example a written word with a subdominant stress pattern, like 

Natur ‘nature’. The pre-activation of S1 would lead the reader to rather assign first syllable 

stress when no implicit stress cues are available. And due to a lack of implicit knowledge 

on stress cues, less experienced readers are more likely to assign the most frequent stress 

pattern as a default. Hence, they show strong stress dominance effects. The observed 

dominance effect in young readers (Chapter 5) complies with this assumption. Interestingly, 

the model predicts that stress dominance should independently affect the readers’ 

performances across all age groups as long as the pre-activation of S1 is perpetuated. 

It is assumed that with growing reading proficiency the readers learn subtle statistical 

relations between spelling patterns and stress patterns, hence gaining access to different 

potential cues to word stress (e.g., word endings, letter clusters, onset or coda complexity 

in written words; see e.g., Arciuli, Monaghan & Seva 2010). The two-layer associative 

(TLA) network of the CDP++ reflects this distributional learning in that spelling patterns 

(single or multi-letter graphemes, letter sequences) are not only associated with phonemes 

but can also be associated with metrical information (e.g., Perry et al. 2010). In Figure 2, 

these interconnections in the TLA network are represented by the bubbles, with the 

topmost layer representing onset, nucleus and coda graphemes nodes, the lower level 

standing for the associated phonemes, and the slightly bigger bubbles on the right-hand 

side depicting the sublexical stress input nodes which are likewise connected to the 

grapheme nodes of the TLA network. The TLA network learns associations between 

spelling patterns and stress patterns through the training with a large database which might 

be analogous to human readers who learn implicit cues by a great deal of reading 

experience. Subsequently, a sensitivity for orthographic stress cues develops which allows 
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for the generation of an adequate stress pattern when decoding printed polysyllabic words 

(Perry et al. 2010: 31f), irrespective of the bias towards the dominant stress pattern in the 

phonological output buffer. Accordingly, in the course of advances in reading 

development, the initial default stress assignment is more and more supplemented by 

metrical information which is quickly available from the sublexical pathway. We might 

assume that a reliable cue to word stress can alleviate the dominance effect (as provided by 

consistent word endings, such as –os in Kokos). Given that orthographic cues to word 

stress are available and processed by the reader, the model would predict that the 

dominance effect in words like Kokos is smaller than in words like Tresor lacking reliable 

stress cues. In other words, the model predicts a processing advantage for words with a 

stress consistent vs. inconsistent ending indicating that stress-to-spelling consistent words 

are easier to identify and/or that stress-to-spelling inconsistent words are related to 

processing difficulties in word reading. This prediction was borne out by the preliminary 

observations of Beyermann (unpublished manuscript). However, future investigations on 

word stress in German silent reading could shed more light on the developmental aspect of 

dominance and consistency effects. 

Recent observations reported for other languages (e.g., Pagliuca & Monaghan 2009; 

Paizi, Zoccolotti & Burani 2011; and Sulpizio & Colombo 2013 for Italian; Arciuli et al. 

2010 for English) support the view that in more experienced word reading the sublexical 

routine automatically relies on available stress cues which alleviate the dominance effect. 

This further implies that if implicit orthographic knowledge is the basis for the sensitivity 

to orthographic stress cues, the relative strength of the stress effects might crucially depend 

on the reading and spelling proficiency. This assumption is confirmed by empirical 

observations reported for other languages (e.g., for Greek by Protopapas & Gerakaki 2009; 

for Italian by Sulpizio & Colombo 2013), indicating that more experienced readers 

acquaint with orthographic cues to word stress due to growing proficiency in word reading. 

In the naming experiment reported by Sulpizio & Colombo, school children from grade 2 

and 4 showed differences in their performances. Whereas the dominance effect on the error 

rates decreased with increasing age, the stress consistency had a growing impact on the 

reading performances with increasing age. In other words, the amendment of general 

probabilistic knowledge on lexical stress (which stress patterns are existent and how 

frequently do they occur) with implicit spelling knowledge on associations between 

spelling patterns and stress patterns might be thought of as a typical advancement in 

reading development. 
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Which are the relevant orthographic stress cues? 

However, a number of further questions might be answered by future research. For one, 

more has to be learnt about the inventory of potential cues to lexical stress available during 

reading. In the relevant literature on lexical stress during word reading there is a consensus 

on the assumption that experienced readers gain implicit knowledge on potential cues to 

word stress provided by word spellings (e.g., Pagliuca & Monaghan 2009; Arciuli, et al. 

2010; Perry et al. 2010; Paizi et al. 2011; see also Colombo 1991). However, it is as yet not 

well understood which spelling patterns provide reliable cues to word stress which are 

actually processed during word reading (there are only few thorough investigations on cues 

to lexical stress; e.g., Arciuli et al. 2010 for English), and in addition, the relevance of 

different cues might vary across languages. For German, the results of a recent word 

production study (Röttger et al. 2012) show that the orthographic complexity of the final 

syllable rime had an influence on which stress pattern was assigned. When the final 

syllable of a disyllabic word contained a more complex orthographic rime it was more 

likely to be stressed. From this observation the authors conclude that the orthographic 

weight of the final rime is one among other structural factors that determine which syllable 

receives the main stress. However, a broader basis of empirical evidence from different 

languages is required to understand which stress cues are potentially available during word 

reading and which of them are relevant (see e.g., Kelly et al. 1998; Rastle & Coltheart 

2000; Jarmulowicz, Hay, Taran & Ethington 2008; Arciuli et al. 2010 on English; 

Colombo 1991; Cappa, Nespor, Ielasi, Miozzo 1997; Sulpizio & Colombo 2013 on Italian; 

Protopapas, Gerakaki & Alexandri 2006 on Greek; Gutiérrez-Palma & Palma-Reyes 2004 

on Spanish; and Jouravlev & Lupker 2013 on Russian). 

Given that there are multiple sources of stress cues during word reading (like 

orthographic syllable structure, word endings, or morphological cues) it seems difficult to 

consider all potential cues when constructing the stimulus material for an experiment. This 

might be the reason for a number of different observations reported in the literature on 

stress effects in word reading. For example, some studies report stress effects only in the 

accuracy data, whereas other studies detected stress effects in the latency data as well (for 

examples see e.g., Yap & Balota 2009). Moreover, some studies report a general stress 

consistency effect that interacts with the factor stress dominance (e.g., Burani & Arduino 

2004) whereas other studies report a mirror image with a general dominance effect 

interacting with stress consistency (e.g., Jouravlev & Lupker 2013). Language-specific as 

well as item-specific factors may play a role for the occurrence of stress effects. Different 

item sets from the same language might yield different patterns of results (e.g., Perry, 
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Ziegler & Zorzi 2014 on Italian). Interestingly, Jouravlev & Lupker (2013) found a stress 

dominance effect only in the responses to disyllabic Russian adjectives where initial stress 

is the predominant pattern, but not in verbs and nouns where both initial and final stress are 

distributed equally. The idea of a default stress assignment thus needs to be clarified with 

respect to the question when a stress pattern might be sufficiently dominant to be assigned 

as a default, pertaining to a certain class of words in the lexicon. 

The findings reported in Jouravlev & Lupker point to another open issue. It is unclear 

whether any pattern of word stress is stored as part of the lexical entry (e.g., Perry et al. 

2010) or whether only subdominant patterns are lexically stored (Levelt et al. 1999), and if 

so, which patterns are to be seen as dominant for when there are more than two options 

(like for example in German trisyllabic nouns which can be stressed on the first, second, or 

final syllable; compare e.g., ˈSellerie, Karˈtoffel, Fantaˈsie ‘celery, potato, fantasy’).For 

example, Röttger et al. (2012) argue for a different view on default stress patterns. In their 

pseudoword production study the authors report that none of the potential default stress 

patterns for a given structural condition was predominantly produced in more than 60% of 

the utterances. Therefore, it seems questionable whether a default pattern for trisyllabic 

words can be assumed, and consequently, any pattern of lexical stress might be stored in 

memory. However, even if we assume that any metrical information is lexically stored, this 

does not contradict the assumption that, if there is a dominant stress pattern for a class of 

words these words are prone to a default assignment. Note that in disyllabic German words 

first syllable stress clearly predominates, such that a default pattern might be assumed at 

least for disyllabic words (compare Study 1 and 2). 

The empirical observations of Study 1 suggest that initial stress is assigned as a default 

pattern for German disyllabic nouns in young reading (as indicated by the dominance 

effect). The corpus study (Study 2) revealed that word endings provide potential 

orthographic cues to stress for disyllabic nouns which might be processed during German 

word reading. Young readers might lack implicit knowledge on stress cues provided by the 

word spellings, whereas skilled adult readers are predicted to be affected by the 

consistency of these stress cues. Altogether, these findings are in line with the view that 

lexical stress, a prosodic feature only implicitly encoded in print, is processed in German 

word reading across different stages of reading development. 

In sum, the studies reported in Chapter 4 and 5 of this dissertation corroborate the view 

that lexical stress is involved in silent word reading, providing empirical evidence from 

German polysyllabic word identification in young readers. Hence, the data support the 
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Implicit Prosody Hypothesis (Fodor 1998, 2002) with further empirical evidence for an 

automatic generation of a prosodic contour during reading, which includes word-level 

prosody. For alphabetic languages like German it seems plausible that an automatic 

phonological activation generates an abstract representation of written words which is 

compositional, i.e., different levels of phonological representation are constructed in 

parallel (Morais 2003), including prosodic units like syllables and lexical stress. 

The sensitivity to orthographic stress cues or the relative strength of the stress effects is 

assumed to depend on the reading proficiency (e.g., Arciuli et al. 2010). In other words, the 

amendment of general probabilistic knowledge on lexical stress (which stress patterns are 

existent and how frequently do they occur) with implicit spelling knowledge on 

associations between spelling patterns and stress patterns might be thought of as a typical 

advancement in reading development. 

 

7.2 Orthography-phonology interaction 

In light of the view that phonological information like word stress is automatically 

activated during written word processing (which might support the working memory), does 

orthographic information also play a role during auditory word processing? More precisely, 

this work aimed to shed light on the questions: 

3. Does spelling knowledge influence spoken word processing? And does the 

influence of spelling knowledge on spoken word processing vary as a function of 

reading experience? 

These questions were addressed by Study 3 reported in Chapter 6 (Beyermann & Penke 

2014a). The results indicate that orthographic knowledge is involved in spoken word 

processing, and hence confirm the assumption that orthographic and phonological 

knowledge on words is automatically activated in spoken and written word identification. 

Study 3 demonstrated that young readers as well as adult readers are influenced by 

spelling knowledge during spoken word identification. In the experiment, words with 

rimes associated with several spelling patterns (e.g., Tier ‘animal’ containing /i:ɐ̯/ like in 

<wir> ‘we’; <ihr> ‘you(pl.)’; <Bier> ‘beer’) were accepted more slowly than words with 

rimes that are always spelled the same way in different words (e.g., Ring ‘ring’ containing 

/ɪŋ/ always spelled <ing>). This sound-to-spelling consistency effect indicates that spelling 

alternatives were co-activated during auditory word perception. A possible explanation for 
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this observation might be that literate listeners automatically build up an abstract 

phonological representation that is based on available spelling knowledge to underpin the 

auditory working memory with additional and physically stable information on the speech 

input, which is otherwise only available for a short moment in time (Taft 2011). The 

availability of additional, supportive spelling information on the auditory input might 

contribute to the activation of candidate words during lexical search. If the spelling 

information is consistent, a more specific abstract representation can be activated as 

compared to auditory input that is associated with alternative spelling patterns in different 

words. It is conceivable that unambiguous spelling information is more supportive than 

inconsistent spelling information such that the more specific or the more quickly is the 

built-up of an abstract representation for a spoken word. 

How do beginning readers learn word spellings? For words with many ‘friends’ sharing the 

same sound and the same spelling the correct spelling can be generated by productive 

phoneme-to-grapheme conversion rules, given that similarity patterns in the mental lexicon 

are the basis for such rules (e.g., Metsala 1997; Bybee & Hopper 2001, see Chapter 2.2.3). 

In a language with a high degree of orthographic transparency like German the word 

pronunciation can be easily generated by means of transparent spelling-to-sound relations. 

However, albeit the relatively transparent translation from spelling to sound, there is a 

considerable amount of variability in the sound-to-spelling translations in German words. 

The correct spellings for words with inconsistent sound-to-spelling patterns cannot be 

generated by simple sound-to-spelling translation rules, and probably need to be stored in 

memory (e.g., Klicpera et al. 2010). In order to memorize the correct spelling of 

orthographically irregular words additional mnemonics or explicit training is required 

(Treiman 1998). An integration of orthographic trainings in the primary grades is an 

educational standard in German (Schründer-Lenzen 2013: 211ff). Moreover, spelling 

knowledge is also learnt implicitly through repeated practice in word decoding (e.g., de 

Jong et al. 2009; see Chapter 2.2.2). Through reading and spelling practice, word 

recognition units are learnt which can be seen as typical spelling-sound patterns that allow 

for an identification of printed words. Contrary to our expectations, we found no evidence 

that orthographic effects were modulated by reading experience. The results of our 

experiment discussed in Chapter 6 show that beginning readers already from 2
nd

 grade 

were influenced by sound-to-spelling consistency during spoken word processing, 

indicating that they processed lexically stored spelling information. In other words, young 

readers seem to memorize spelling patterns from an early stage on, i.e., spelling knowledge 
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is incorporated in the mental lexicon already from the very beginning of literacy 

acquisition. 

What is spelling knowledge good for? First, of course, in order to produce correct word 

spellings, a writer must know the correct spelling. But spelling knowledge is not only 

essential for producing correct word spellings; beyond that it is seen as a basic ingredient 

for a larger sight-vocabulary, the acquisition of word recognition units and thus, for an 

increase in the reading speed (see Chapter 2.2). Spelling patterns represent the sound units 

which constitute words and thus are assumed to promote the insight into the phonological 

and orthographic structure of words (compare Klicpera et al. 2010). Another beneficial 

effect of implicit and explicit orthographic learning is that word spellings make a shared 

morphological origin visible which might otherwise remain undetected due to reduction 

processes in spoken language (e.g., Fernseher ‘TV’ often reduced to a disyllabic word 

[fɛɐ̯nzɛɐ] and sehen often pronounced as one syllable [ze:n] ‘to see, to view, to watch’, 

Röber 2010). In light of the findings from Study 2 (Chapter 5), it might be assumed that 

implicit spelling knowledge is helpful for predicting the stress pattern of polysyllabic 

words during reading. And the experimental observations discussed in Study 3 emphasize 

the role of spelling knowledge for literacy acquisition by showing its supportive function 

during spoken word processing already in the early grades. According to the Lexical 

Constituency Model (Perfetti & Liu 2006) the identification of a printed word is associated 

with the access to stored information on that word (spelling information, pronunciation, 

word meaning) which are highly interlocked in proficient readers, whereas they are less 

specific and less connected in younger or less skilled readers (e.g., Landerl et al. 1996). 

When spelling information on word forms is acquired this increases the visibility of 

phonemic content, and creates redundancy (from orthography to the same phonological 

information stored in the lexicon). Proponents of the Lexical Restructuring Hypothesis 

propose that the restructuring of stored phonological word forms from coarse-grained, less 

specific to more fine-grained, phoneme-based representations is also driven by acquired 

orthographic information (see e.g., Ziegler & Goswami 2005; compare Chapter 2.2.3). 

Broadly speaking, the acquisition of spelling knowledge is assumed to improve the quality 

of word representations in the mental lexicon. 

In order to allow for these supportive effects of spelling knowledge, teaching 

instructions in early reading should incorporate explicit as well as implicit spelling 

instructions (see also e.g., Graham 2000; Treiman 1998; Klicpera et al. 2010). However, in 

Germany the choice of which tuition method is applied in the primary grades rests with the 
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individual schools and teachers. And in the 90ies, a method developed by Reichen (e.g., 

Reichen 2001; henceforth called the Reichen Method) has spread across a number of 

primary schools in different regions of Germany. This method does neither include a 

training of word decoding strategies, nor does it consider the acquisition of correct word 

spellings in beginning readers, at least in grade one. The instructions for children learning 

to read with the Reichen Method focus on the acquisition of sound-letter correspondences 

through producing creative texts. Assisted by a comprehensive table that lists sound-to-

spelling correspondences, each learner is encouraged to write by segmenting spoken words 

into phonetic units, translating them to letters, and writing them down. One advantage of 

this approach might be that spelling poses fewer demands on the auditory working memory 

than reading: As soon as the first or a following component sound unit is identified and 

converted to a letter, it can be written down and the next sound unit can be focused. Only 

few units need to be retained at once (e.g., Treiman 1998). That is, the children first focus 

on word spelling as an easier task than word decoding. The main goal of this teaching 

method is that the young learners understand the alphabetic principle by exploring and 

training sound-letter translations. Through creative spelling tasks they learn to produce 

written forms that express the phonetic content of words. However, no explicit training in 

word decoding strategies is given, which is seen as an essential help for poor readers 

(Scheerer-Neumann 1981; Schründer-Lenzen 2013). Moreover, since repeated practice in 

word reading helps to memorize the correct word spellings, word reading strategies should 

be an integral part of the tuitions. Another major disadvantage of the Reichen Method is 

that the successful conversion from spoken words to letter strings requires the children to 

know the exact sound form of words, i.e., to be familiar with the pronunciation (this puts 

children with German as a second language in disadvantage) and to be able to analyze 

spoken words in appropriate pronunciation units (this puts children with difficulties in 

phonological processing in disadvantage). For a more detailed critique of the Reichen 

Method, see e.g., Schründer-Lenzen (2007, 2013). Fortunately, teachers employing the 

Reichen Method usually apply supplemental methods (Schründer-Lenzen 2013), and 

follow the recommendation of the educational standards by including implicit and explicit 

orthographic trainings. 

The orthographic effects found in spoken word processing and the role of prosodic 

properties in visual word processing point to the close link between the written and the 

spoken modality in literate speakers. Reading development promotes the sensitivity for the 

phonological structure of language by making it visible and thus providing a stable 

representation. The reported results indicate that orthographic and phonological knowledge 
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on words is automatically activated during word processing in both modalities (auditory 

and visual perception). The acquisition of highly specific orthographic knowledge hence 

seems to improve not only the ability to learn new words and read familiar words, but 

might as well facilitate the auditory word identification process. In sum, learning to read 

does not only afford the young learner to approach a higher education, but changes the way 

language is perceived. 
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Zusammenfassung 

 

Kinder, die im Unterricht die Schriftsprache erlernen, gewinnen Einblicke in das System, 

mit dem geschriebene Wörter Einheiten gesprochener Sprache ausdrücken. Es wird 

angenommen, dass unerfahrene Leser*innen einzelne Worte überwiegend mithilfe der 

phonologischen Rekodierung erlesen, d.h., dass sie schrittweise eine lautliche 

Repräsentation des Geschriebenen herleiten und diese Lautform nutzen, um die Worte zu 

erkennen. In der Leseforschung besteht die Ansicht, dass während der Identifizierung eines 

geschriebenen Wortes, auch beim leisen Lesen, automatisch lautsprachliche Informationen 

zugänglich gemacht werden (z.B. Frost 1998; vgl. aber z.B. Taft & van Graan 1998). 

Einige Forscher*innen nehmen an, dass die automatische Aktivierung phonologischer 

Informationen beim Lesen mit zunehmender Leseerfahrung an Bedeutung verliert (z.B. 

Coltheart et al. 2001), während andere davon ausgehen, dass die automatische 

phonologische Aktivierung beim geübten Lesen weiterhin eine wichtige Rolle spielt, nur 

mag sie kaum messbar sein, da es sich um einen hochautomatisierten Prozess handele (z.B. 

Frost 1998). Ein Grund für die automatische phonologische Aktivierung beim Lesen 

könnte in der Unterstützung des Arbeitsgedächtnisses liegen (Baddeley et al. 1981). 

Bislang wurde allerdings nur unzureichend erforscht, welche Einheiten der Lautsprache 

von der automatischen Aktivierung betroffen sind (z.B. Ashby 2006). Zudem stammt ein 

Großteil der empirischen Befunde aus Studien zur Wortverarbeitung im Englischen (Share 

2008). Die englische Orthographie ist im Vergleich zu anderen alphabetischen 

Schriftformen besonders intransparent, was sich nachweislich auf die Verarbeitung 

geschriebener Wörter auswirkt (z.B. Ziegler & Goswami 2005). Daher lassen sich 

Erkenntnisse zum Englischen nicht ohne weiteres auf andere Sprachen übertragen. Studien, 

die sich mit anderen Sprachen befassen, sind erforderlich, um bestehende theoretische 

Modelle der Wortverarbeitung auf eine breitere empirische Basis stellen zu können. 

Darüber hinaus mangelt es an Untersuchungen zum Lesen mehrsilbiger Wörter, das heißt, 

bisherige Theorien basieren überwiegend auf Befunden aus der monosyllabischen 

Wortverarbeitung (siehe Perry et al. 2007). 

Die vorliegende Arbeit trägt dazu bei diese Forschungslücke zu schmälern, indem sie sich 

mit der Interaktion lautsprachlicher und schriftsprachlicher Informationen in der 

kognitiven Wortverarbeitung des Deutschen beschäftigt. Das Deutsche zählt im Gegensatz 

zum Englischen zu den eher transparenten Schriftsprachen (z.B. Borgwaldt et al. 2004). Im 

Rahmen dieses Dissertationsprojekts wurden Studien durchgeführt, welche die Aktivierung 
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lautlicher Information beim Wortlesen sowie die Aktivierung orthographischer Information 

in der auditiven Wortverarbeitung des Deutschen untersuchten. Dabei wurden 

verschiedene Fragestellungen betrachtet. Der Implicit Prosody Hypothesis zufolge (Fodor 

1998, 2002) weisen erfahrene Leser*innen einem gelesenen Satz automatisch eine 

prosodische Kontur zu. Unklar ist jedoch, ob diese prosodische Kontur nur Merkmale auf 

der Text- und Satzebene betrifft, oder ob sie bis auf die Wortebene spezifiziert wird 

(Ashby 2006). Der Hauptteil der vorliegende Dissertationsschrift geht dieser Frage nach, 

und untersucht, inwiefern prosodische Einheiten auf Wortebene (exemplarisch untersucht: 

Wortbetonung) beim leisen Wortlesen aktiviert werden, und ob es hierbei Unterschiede 

zwischen erwachsenen, geübten und jüngeren, weniger geübten Leser*innen gibt. Die 

diskutierten Resultate deuten darauf hin, dass wortprosodische Einheiten in die 

automatische phonologische Aktivierung involviert sind, was sich in den Reaktionen 

jüngerer, unerfahrener Leser*innen zeigt (Kapitel 4 und 5). Somit bestätigen die 

Ergebnisse die Implicit Prosody Hypothesis und stützen die Annahme, dass beim leisen 

Lesen auch prosodische Merkmale auf Wortebene verarbeitet werden. 

Die Beobachtungen der ersten Studie zeigen, dass Grundschulkinder dazu neigen, das 

Betonungsmuster zuzuweisen, welches am häufigsten in der gesprochenen Sprache auftritt. 

Erwachsene zeigten dieses Muster nicht. Eine Folgeuntersuchung ging daher der Frage 

nach, ob es implizite Hinweise auf das Betonungsmuster eines Wortes gibt, das geübte 

Leser*innen nutzen könnten. In einer Korpusuntersuchung konnte gezeigt werden, dass das 

häufige Auftreten bestimmter Zeichenfolgen in Wörtern mit einer bestimmten Betonung 

als ein solcher Hinweis genutzt werden könnte. Die vorliegenden Befunde können 

dahingehend gedeutet werden, dass mit zunehmender Leseerfahrung vorhandene, 

orthographische Hinweise automatisch verarbeitet werden, um einem Wort beim Lesen ein 

Betonungsmuster zuzuweisen. Die Verarbeitung implizit in der Orthographie enkodierter 

Hinweise auf wortprosodische Eigenschaften hängt folglich mit dem Zuwachs an 

orthographischem Wissen im Verlauf der Schriftsprachentwicklung zusammen. Es kann 

angenommen werden, dass der Erwerb solcher impliziten Hinweise einen typischen Schritt 

in der Schriftsprachentwicklung darstellt. 

Wenn phonologische Informationen automatisch beim Wortlesen aktiviert werden, gilt es 

auch umgekehrt, dass orthographische Informationen aktiviert werden, wenn ein Wort 

gehört wird? Bisherige Untersuchungen zu dieser Frage geben Anlass zu der Annahme, 

dass schriftkundige Sprecher*innen automatisch Zugang zu orthographischem Wortwissen 

erlangen, wenn sie ein Wort hören (z.B. Perre, Bertrand & Ziegler 2011). Einige Forscher 
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sind der Ansicht, dass orthographische Einflüsse auf die auditive Verarbeitung im Verlauf 

der Schriftsprachentwicklung zusammen mit dem individuellen orthographischen 

Wissensumfang zunehmen (z.B. Ventura et al. 2004). Die vorliegende Arbeit geht dieser 

Frage in Bezug auf die Wortverarbeitung im Deutschen nach. Ein weiteres Experiment mit 

jüngeren, weniger erfahrenen und erwachsenen, erfahrenen Leser*innen verfolgte die 

Frage, ob sich erworbene Schriftsprachkenntnisse auf die Verarbeitung der gesprochenen 

Sprache auswirken. Die Ergebnisse zeigen, dass orthographisches Wortwissen bereits früh 

in die Verarbeitung gesprochener Wörter involviert ist. Da kein Unterschied zwischen den 

Probandengruppen festgestellt wurde, kann die Hypothese, dass orthographische Effekte 

im Verlauf der Schriftsprachentwicklung zunehmen, weder abgelehnt noch bestätigt 

werden. Es wird angenommen, dass Wissen über die Schreibform eines Wortes dabei hilft, 

eine hochspezifische, abstrakte Repräsentation eines gehörten Wortes aufzubauen, um das 

Arbeitsgedächtnis zu stützen (Taft 2011). Die Aktivierung orthographischer Information 

beim Worthören könnte also analog zur Aktivierung phonologischer Information beim 

Wortlesen in der Unterstützung des Arbeitsgedächtnisses begründet sein. Das frühe 

Auftreten orthographischer Effekte bei der Bewältigung einer Aufgabe zur auditiven 

Wortverarbeitung unterstreicht die Bedeutung orthographischer Kenntnisse, welche 

hinausgeht über die Fähigkeit, eine korrekte Schreibform für ein Wort produzieren zu 

können (vgl. Klicpera et al. 2010). Kinder, die eine Schriftsprache erlernen, sollten 

möglichst frühzeitig und umfassend mit orthographisch korrektem Material arbeiten, damit 

sich orthographisches Wortwissen einprägen kann. 

Zusammenfassend konnte gezeigt werden, dass lautsprachliche und schriftsprachliche 

Informationen in der Wortverarbeitung eng verknüpft sind. Beim leisen Lesen wird eine 

phonologische Repräsentation des Geschriebenen erstellt, die auch prosodische Merkmale 

enthält. Vermutlich verarbeiten erfahrene Leser*innen implizite orthographische Hinweise, 

die die Erstellung eines korrekten Betonungsmusters ermöglichen. Beim Worthören kann 

auf orthographisches Wortwissen zurückgegriffen werden, das den Aufbau einer 

abstrakten, visuell angereicherten Repräsentation des Gehörten erleichtern kann. Der 

Schriftspracherwerb eröffnet demnach nicht nur einen wichtigen Zugang zu höherer 

Bildung, sondern er verändert auch den Zugang zur Sprache. 
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