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Abstract

This paper explores theoretical implications of the efficient structure and
quiet-life hypotheses on the basis of the generalized user-revenue model con-
structed by Homma (2009, 2012). From the perspective of the extended
generalized-Lerner index (EGLI) on the cost frontier, the following two points
are noteworthy: 1) it is not always possible to justify anti-monopoly and anti-
concentration policies using support for the quiet-life hypothesis; and 2) new
industrial organization policies are required if support for the efficient struc-
ture hypothesis is undesirable. Furthermore, where intertemporal regular
linkage of single-period EGLIs on the cost frontier exists, the appropriate
industrial organization policies must be determined based on a long-term
perspective. If this linkage shows an upward trend caused mainly by an up-
wardly trending intertemporal regular linkage of single-period Herfindahl in-
dices, then anti-monopoly and anti-concentration policies are justified from a
long-term perspective. If the upward trend of the intertemporal regular link-
age of single-period EGLIs on the cost frontier is, however, caused mainly
by the intertemporal regular linkage of single-period dynamic cost efficien-
cies or single-period optimal planned financial goods, then other policies are
desirable because in this case anti-monopoly and anti-concentration policies

cause unnecessary distortion in the economy.

Keywords: Efficient structure hypothesis; Quiet-life hypothesis; Generalized
user-revenue model; Extended generalized-Lerner index; Cost frontier; Dy-

namic cost efficiency; Intertemporal regular linkage
JEL classification: C61; D24; G21; L13
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1 Introduction

On the basis of the generalized user-revenue model (hereafter the GURM)
constructed by Homma (2009, 2012), we explore theoretical implications
of the efficient structure hypothesis proposed by Demsetz (1973) and the
quiet-life hypothesis first put forward by Berger and Hannan (1998). We
develop mathematical formulations and subsequent interpretations covering
the relative magnitude of both hypotheses, the relation between both hy-
potheses and the extended generalized Lerner index (hereafter the EGLI)
on the cost frontier proposed by Homma (2009, 2012), and the relation be-
tween both hypotheses and the existence of intertemporal regular linkages of
single-period dynamic cost efficiencies, single-period optimal planned finan-
cial goods, single-period Herfindahl indices, and single-period EGLIs on the
cost frontier.

The first step in considering the theoretical implications of both hypothe-
ses requires formulating them in mathematical terms; this is accomplished
in Sections 2 and 3. Thus far, in the extant literature, formulations of these
hypotheses have only been attempted in empirical contexts (e.g., Berger and
Hannan 1998 and Homma et al. 2014). Consequently, they have been ver-
ifiable but lack theoretical depth because dynamic-uncertainty banking be-
havior has not been explicitly formulated under imperfect competition. This
paper formulates both hypotheses on the basis of the GURM elaborated by
Homma (2009, 2012). The GURM was developed from Hancock’s (1985,
1987, 1991) user-cost model (hereafter UCM) of financial firms. Specifically,
the GURM is a more general model that relaxes the following five implicit
assumptions of the UCM. First, financial firms are risk neutral. Second, no
strategic interdependence exists between financial firms. Third, no asym-
metric information exists in the market for financial assets and liabilities.
Fourth, no uncertainty exists in holding revenues and costs. Fifth, the utility
function of financial firms does not depend on equity capital. Furthermore, in
order to formulate both hypotheses, this paper develops the GURM in terms
of relaxing the sixth implicit assumption of the UCM that no cost inefficiency

exists in financial firms (i.e., financial firms are perfectly cost efficient).
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Following the mathematical formulation of both hypotheses, Section 3 of-
fers theoretical interpretations based on these elaborations. Demsetz’s (1973)
efficient structure hypothesis proposes that under the pressure of market com-
petition, efficient firms prevail and grow, so that they become larger, capture
greater market shares, and accrue higher profits. Under this hypothesis, a
market becomes more efficient as a result of market concentration, thus anti-
monopoly and anti-concentration policies cause unnecessary strain in the
economy. Significantly, from the perspective of industrial organization, this
hypothesis is a composite that suggests three stages of causal relations from
firm efficiency to firm growth (i.e., the first stage), then to market structure
(i.e., the second stage), and finally to market performance (i.e., the third
stage).

Demsetz (1973) equated market structure to market share, whilst market
performance was considered in terms of firms’ profits. From the perspec-
tive of contemporary industrial organization, however, it is more desirable to
regard market structure as the Herfindahl index that accounts for the distri-
bution of a financial good, rather than using a simple market share proxy.
In addition, market performance could be better captured by accounting for
the degree of market competition (i.e., the Lerner index) rather than just
considering individual firms’ profits. Thus, there is scope for improving on
how Demsetz’s (1973) original ideas about the two stages of causal relations
from firm growth to market structure (i.e., the second stage) and to market
performance (i.e., the third stage) are operationalized. By contrast, there is
no such need to reconsider Demsetz’s (1973) approach in terms of the first
stage causality from firm efficiency to firm growth. As noted by Homma et
al. (2014)), this first stage causality is the fundamental feature of the efficient
structure hypothesis, so this paper also regards this causality as the efficient
structure hypothesis. Specifically, by regarding firm efficiency as dynamic
cost efficiency, and by considering firm growth as an increase in a financial
good (e.g., a loan), this paper endeavors to theoretically interpret the effi-
cient structure hypothesis on the basis of the mathematical formulations put
forward in the first step. As will be seen, not only the original interpretation

of Demsetz (1973) but also a more advanced interpretation of the efficient
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structure hypothesis is possible.

Moving on, according to Berger and Hannan (1998), the quiet-life hy-
pothesis suggests that in a concentrated market, firms do not minimize costs
for various reasons including insufficient managerial effort, lack of profit-
maximizing behavior, wasteful expenditures to obtain and maintain monopoly
power, and/or survival of inefficient managers. Consequently, increases in
market concentration will decrease firm efficiency, thus justifying anti-monopoly
and anti-concentration policies. Similar to Homma et al. (2014), by regard-
ing the relationship between market concentration and firm efficiency as that
between the Herfindahl index and dynamic cost efficiency, this paper seeks
to theoretically interpret the quiet-life hypothesis on the basis of the math-
ematical formulations in the first step. Doing so suggests that not only the
original interpretation of Berger and Hannan (1998) but also a more advanced
interpretation of the quiet-life hypothesis is possible.

The third step involves theoretically clarifying the relative magnitude
of the efficient structure hypothesis to the quiet-life hypothesis; this is ap-
proached in Section 4. Where support for both hypotheses decreases market
performance (i.e., the degree of competition on the cost frontier) and if the
quiet-life hypothesis is superior in magnitude to the efficient structure hy-
pothesis, then anti-monopoly and anti-concentration policies are necessary.
If the efficient structure hypothesis is, however, superior in magnitude to
the quiet-life hypothesis, then new industrial organization policies which dif-
fer from existing anti-monopoly and anti-concentration policies, and under
which efficiency improvements would increase the degree of competition on
the cost frontier, are needed. Consequently, it is important to clarify which
of these two hypotheses is superior, because the necessary industrial organi-
zation policy interventions depend on this.

The fourth step involves identifying and exploring the relation between
both hypotheses and the EGLI on the cost frontier; this is covered in Section
5. According to Homma (2009, 2012), the EGLI is useful because it accounts
for not only the effect of market structure and conduct but also the effect
of financial firms’ risk attitudes, the effect of fluctuation risk on short-run

profits, and the effect of equity capital on the risk of burden from financial
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distress costs. This paper develops the EGLI in terms of explicitly accounting
for dynamic cost efficiency, to clarify the theoretical relation between both
hypotheses and the EGLI. Beyond theory, this development is desirable from
a normative policy perspective because it facilitates evaluation by the stan-
dard of a frontier bank (i.e., the most cost-efficient bank). On the basis of this
development, this paper theoretically clarifies under what assumptions either
or both of the hypotheses increase or decrease the EGLI on the cost frontier
and thus whether either or both of the hypotheses are desirable. Indeed, the
results of the theoretical analysis conducted herein suggest that both desir-
able and undesirable cases exist, and the following two points are particularly
noteworthy: (1) it is not always possible to use support for the quiet-life hy-
pothesis to justify anti-monopoly and anti-concentration policies; and (2) new
industrial organization policies are needed if support for the efficient struc-
ture hypothesis is undesirable. In terms of the first point, support for the
quiet-life hypothesis can decrease the EGLI on the cost frontier (i.e., increase
the degree of competition on the cost frontier), and hence where this occurs
it cannot always be used to justify anti-monopoly and anti-concentration
policies, even if an increase in market concentration decreases dynamic cost
efficiency. Such policies are only justified where increased market concen-
tration increases the EGLI on the cost frontier (i.e., decreases the degree of
competition on the cost frontier). As such, the enactment and enforcement of
anti-monopoly and anti-concentration policies requires careful consideration.
Regarding the second point, so far, a theoretical foundation for suggesting
that support for the efficient structure hypothesis is undesirable is lacking.
However, at least theoretically, support for the efficient structure hypothesis
can both decrease the EGLI on the cost frontier (i.e., increase the degree of
competition on the cost frontier) and increase the EGLI on the cost frontier
(i.e., decreases the degree of competition on the cost frontier). In terms of
the latter, it is determined that support for the efficient structure hypothesis
is undesirable. In this case, new industrial organization policies which dif-
fer from existing anti-monopoly and anti-concentration policies, and under
which efficiency improvements would increase the degree of competition on

the cost frontier, are advised.



The last step requires clarifying the relation between both hypotheses and
the intertemporal regular linkages (i.e., cyclical linkages, monotonic trending
linkages, and terminal up-and-down volatile linkages) of single-period dy-
namic cost efficiencies, single-period optimal planned financial goods, single-
period Herfindahl indices, and single-period EGLIs on the cost frontier; this
is considered in Section 6. These linkages serve to permit long-term forecasts
and long-term dynamic analyses, so they are critical from the perspective of

industrial organization.

2 Extending the GURM to Explicitly Account
for Dynamic Cost Efficiency

To formulate both hypotheses, this section extends the GURM to explicitly
account for dynamic cost efficiency. Specifically, a dynamic cost function
is derived by employing the following two procedures, then dynamic cost
efficiency is defined by using this dynamic cost function. First, a static
transformation function of three vectors and one variable is defined, namely,
a vector of real balances of financial goods, a vector of real resource inputs, a
vector of exogenous (state) variables affecting the quality of financial goods,
and an index of (exogenous) technical change. Moreover, using this defined
function, a static cost function is derived from the vector of variable input
prices in addition to two vectors and one variable other than the vector of
real resource inputs in this defined function. Second, a dynamic transforma-
tion function is derived from the vector of Herfindahl indices in the previous
period and static cost efficiency in the previous period in addition to three
vectors and one variable in the static transformation function. The dynamic
cost function of these vectors and efficiency in addition to three vectors and
one variable in the static cost function is, furthermore, derived. Next, af-
ter deriving the dynamic cost function and defining dynamic cost efficiency,
quasi-short-run profits are redefined using the derived dynamic cost function.
The dynamic-uncertainty behavior of financial firms is then reformulated to

explicitly account for the effects of the Herfindahl indices in the previous



period and static cost efficiency in the previous period. Furthermore, on the
basis of this formulation, stochastic Euler equations are derived, and gener-
alized user-revenue prices (hereafter the GURPs) and EGLIs are redefined
by transforming these equations.

The following preliminary assumptions are made. First, time is divided
into discrete periods. Second, these periods are sufficiently short that vari-
ations in exogenous (state) variables within the period can be neglected. In
other words, exogenous variables are constant within each period but can
change discretely at the boundaries between periods. Third, the process of
adjustment is essentially instantaneous, allowing stock adjustment problems
to be ignored. These assumptions are made to facilitate empirical research, in
a manner similar to that of Hancock (1985, 1987, 1991), Homma and Souma
(2005), and Homma (2009, 2012), with the expectation that the GURM may

provide a consistent basis for such research.

2.1 Dynamic Cost Efficiency and Dynamic Marginal
Variable Costs

2.1.1 Static Efficient Production Technology (Static Transforma-

tion Function)

In order to derive and define the static cost function as a precursor to defining
usual static cost efficiency, static efficient production technology is defined

as follows.

Definition 1 (Static Efficient Production Technology) The static ef-
ficient production technology of the i-th financial firm in period t is repre-

sented by the following static transformation function:

S Q _
S <qi7t,xi7t,ziyt,ﬂ7t> —0,(t>0), (2.1.1)
! . .
where Qi = (Qint, - GNs+NLt) 5 a vector of real balances of financial
goods, namely financial assets (i.e., Qi1 - -, QiNat) and liabilities (i.e.,
! . .
GNgt+1ts s GNa+Nt)s Xit = (Tixg, - -+ Tinge) @S a vector of real resource in-


http://jairo.nii.ac.jp/0053/00002428/en
http://jairo.nii.ac.jp/0053/00007236/en

/
puts, namely labor, materials, and physical capital, zgt = (zﬂt,- ‘e ZSJIVA . NL’t)
is a vector of exogenous (state) variables affecting the quality of financial
goods, namely, financial technological factors that affect financial goods and

real resource inputs, and T;; is an index of (exogenous) technical change.

Similar to the conventional transformation function, this static transfor-
mation function has the following two properties. First, some elements of the
real balance vector q;; may be outputs or inputs, but not all can be inputs,
as the existence of outputs cannot otherwise be guaranteed. Second, the
static transformation function gbiS satisfies appropriate regularity conditions.
That is, ¢f is strictly convex in (q,4,x;,;) and 6¢f /0qi;+ > 0if g; ;; is an
output, 8¢f /0q; i+ < 0if g; ;¢ is an input, and 8¢,LS /0x; i+ < 0, because x;

is an input vector.

2.1.2 Static Frontier Variable Cost Function

Next, to derive and define the static frontier cost function required for defin-
ing usual static cost efficiency, real resource inputs are assumed to be opti-
mized within a single period, taking financial goods (i.e., outputs and fixed
inputs) as given. Specifically, for a single period, it is assumed that the finan-
cial firm takes the vector of input prices p;+ = (pi1¢, - - -, p;, M,t)’ as given and
minimizes real resource variable costs ijl Dijt - Tij+ With respect to the
vector of real resource inputs x;; subject to the static transformation func-
tion ¢7 given by Eq. (2.1.1). Under this assumption, the following static

frontier variable cost function is derived and defined.

Definition 2 (Static Frontier Variable Cost Function) The static fron-

tier variable cost function of the i-th financial firm in period t, denoted by

SFV Q .
C; <pi,ta ity Z g T,;,t>, s given by

SFV Q
C; (pi,ta Qity Zi s Tz’,t)

. M
- mln { . pi7j7t : mi7j7t
Xt ijl

¢ <Qz‘,t,Xi,t7th, Ti,t) = 0} ,(t>0). (2.1.2)



From the first property of the static transformation function, some ele-
ments of the real balance vector q;; may be outputs or inputs, but not all
can be inputs, so some elements of q;, in the static frontier variable cost
function may be outputs or fixed inputs, but not all can be fixed inputs.
In order to explicitly account for this property, let q% = (q&t, ce qi?NO’t),
denote the output vector of real balances of the i-th financial firm in period
t, and let qf, = (¢f14, -, quF’t)’ be the fixed input vector. Both vectors
include all elements of qi,tﬂ In this case, similar to the conventional variable
cost function, because of the duality between transformation functions and

C5FV also

variable cost functions, this static frontier variable cost function
has the following properties: it is strictly increasing in p;; and qgt, strictly

decreasing in qf,, homogeneous of degree one, and strictly concave in p; ;.

2.1.3 Static Actual Variable Cost Function

On the basis of the derived and defined static frontier variable cost function,
the static actual variable cost function required to define usual static cost

efficiency is defined as follows.

Definition 3 (Static Actual Variable Cost Function) The static actual

variable cost function of the i-th financial firm in period t, denoted by

SAV ( ,SIE Q o g
Cz' (ayj,t ; pi,t7 qi,ta Zi7t7 Ti,t) , 18 grven by

SFV Q
M aC’i (Pi,t, ity Z; ¢ Ti,t)

SAV SIE Q _ SIE
C; (ai,t y Pijty it Z; 45 Ti,t) = E . DPige Qi b
j=1 Dijt

M
SIE ,.SFD Q
g =1 Pijt - Q¢ Tyj (pi,ta Qits Z; 45 Ti,t)

> PV <Pz’,t; it thaTi,t) ,(t>0),

(2.1.3.1)

! . . . . .
where a{F = (a?{¥.- - - a{iF,)" is a vector of inefficiency coefficients of static

factor  demand  functions  denoted by mfij (pi7t,q¢7t,z§t,7i7t>

Tn this case, q: = (q?’, qf’)l and Np + Nr = N4 + Ny, are satisfied.



(= 0CFV (pw,qi,t,zgt,ﬂ’t)/(‘?pi’j’t, j=1,..,M). Some elements of this
vector aﬁtf E may be less than, equal to, or greater than one, but not all can
be less than one, as the static actual variable cost function is otherwise less

than the static frontier variable cost function.

From the duality between the static transformation function and the sta-

tic frontier cost function, the following equations hold:

aC{gFV (pi,h Qi ts ng Ti,t)
Opi gt

SFD Q —
Ly <pi,t7 ity Z; ¢ Ti,t) =

(G=1,..,M).
(2.1.3.2)

From these equations, the j-th static factor demand function,
SFD
/L?]

so the product of this static factor demand function and the inefficiency coef-
SIE . ,.SFD
igt Lij

accounts for input inefficiency because the inefficiency coefficient a

x (Pi,t» it zgt, 7'2-7t>, means the j-th optimal input for cost minimization,

(pi,t, it zgt, Ti’t>, is the j-th actual input that explicitly

SIE
Z‘7j7t

ficient, a
does
not necessarily equal one. The product of this actual input and the j-th
factor price is the j-th actual input cost, so the sum of all actual input costs
is the actual total cost (i.e., the static actual variable cost function) that is
not less than the minimum total cost (i.e., the static frontier variable cost
function). From the definition of the static actual variable cost function
(Definition 3), this variable cost function also exhibits properties similar to
the static frontier variable cost function. That is, the static actual variable

SAV
&

cost function is strictly increasing in p;; and qft, strictly decreasing

in qf ¢» homogeneous of degree one, and strictly concave in p;;. Further-

more, if all the inefficiency coefficients of factor demand functions equal af{ B

(ie., a?lf = a?TP > 1, j = 1,..., M), the following equation holds, so the

it ©,7,t
inefficiency coefficient a7/F has a cost neutral property:

sAV ( ,SIE Q _ SIE  ~SFV Q
C; (ai’t api,t;%,t;zi,tﬂ'z‘,t)—%t -G (pi,tyqi,tazi7tu7—i,t>- (2.1.3.3)



2.1.4 Static Cost Efficiency

On the basis of the derived and defined static frontier and actual variable

cost functions, static cost efficiency is defined as follows.

Definition 4 (Static Cost Efficiency) The static cost efficiency of the i-
th financial firm in period t, denoted by EFZ*S;, is given by

SFV Q
G <pi,t7 Qits Z; ¢ Ti,t)

EF? = .
SAV SIE
C’i <ai,t ) pi,ta qi,ta Zi,ﬁ Ti,t)

2,1t

(t>0). (2.1.4)

From this definition and the definition of the static actual variable cost
function (Definition 3), static cost efficiency EF is not greater than one (i.e.,
E Ff; < 1), and, if all the inefficiency coefficients of factor demand functions

SIE

equal af{? (ie., af{¥ = aJl7 > 1, j =1,..,M), EFf, is the inverse of the

inefficiency coefficient af{” (i.e., EFS =1 /a}i?).

2.1.5 Static Neutral Cost Efficiency

From the perspective of empirical feasibility, it is useful to account for a
specification where all inefficiency coefficients of factor demand functions are
equal, because most empirical models that estimate cost efficiency assume a
cost neutral inefficiency coefficient. Consequently, also from the perspective
of empirical analyses, consideration of this case is important for illuminating
the theoretical foundation of many extant empirical models.

The following three points are assumed in addition to the cost neutral inef-
ficiency coefficient. First, the static frontier variable cost function is identical
for all financial firms. Second, the component other than the cost neutral in-
efficiency coefficient of the static frontier and actual variable cost functions is
identical for all financial firms. Third, the cost neutral inefficiency coefficient
is an exponential function of an individual function of an index of (exogenous)
technical change. The reasons for this third assumption are that static cost
efficiency, defined later, exhibits a time-variant property and many existing

cost functions take a logarithmic form. Under these three assumptions, the

10



static actual variable cost function can be specified as follows:

C?AV (ais:tIEa pi,ta qi,ta Z@?ﬂ Ti,t) = exp {azs (Ti,t)}'CSf (pi,ta qi,t7 tha Ti,t) ) (t 2 0) 9
(2.1.5.1)

where the coefficient exp {a (7;;)} is the cost neutral inefficiency coefficient

af:t[E (i.e., af{E = exp {af (Ti’t)}), and the function C*f (pi,t,qi,t,zgt,nﬁt)

is common to all financial firms. Similarly, the static frontier variable cost

function can be specified as follows:

corY (pi,t7 Qi,t) th, Ti,t) = €Xp {miin &f (Ti,t)}'csf <pi,t; Qi t) Zgﬁ Ti,t) ,(t>0),
(2.1.5.2)
where the logarithm of the cost neutral inefficiency coefficient min; af (Tit)
is the minimum of the logarithms of the inefficiency coefficients a; (7;;)
(¢ = 1,...,Np) for all financial firms. This specification enables the static
frontier variable cost function to always be no greater than the static actual
variable cost function. On the basis of these specifications, static neutral cost

efficiency can be specified as follows:

S _ SFV Q SAV ( _SIE Q
EFi,t = C (pi,t7 Qits Z; 4 Ti,t) /Cz (ai,t y Pity Aits Zi,t; Ti,t)

= exp Hmiin ay (Ti’t)} —a? (Ti,t)] ,(t>0). (2.1.5.3)

Accordingly, static neutral cost efficiency is time variant and can be specified
only by the cost neutral inefficiency coefficients. In practical terms, static
neutral cost efficiency can be easily estimated by specifying these inefficiency
coefficients as the time-variant coefficients of individual dummies of financial

firms.

2.1.6 Dynamic Efficient Production Technology (Dynamic Trans-

formation Function)

If we regard the economic behavior of financial firms as static within a single
period, it is valid to also regard the efficient production technology as being
static. However, for intertemporal dynamic behavior, it is desirable to also

account for the possibility that the efficient production technology is also

11



dynamic. To explicitly account for both the efficient structure and quiet-life
hypotheses, the efficient production technology needs to be formulated to
dynamically account for the effects of the Herfindahl indices in the previous
period and static cost efficiency in the previous period. Accordingly, dynamic
efficient production technology is defined as the following function of a vector
of Herfindahl indices in the previous period and static cost efficiency in the
previous period in addition to three vectors and one variable in the static

transformation function.

Definition 5 (Dynamic Efficient Production Technology) The dynamic
efficient production technology of the i-th financial firm in period t is repre-
sented by the following dynamic transformation function:

7

(bD (qi,ta X’i,ta ch'?ta bl : HItfb bl : Eﬂifla Ti,t) = 07 (t Z 0) ) (216)

where by is a parameter used to distinguish between the initial period and the
later period: by = 0 for the initial period (i.e., t = 0), and by = 1 for the
later period (i.e., t > 1). In addition, HI; | = (HIL 4 1, ..., HIN, N, t-1)
s a vector of Herfindahl indices in the previous period, EFZ.*?t_1 18 static cost
efficiency in the previous period, and all others are as per the static trans-

formation function.

From this definition, for the initial period, the dynamic transformation
function equals the static transformation function, and, for the later period,
they differ. Because static cost efficiency is included in the previous period
as a variable, the dynamic transformation function in the current period is
premised on the existence of the static transformation function in the previ-
ous period. Therefore, for all periods including the initial period, provided
that the static transformation function exists, the dynamic transformation
function can also exist. To the extent that Herfindahl indices in the previous
period and static cost efficiency in the previous period affect the transforma-
tion function in the current period, the coexistence of both transformation
functions continues; this provides the production-technological foundation for
simultaneous support of both the efficient structure and quiet-life hypothe-

ses. The properties of the dynamic transformation function with respect to

12



the element of the vector of real balances of financial goods and the element
of the vector of real resource inputs are similar to the static transformation

function.

2.1.7 Dynamic Frontier Variable Cost Function

Next, the following dynamic frontier variable cost function is derived and

defined as a precursor to defining dynamic cost efficiency.

Definition 6 (Dynamic Frontier Variable Cost Function) The dynamic
frontier variable cost function of the i-th financial firm in period t, denoted
by CP™ (i Goa 2%, by HI, 1, by - BFS_y 730 is given by

CcPrY (Pi,n Qi th, by -HI; 4,01 EFZ‘i_pTz’,t)

. M
= mln{ E - Pije Tige
Xt j=1

¢ZD (qi,t7xi,t7 th; bl ° HIt—17 bl . Eﬂi_177i,t> - 0} )

(t>0), (2.1.7)

where three vectors and a variable other than the vector of Herfindahl indices
in the previous period and static cost efficiency in the previous period are

similar to the static frontier variable cost function.

From this definition, similar to the relation between static and dynamic
transformation functions, for the initial period, the dynamic frontier vari-
able cost function equals the static frontier variable cost function, and, for
the later period, they differ. The coexistence of both frontier variable cost
functions due to the coexistence of both transformation functions (on which
both frontier variable cost functions are based) yields the difference to the
frontier criterion used for defining cost efficiency. To explicitly account for
the possibility of simultaneous support for both the efficient structure and
quiet-life hypotheses, static cost efficiency regarding the static frontier vari-
able cost function and dynamic cost efficiency (defined later) regarding the
dynamic frontier variable cost function are required to coexist. Properties

of the dynamic frontier variable cost function with respect to the element of

13



the vector of real balances of financial goods and the element of the vector of
real resource input prices are also similar to the static frontier variable cost

function.

2.1.8 Dynamic Actual Variable Cost Function

On the basis of the derived and defined dynamic frontier variable cost func-
tion, the dynamic actual variable cost function is defined as follows as a

precursor to defining dynamic cost efficiency.

Definition 7 (Dynamic Actual Variable Cost Function) The dynamic

actual variable cost function of the i-th financial firm in period t, denoted by

CPAV ( DIE,pththj mb "HI,_ 1, b - EFEFI,TM), is given by

CiDAV < DIE’ Pit, Qit, 2 ’Lt’ b ’ HIt*l’ bl ' EFiS;_17Ti’t>

CDFV (pz ts qz ty Z zt’ b : HItfla bl : EF’iiflaTi,t>

- . 2, 1;, .,t
ZFl ! Opijt
M DIE  , .DFD s
= g jilpi,j,t “Qiat L <pzt7 Qit, Z m by -HI; 1,0 - EFM_D Ti,t)
DFV Q S
Z CZ (pi,h it Zi7t7 bl : HIt—17 bl : E-Fwijtflu Ti,t) ) (t Z 0) ) (2181)
!/ . . . .
where aDIE = (Cl/?;DlItE,' . -,a?fﬁ) is the vector of inefficiency coefficients of

dynamic factor demand functions denoted by

DFD (plt7qlt7 ztab ' HItflvbl : EFii_pTi,t)

(: 801DFV (pi,h qi,t7 th, bl : HIt—h bl : EFi‘?:fflu Ti,t)/api,j,t; j = 17 ceey M; )

'E may be less than, equal to, or greater than

Some elements of this vector aD
one, but not all can be less than one, as otherwise the dynamic actual variable

cost function would be less than the dynamic frontier variable cost function.

Similar to the static case, from the duality between the dynamic transfor-

mation function and the dynamic frontier cost function, the following equa-
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tions hold:

DFD (pztaqzta ztab ' HItflybl : EFiiflyTi,t)
aCZ-DFV (pi,b qi,t,zi%, by - HI; 1,0, - EF{?t_pTi,t)
a Opi ji

(=1,..,M).

(2.1.8.2)

From these equations, the j-th dynamic factor demand function,

xP P (pl £ it B © by -HI_q,b - EF?, |, Tiyt), means the j-th optimal input

for cost minimization on the basis of dynamic efficient production technol-

ogy, so the product of this dynamic factor demand function and the dynamic
gt Lig

is the j-th actual dynamic input that explicitly accounts for input dynamic

inefficiency coefficient, aPZF . xPFP (pzt, Qit, Z Zt, by -HL_1,by - EFj_,, Ti,t>,

inefficiency because the dynamic inefficiency coefficient aﬂItE does not nec-
essarily equal one. The product of this actual dynamic input and the j-th
factor price is the j-th actual dynamic input cost, so the sum of all actual
dynamic input costs is the actual dynamic total cost (i.e., the dynamic actual
variable cost function) that is not less than the minimum dynamic total cost
(i.e., the dynamic frontier variable cost function). From this definition of
the dynamic actual variable cost function (Definition 7), this variable cost
function also has properties similar to the dynamic frontier variable cost
function. Furthermore, if all the dynamic inefficiency coefficients of dynamic
factor demand functions equal a[/” (ie., /¥ = alJF > 1,7 =1,..., M),
similar to the cost neutral inefficiency coefficient aS IE the following equation

DIE

holds so that the dynamic inefficiency coefficient a;3'~ also has a cost neutral

property:

DAV DIE S
Ci < zt 7pzt>qzt> zt?b 'HItflabl'EF@t_laTi,t)

CLDIE CDFV (pi,t; qi,t; Zgﬂ bl : HItflu bl * Eﬂifh Ti,t) . (2183)
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2.1.9 Dynamic Cost Efficiency

On the basis of the derived and defined dynamic frontier and actual variable
cost functions, similar to the definition of static cost efficiency, dynamic cost

efficiency is defined as follows.

Definition 8 (Dynamic Cost Efficiency) The dynamic cost efficiency of
the i-th financial firm in period t, denoted by EF£, s given by

EFD CZ'DFV <Pi7t, it Zi%, by - HI; 1,01 'EFii_p Ti,t)
it

,(t>0).
cpav (aDIE Pits it thy by -HI; 1,01 - Eﬂ,st_p Ti,t)

1, )

(2.1.9)

From this definition and the definition of the dynamic actual variable
cost function (Definition 7), similar to the definition of static cost efficiency,
dynamic cost efficiency EF}] is also not greater than one (i.e., EF}] < 1),
and, in the case that all the dynamic inefficiency coefficients of dynamic

DIE

factor demand functions equal a[/” (ie., /¥ = alJF > 1,7 =1,..., M),

EFE is the inverse of the dynamic inefficiency coefficient a?!Z (i.e., EFL =

1/all®).

2.1.10 Dynamic Neutral Cost Efficiency

For the dynamic case, the following assumption should be noted. For the later
period, rather than the initial period, the cost neutral dynamic inefficiency
coefficient is a function of not only the index of (exogenous) technical change
but also the vector of Herfindahl indices in the previous period and static cost
efficiency in the previous period. The purpose of this additional assumption
is for dynamic cost efficiency to not only be time-variant but also depend on
market structure in the previous period and cost efficiency in the previous
period, and thereby to explicitly account for the possibility of simultaneous
support for both the efficient structure and quiet-life hypotheses. Under these

assumptions, the dynamic actual variable cost function can be specified as
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follows:

Cl-DAV <aiD7tIE7 Pit, dits tha bl ’ HIt*b bl ) EFiifl’ Ti’t)
=exp {a (by - HL_y,b; - EFii—l? Tie) } - CY (pi’t’ Dit> Z’%’ Ti’t) ’
(t>0), (2.1.10.1)

where the coefficient exp {alp (b1 -HI;_1,b; - EF{?tqa Ti,t) } is the cost neutral

dynamic inefficiency coefficient a2/ (i.e.,

aftIE = exp {azp (b1 -HI;_1,0; - EF,L-’SFI, Ti,t)}

), and the function C¥ (pi,t,q@t,zgt,ri,t) is a common component for all
financial firms. Similarly, the dynamic frontier variable cost function can be

specified as follows:

cPrv (pi,t7 it th, by-HIL;1,b; - EFft_laTi,t>
= exp {miin CLZD (b1 -HI; 1,01 - EFftfl, Ti,t)} yeil (pi,t> Qi,t) Z,'Q,t, Ti,t) )

(t>0), (2.1.10.2)

where the logarithm of the cost neutral dynamic inefficiency coefficient
min; aP (b - HI,_q, by - EF?,_, Ti:) is the minimum of the logarithms of these
dynamic inefficiency coefficients a” (61 -HI,_1,b; - Eﬂiqa Ti’t) (t=1,...,Np)
for all financial firms. This specification forestalls the dynamic frontier vari-
able cost function from ever being greater than the dynamic actual variable
cost function. On the basis of these specifications, dynamic neutral cost

efficiency can be specified as follows:

cPrv <Pi,t7 it ng by -HI,_y,b; - EFii_l, Tz’,t)

EFf} = 5
’ DAV ( ,DIE s
C; (ai,t y Pits Aits Zy g5 br-HI; 1,01 - EFi,t_y Tz’,t)

= exp [{mln alp (bl -HI;_1,b; - EFii—hTi,t)}
—al (by-HI,_1,b - EFS,_1,734)], (¢ > 0). (2.1.10.3)
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From this specification, similar to static neutral cost efficiency, dynamic neu-
tral cost efficiency can be specified only by the cost neutral dynamic in-
efficiency coefficients, is time-variant, and depends on market structure in
the previous period and cost efficiency in the previous period. In practi-
cal estimations, dynamic neutral cost efficiency can be easily estimated by
specifying these dynamic inefficiency coefficients as individual dummies of
financial firms that are time variant and dependent on Herfindahl indices in

the previous period and static cost efficiency in the previous period.

2.1.11 Dynamic Frontier and Actual Marginal Variable Costs

Because the relation between the marginal cost of the dynamic frontier vari-
able cost function (hereafter the dynamic frontier marginal variable cost) and
the marginal cost of the dynamic actual variable cost function (hereafter the
dynamic actual marginal variable cost) is used in the mathematical formu-
lations of both the efficient structure and quiet-life hypotheses considered

later, this relation is clarified by the following proposition.

Proposition 1 Dynamic frontier marginal variable cost (i.e., 0C’£F v / 0¢i;t)

is related to dynamic actual marginal variable cost (i.e., 9CHAY [ 0q; ;1) as

follows:
oK™ [ on OBFE [OmCRVY achv
0qi 1 "t 9ln Qi 5t O0lng; ;4 0¢;j.t

_ Jppp (ORCET h O L N AN
- it aEszg 8(]@'7]'715 ;) =1,V L,

(2.1.11.1)

where C’ﬁF V' is the dynamic frontier variable cost function, C’ﬁAV is the dy-
namic actual variable cost function, g; ;. is the real balance of the j-th finan-

cial good, and EFZDt s dynamic cost efficiency.
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Proof. From the definition of dynamic cost efficiency, the following equation

holds:
DFV

D __ it
EFi,t — obAV”
it

Partially differentiating both sides of this equation with respect to the real

balance of the j-th financial good g; ; leads to the following expression:

8EF£ _ 1 . 8C’£F v B D 8C£AV
0¢i ;v Ci,DtAV 0¢; 5.t vt 0¢; 5.t

Transforming this equation with respect to dynamic frontier marginal vari-

able cost OCHFY / 0q; ;4 and rearranging yields

ocH" pav OEFS p 0CHY

0¢; 5.t o 0¢i ;v ot 0¢; 5t
BV oEFR L 9ChAY
B Gij+ Olng . o 0¢; .t

(EFD+ OEFD / amcﬁAV) achAv
_ o .

8 ln Qi,j,t 8 ln qi’j7t aqi,j,t
-1
_ Jppp g (OO L oG
it aE}?f; qu,j,t ‘

As noted, where the dynamic inefficiency coefficients are cost neutral,
dynamic cost efficiency EFﬁ is the inverse of the cost neutral dynamic in-
efficiency coefficient al/7 (i.e., EF] =1 /aP!/F). Therefore, the following

equation holds:

-1 _1
Oln CHAY _ pav 9E Fl  pav 0 (a®) 0
=i = Cit = 0.
8EF£ aCiL’;AV 8C£AV

Consequently, the following equation is obtained:

8C.DFV DAV
%:Eﬁ;{i- azft- . (2.1.11.2)
i gt qijt

19



Based on its definition, dynamic cost efficiency is not greater than one, so
dynamic frontier marginal variable cost is not greater than dynamic actual
marginal variable cost. Where the dynamic inefficiency coefficients are not
cost neutral, if the inverse of the elasticity of the dynamic actual variable
cost function with respect to dynamic cost efficiency is not greater than
dynamic cost inefficiency (i.e., (C?ln C’ﬁAV / 0EF£)71 <1- EF;?), then the
same relation between these two marginal variable costs holds. However, this

relation cannot otherwise be established.

2.2 GURM Based on Dynamic Efficient Production
Technology

In this subsection, the GURM is modified to explicitly account for dynamic
cost efficiency based on the dynamic efficient production technology config-
ured previously. Homma’s (2009, 2012) quasi-short-run profits are redefined
using the dynamic frontier and actual variable cost functions derived and
defined in the previous subsection. Moreover, the dynamic-uncertainty be-
havior of financial firms configured by Homma (2009, 2012) is reformulated
to explicitly account for the effects of Herfindahl indices in the previous pe-
riod and static cost efficiency in the previous period. Furthermore, on the
basis of this formulation, Homma’s (2009, 2012) stochastic Euler equations
are rederived, and the GURPs and EGLIs are redefined to explicitly reveal
the difference between the frontier and the actual by transforming these

equations.

2.2.1 Quasi-Short-Run Profits Using Dynamic Frontier and Ac-
tual Variable Cost Functions

In the context of dynamic efficient production technology, quasi-short-run
profit defined by Homma (2009, 2012) is improved upon in the following
three respects. First, the Herfindahl indices in the previous period and sta-
tic cost efficiency in the previous period are added to the exogenous vari-
ables affecting quasi-short-run profit. Second, the stochastic endogenous

holding-revenue and holding-cost rates defined by Homma (2009, 2012) are
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replaced by stochastic dynamic endogenous holding-revenue rates (hereafter
SDEHRRs) and stochastic dynamic endogenous holding-cost rates (hereafter
SDEHCRs), respectively. Third, the static frontier variable cost function is
similarly replaced by a dynamic frontier variable cost function or a dynamic

actual variable cost function. Quasi-short-run profits are defined as follows.

Definition 9 (Quasi-Short-Run Profit Based on Dynamic Frontier Cost)
The quasi-short-run profit based on the dynamic frontier cost of the i-th fi-
nancial firm during period t, denoted by W?SF (qi,t_l, q@t,z;t), 18 defined as
follows:

QSF T
; (CIi,tfla Qi ts Zi,t)

Na+N,
=> 0 bl be bl Qi) + Cugud Peir G — Pa - did]

— CPPV (qiy,28)), (t>1), (2.2.1.1)

W?SF (qi,07 ZZO)

N
=3 b {be - hR(Qi00 2P + Co b P Gizo—CPTY (0, 75y)
(2.2.1.2)

where 27, = (251, ¢ 4 pai—1, PG4 2 Zt) (t > 0) are vectors of exogenous

variables affecting quasi-short-run profit, and in the case of t =0, Zzo =
(258", ¢ oy 160, 254) . More specifically, 2P, = (HI,_,, EFS,_,, 207 )
(t > 0) are vectors of exogenous variables affecting the certain or predictable
components of SDEHRR and SDEHCR in the period t — 1 (> —1), and in
the case of t <1,

zPH / S Hr \/ / S HN' _ _H
Zi 1= (HI—27EFi,—2in,—1) = ZzO = (HI 17EF1—17 zO) =Zy-
/ .
zft_l = (zf{’t_l,- - zf](,AJFNL’t_l) (t > 0) are vectors of exogenous variables
other than Herfindahl indices two periods prior and static cost efficiency two

; ; ; — H _ ,H _ (,H Hr !
periods prior, and in the case of t =0, z;"_; = z;5 = (zi’m,- e zLNAJrNL’O) .
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Civ = (Cing- ',Ci’NAJrNL’t)/ (t > 0) are vectors of the uncertain or unpre-
dictable components of SDEHRR and SDEHCR, and pg+ (t > 0) are general
price indices. 25, = <p§7t, ZiQ,t,’ by -HI,_,,by - EF5_,, Ti’t>/ (t > 0) are vectors
of exogenous variables affecting the dynamic frontier variable cost function.
b; is a parameter distinguishing between financial assets and liabilities: b; = 1
for financial assets (i.e., j = 1,...,Ny4), and b; = —1 for liabilities (i.e.,
j=Na+1,..,Na+Np). be-h (Qju-1,2PH 1) +Ciju (G=1,...,Na+Ng)
are the SDEHRRs or the SDEHCRs of the j-th financial good of the i-th firm
at the end of period t — 1, and be s a parameter distinguishing cash from
other financial assets. In other words, if q; ;+ represents cash (i.e., j = 1),
then bo = 0, whereas if the financial good is another type of financial asset
(i.e., j # 1), then b = 1. hfj (Qj,t_l,zfj{{_l) is the certain or predictable
component of the SDEHRR or the SDEHCR, and QQ;+—1 s total j-th financial

goods (i.e., financial assets or liabilities) in the market.

Definition 10 (Quasi-Short-Run Profit Based on Dynamic Actual Cost)
The quasi-short-run profit based on the dynamic actual cost of the i-th fi-
nancial firm during period t, denoted by W?SA (qi,t_l, qi,t,zf’t), is defined by
replacing the dynamic frontier variable cost function CPYV (-, ) in Definition

9 with the dynamic actual variable cost function CPAV (-,-) as follows:

QSA T
; (qi,t—la it Zi,t)

Na+N
_ Zj:“‘: E b;- [{1 +bo - hfj (Qﬁ_l, z?ﬂ_l) + C,-,j,t} “DPGit—1 - Qijt-1 — PGt - Qi,j,t]
— CPYV (qiy,28), (t>1), (2.2.1.3)
W?SA (Clz',0> Zzo)
Na+N
- Zj:Al b {be - B Qo 2000) + Cijotpeo-Giio— O (aio,25)
(2.2.1.4)

QSA QSF

where T; (qZ',tq,qu,th) 1s not greater than m; (qw,l,qi,t,zzt) (i.e.,
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ﬂ—iQSA (qi,tfla qi,t7 Z;r,t) S W?SF (qi,tfla qi,t7 ZZt)); because CiDAV (qi,t7 th) 18

not less than CP¥V (qi,t, zgt) (i.e., CPAV (qiﬂf7 zgt) > CPFV (fh,t, zft))

The SDEHRR (or the SDEHCR) in Definitions 9 and 10 is the revenue
obtained (or cost required) from holdings per currency unit for a single time
period. Thus, {bc . hfj (Qj,t,l, zfj{{_l) + Ci,j,t} “DPGt-1 - Gijit—1 is the holding
revenue or cost, which is received or paid at the end of period ¢t — 1, and
the net cash flow of the i-th firm produced by financial good j in period ¢ is
defined as

bj : [{1 +bc - hfj (Qj,t—ly ZZDﬂ_J + Ci,j,t} "PGit-1 - Gigi—1 — PGt Qi,j,t] .

For example, for an asset such as a loan (with the exception of cash), b; = 1,
in which case the second and third terms, {bo . hfj (ijt_l, Zfﬁ_l) + Ci,j,t} .
Pai—1 - Giji—1, indicate holding revenues, and the first and fourth terms,
Pai—1 - Giji—1 — PGyt - ijt, Tepresent the change in the nominal asset for the
period. If loan repayments by the borrower exceed total new loans for the
period, the revised balance indicates a positive change, and if repayments are
lower than total new loans for the period, the value is negative. These terms
thus express the net cash flow resulting from the acceptance of an asset.
However, cash, which is an asset, generates no interest. As such, the holding
revenue for cash is zero. Similarly, in the case of a liability such as a deposit,
b; = —1, the second and third terms, — {bc . hfj (Qj,t,l,zf]{f_l) + Ci’j’t} .
DPGi—1 * ¢ji—1, indicate holding costs, whereas the first and fourth terms,
—Pai—1 - Gijt—1 + Pat - Gijt, represent nominal liability change. The change
is therefore positive if new deposits exceed withdrawals and negative if new
deposits are less than withdrawals. These terms thus indicate the net cash

flow resulting from the issuance of a liability.

2.2.2 Dynamic-Uncertainty Behavior and Stochastic Euler Equa-

tions

To formulate the dynamic-uncertainty behavior of financial firms as a sto-

chastic dynamic programming problem (hereafter SDP), similar to Homma
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(2009, 2012)), the following three key assumptions are made. First, the de-
cision of the financial firm is made after uncertainty is resolved, such that,
in each period, the financial firm chooses the state variable of the next pe-
riod directly. Second, the financial firm chooses a plan that maximizes the
expected value of the discounted intertemporal utility function of a stream
of planned quasi-short-run profits and planned equity capital. Third, the in-
tertemporal utility function is additively separable. The reason for the first
key assumption is that the adjustment cost of stock variables is assumed to
be zero and more reliable information on the decision leads to a rise in the
value of the firm. In the second key assumption, the utility function is used
to explicitly account for the effect of risk attitudes other than risk neutrality,
and the utility function depends on planned equity capital to account for
(although indirectly) the risk of the burden of financial distress costs from
a banking theory perspective because an increase in equity capital reduces
this risk. The third key assumption is conventional and widely held.

These key assumptions are based on the following three underlying as-
sumptions. First, the state variables are classified as either endogenous or
exogenous. The endogenous state variable vectors q;; (¢ > 0) are vectors
of real balances of financial goods, and the exogenous state variable vectors
z;i; (t > 0) are those which affect quasi-short-run profits z7, (¢ > 0) (i.e.,
z;; = z7,). Within these exogenous variables, the vectors of those exogenous
variables that affect equity capital are defined as z§, = (pG,t,th/)/ (t > 0).
Second, the exogenous state variable vectors z;; (¢ > 0) are vectors of ran-
dom variables, and the stochastic term {z;;},., follows a stationary Markov
process. Let (Z, Bz) be a measurable space: where Z is a set of z;,;, and
B is a o-algebra of its subsets. In this case, the stochastic properties of the
exogenous state variables can be expressed as a stationary transition func-
tion: Q : Z x Bz — [0,1]F] The interpretation of this definition is that
Q (24, Ait+1) is the probability that the state of the next period lies in the
set A;¢11, given that the current state is z;;. The product space of (Z, Byz)
is expressed as (Zt,BtZ) =(Zx-+xXZ Bgzx---xXByg),and z;o (€ Z) is

2For further details regarding the stationary transition function, see Stokey and Lucas
(1989, p.212).

24


http://jairo.nii.ac.jp/0053/00002428/en
http://jairo.nii.ac.jp/0053/00007236/en

given. Third, the decision to be made in period ¢ can depend on informa-
tion that will be available at that time. This information can be expressed
as a sequence of vectors of exogenous state variables. Let z! = (2,1, ..., Z;;)
(€ Z') denote the partial history in periods 1 through ¢, and let (Y, By)
be a measurable space, where Y is a set of vectors of the endogenous state
variables q;;, and By is a o-algebra of its subsets. A plan ¢! is then defined
as the set of a value qf, (€ Y') and a sequence of functions qf, : Z* — Y
(t > 1), where q, (2) is the value of q; 41 that will be chosen in period ¢ if

the partial history of the exogenous state variables in periods 1 through t is
2 (e, of = {alo, {a, (2D}, ).
From the second underlying assumption, the following definition of prob-

ability measures is proposed.

Definition 11 (Probability Measure) The probability measures on (Z', BY),
pt (zig, ) : B — [0,1] (t > 1), are defined as follows For any rectangle
A§:Ai71X"'XAi7t€BtZ,

/~Lt (Zz‘,o, Af) = / / / Q (Zz;t—l, de‘,t) Q (Zi,t—% de',t—l)"'Q (Zi,o, dzi,l) s
A A1 J A
(2.2.2.1)
where the probability measure p' (z;0, - ) satisfies the properties of measures,
and p' (z;0, Z%) = 1.

From this definition of probability measures and the above key and un-
derlying assumptions, the SDP of the i-th financial firm is formulated as

follows:

max i |72 (aso, afo (i0)  750) »als (€0 (2i0) 750 |
q;

T
i Zt:l /Zt B - us [WiQSF (af s (zi77)  afy (20) ,27)
qsﬂ' (qf,t (ZZ) azf,t)] ! (Zi,O; dZE) , (2.2.2.2)

3For a comprehensive account of probability measures, see Stokey and Lucas (1989:
pp. 220-225).
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t—1 t—1 1
where u; (-,-) is the utility function, 5, = H ﬁis = H » 1—1——D is the

cumulative discount factor, and 7’ L 1s the subJectlve rate of time preferenceﬂ

’LC?SF (qzt 1 ( ) 7qft( ;) JZZt) (t > 1) and 7T¢ ((12,07 qi,O (2i0) 7Zi,0) are

the planned quasi-short-run profit based on the dynamic frontier cost, which

are as follows:

”zQSF (qﬁt,l (Zg_l) iy (2;) ’Z?,t)
Na+N,
_ZA by {1+ bo - B (@20l ) + Cigat Pae - @y (27

—pee @y (20)] — CPFV (ol (20) ,25,) (t>1), (2.2.2.3)

W?SF (Cli,o, q]ig,o (Zz‘,o) ) ZZO)

Na+N,
_Z a L {1+bc (QJ()? 130)+<z]0} PG, 4ij,0
—PaGg,o - qsz (Zi,O)} CDFV (qz 0 (Zl 0) , ZCO) (2.2.2.4)

The functions in these planned quasi-short-run profits (Egs. (2.2.2.3) and
(2.2.2.4)) are defined as follows.
his (Q%, 1,20 1): Planned certain or predictable component of the
SDEHRR or the SDEHCR. Using this component, the planned SDEHRR
or the planned SDEHCR is defined as b¢ - h)Y; ( T )+ G it
j=1,..,Nas+ N, where Qj,tq is the planned total j-th financial good
in the market. Other vectors and variables (i.e. zDﬁ  and ¢, ;) are

as defined above.

o CPV (qf,(2),2¢,): Planned dynamic frontier variable cost function.

4For details regarding this optimization problem, see Stokey and Lucas (1989, pp.241-
254).
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In addition, ¢%; (q, (z!),z¢,) (t > 0) is the planned equity capital, given by

Mg
qg,l (qzt )y zt Zth qwt +Zp2]t Fl,] (qlt( f) ,Zic:t)
7j=1
Na+Np
— > pei-dy, (7). (t>0), (2.225)
j=Na+1

where pf ;1 18 the j-th real resource fixed factor price and o7 . (qf, . (zh), zft)
is the conditional factor demand function for the j-th planned real resource
fixed input.

The necessary conditions for the SDP in sequence form can be found by
adopting a variational approach. Such conditions are represented by stochas-

tic Euler equations, which for the above SDP (2.2.2.2) are expressed as

oufy OCHFV» ouly
T 5nQ5Fr bj pat+ —p— | +bi pay-
Tt

0 ’fjt o,
Rx* ahR;t
+ Bi,t : bj ‘PGt / 1+bc- h 1,5, —al : + Ci,j,t-f-l
Z 1]t
auth*«H -
e —59r: @ (Zit,dzi1) = 0; j =1,.., Na + Np, (2.2.2.6)
zt—i—l

where ¢; ;. = ¢}, (2;) (j = 1,---, Na+Np) denote the optimal levels for finan-

clal goods. Furthermore, 7% " = 7" (qfs_, (2/7') . q¥} (2!) ,20,), ¢%, =
* % S Fx * *
qfi (qi?t ( 5) ,th), uth = U ( th ’qg,i,t>7 CLDtFV = CDFV (qzt ( ) 7th)a

and hf, = hR ( P ) (j=1,---,Ng+ Np). For dz;;.4, the following

©,J,t 7.t 2]t

5 F - ) F o C U
Pp; j+ is an element of p; ;. D; ¢ i8 therefore an element of Ziy because p; ; is an element
of zft.
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equality holds:

dzi,t+1 = dZZ 1 = (dZZDtH/ dCZ 10 dpG’ ts dpG t+1, dzz t—‘rl)/
/
= (dci,m, dpG,t+17 dpi,t+17 dzi,tJrl’ d7i7t+1>
(- dz)/T =07, dpgy =0, dHI, = 0", and dEF]] = 0).

If the utility function wu;

is concave and continuously differentiable in
q;;, and qj; and is mtegrableﬂ and if each of the partial derivatives of
ufy with respect to qfy_; is absolutely integrable,ﬂ then the stochastic Euler

equations (2.2.2.6) with the transversality conditions

87TQSF*

Ouf it+1
Yim - | e gt~ e Q (a0 diain) = 05 = 1, Na o+ N
Tit+1 i j,t

(2.2.2.7)

are sufficient conditions for an optimal plan q?* = {qﬁ 0 { q;y — 1}
Equation (2.2.2.6) is the stochastic Euler equations in the case of no
dynamic cost inefficiency and no dynamic price inefficiencies (i.e., no dynamic
pricing errors). However, to derive not only the GURP on the cost frontier
but also the GURP on the actual cost, these inefficiencies need to be explicitly

considered. If these inefficiencies exist, Eq. (2.2.2.6) is corrected as follows:

6uf}f oCbAV+ 8uf‘t*
T 5,054 bj'pc,t‘l‘a— +bj PGyt Era

1,55t e,z,t
R* ah{%]*t
+ Bt bj - pe L+bc- | A 81— + Cijut
Z 4q; 25t
8“1 ;41 I =
WQ (Zi,t7 dzi,t—i-l) - 8i7j7t? J = 17 B NA + NL7 (2228)
on,
i,t+1
where 7% (= 72 (ql_, (27") , ¥ (2!) . 27,)) is the maximum planned

*

SIntegrability of uf; means that [, uf; Q (2;:—1,dz;, t) < 0.

o
“ 't ‘Q Zit— 17dzzt) 0.

oufy
" Absolute integrability of aq‘.’# is defined as |, 7 ‘ 597
1,7
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quasi-short-run profit based on dynamic actual cost, uf‘f (= <7T ? tSA*, C]fj;,t>)

is the maximum planned utility based on this quasi-short-run profit, CHAV*

(= CPA (d¥} (2!),2¢,)) is the planned dynamic actual variable cost, and
5j7t
price inefficiencies (i.e., dynamic pricing errors). More specifically, if no dy-

ei., (j =1,...,Na+ Np) are terms used to explicitly account for dynamic
namic price inefficiency exists, then &:f ;+ = 0, whereas if any dynamic price
inefficiency exists, then 55 ;1 7 0. In the case of no dynamic cost inefficiency

and no dynamic price inefficiencies, Eq. (2.2.2.8) equals Eq. (2.2.2.6).

2.2.3 Risk Corrections, GURP on the Cost Frontier, and GURP
on the Actual Cost

Similar to Homma (2009, 2012), the GURP on the cost frontier and the
GURP on the actual cost (see below) can be derived by transforming the
stochastic Euler equations (Egs. (2.2.2.6) and (2.2.2.8)). More specifically,
first, similar to the treatment in the consumption-based capital asset pricing
model (hereafter CCAPM), Egs. (2.2.2.6) and (2.2.2.8) are transformed into
an expression of risk correction. Next, these transformed equations are again
transformed with respect to dynamic frontier marginal variable cost or dy-
namic actual marginal variable cost and rearranged. Finally, the right-hand
sides of these retransformed equations are defined as the GURP on the cost
frontier and the GURP on the actual cost, respectively. The form of the Eq.

(2.2.2.6) expression of risk correction is provided by the following theorem.

Theorem 1 Under the assumption that Ou; / O £ 0 and B (5 441| 20d] =

0, Eq.(2.2.2.6) can be transformed into an expression of risk correction as fol-
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lows:

—bjpgs— M 'FV*+bj'pG,t'MRSeZt

4,55t

+ ﬁi,t : bj “PGyt - {1 +bc - (hzjt + U:,j,t)} B [IMRSF”H |Zzt}

SFx

G b cov (ngtJrl’auz t+1 /aW?tH Zi,t) 0

+ 0t 05 Pay - =Y
/aﬂ_QSF*

j=1,...Na+ Ny, (2231)

where MCPEY* = 0CEFV* [0qF ,, MRSET: = (Oufy /048 ,) /(8uF* /87TQSF*

Jt_

nla]t = 8hl]t /aln qg);'t’ IMRSTrzt-‘,-l - ( zt+1 /aﬁ?ﬁ_}i*) /( /aﬂ'QSF*>
and E [+ |zi;] = [, - Q (i1, dZir41)-

8This term is the marginal rate of substitution (MRS) of quasi-short-run profit based
on the dynamic frontier cost for equity capital. This MRS quantifies the rate at which the
financial firm is just willing to substitute quasi-short-run profit for equity capital, or, in
other words, it is a measure of the opportunity costs of equity capital.

9This term represents the intertemporal marginal rate of substitution (IMRS) with
respect to quasi-short-run profit based on the dynamic frontier cost. This IMRS quantifies
the rate at which the financial firm is just willing to substitute quasi-short-run profit in
period t for profit in period ¢ +1. If the financial firm is risk averse, the marginal utility
of quasi-short-run profit is a decreasing function of quasi-short-run profit. The IMRS
therefore declines if quasi-short-run profit increases from the current period to the next
period and rises if profits fall.
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Proof. Both sides of Eq. (2.2.2.6) are divided by du/ / OWQSF , provided
oufy / on QSF* # 0, which gives

) owHE" 6‘uft* /04,
T Tagn, T e ouly [ord

Rx ah]?J*t
+ﬂi7t.bj .pG:t '/ 1+bC' h,], al +<—i7j7t+1
Z z]t

QSFx
zt+1 /8771 t+1

auf“; / OmSF

Q (Zi7t,dzi,t+1) = 0, ] = 1, vy NA + NL- (Tll)

To simplify the expressions, the notation of Theorem 1 is used. Eq. (T1.1)
can then be rewritten as

—bjpay — MCPEY* 4+ b; - pay - MRSETY

e,i,t

+ /Bivt * b] * pG’t ° E |:{]. + bC ° (hﬁjt + n;(,j,t) + Ci,j,t+1} * IMRSF,L t+1 |Z1 tj| - O;

j=1,...,Noi+ N.,. (T1.2)

To transform these equations into explicit expressions of risk correction, the
expectation in the third term of the left-hand side of Eq. (T1.2) is trans-
formed by the same method as employed in the CCAPM. Let w;;, ., =
1+ be - (hf{j*t +n; 5, . + Cijtr1- The expectation in the third term is then
expressed as E [w] IMRSf;tH‘ z;4]. As in the CCAPM, the covariance
of w};,,, with respect to IMRSE? .|, cov(w;jiﬂ, IMRsztH‘ Z;4), is the

focus of attention. Using the property of covariance

cov (w;k,j,t—i-l’ IMRS?;,HJ’ Zi,t) = £ [wzjt-i-l IMRszt-&-l‘ Z; t}

B [} ] ] - B [DMRSE ).

31



E [w;j7t+1 IMRSFZ t+1‘ z;;] can be written as

E w0y - IMRST (| 2iy] = Ewlj,| 2] - E[IMRSE:, | 4]

+eov (W] 41, IMRSE: 1| 2i4) . (T1.3)

Substituting wf;,,; = 1+ bc - (hf]*t + 77;-*7j7t) + Cijur for B [w;"j’tﬂ‘ Zi4),
under the assumption that £ [Cz‘,j,t +1| zm] = 0, leads to

Ew} | zie] =1+ b (B, +n55,) - (T1.4)

Substituting w;,,,; = 14 be - (b, +nf,,) + Ciju and IMRSES | =
(8uft’§rl /87??&11*) /<8uft* /87TQSF*) for cov(w} 41, IMRSL: 1| 2i4), the
property of covariance gives the following:

* Fx
cov (wi,j,t+17 IMRSw,i,t+1| Zi,t)

F
= cov (Cz]tJrla IMRSnth‘ Zit)
QSFx
cov (ngt+17auz t+1 /aﬂ-z t+1

ouly / A

) . (T1.5)

Substituting Egs. (T1.4) and (T1.5) for Eq. (T1.3), the expectation in the
third term of the left-hand side of Eq. (T1.2) can be transformed to explicitly

express risk corrections, as follows:
E [{1 + be - (hz]t ‘tht) + ngt+1} IMRST 741 |Zzt}
={1+bc- (his, + )} - E[IMRSTS 11 |24

QSFx
cov (ngt+1aauz t+1 /871 t+1

8ulF N / GWQSF*

+ zzi) . (T1.6)

Substituting Eq. (T1.6) into Eq. (T1.2) thus adds a risk-adjustment term,
as given by Eq. (2.2.3.1). m
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Similarly, the form of the Eq. (2.2.2.8) expression of risk correction is

provided by the following theorem.
Theorem 2 Under the assumption that Ouy /67TQSA* #0and E [Cmytﬂ‘ Z;;| =

0, Eq. (2.2.2.8) can be transformed into an expression of risk correction as

follows:

—bj - pay — MCPAV* +-b; - pery - MRSST:

1,7,t e,i,t

+Bi,t “bjpay- {1 +bo - (hﬁ;t +7];<,j,t)} B [IMRS?M+1 |Zzt]

QS Ax
cov (ng t+1) auz 41 /87Tz t+1

duty / orSA*

Zz,t)
+ Bt bj - Pay - = PIE; j4;

j=1,..,Na+ Ng, (2.2.3.2)

where MC(ZDJ‘%V* 8ClDtAV* /a% NEZS MRSA%* = (au?t* /8qe 7 t) /(8’&;4,5* /a QSA*)

et

IMRSth = < Ui /877?&?*) /(auft* /aWQSA*) and PIE;;; =
€; ]t / <8uft* / 87TQSA*) , which s the price inefficiency normalized by the
marginal utility of quasi-short-run profit based on dynamic actual cost.

Proof. The proof is similar to the proof of Theorem 1 with two exceptions,

DFVs . Fx _QSFx [y QSFx
Cii ', Uiesr Tip 5 Wiyt and 7; 11 in Eq.

so we omit the derivation. First,
(2.2.3.1) are replaced by CHAY*, ufy, ﬁStSA*, ugy,, and Wi’ti’? , respectively.
Second, PIE; ; is added to the right-hand side of Eq. (2.2.3.1). m

As similarly described by Homma (2009, 2012), the fractions in the fifth

terms on the left-hand sides of Egs. (2.2.3.1) and (2.2.3.2),

SFx * SF

cov <C”t+1, ity /87Tf’2t+1 zi,t> /(8uﬂ /87TQ *) and
S Ax Ax S Ax*

cov <§”t+1,8u2t+1 /8ﬂ?t+l z@t) /<8uzt /8 Q ) ,

10The interpretation of this term is similar to MRSFZ 7 in Eq (2.2.3.1) with the excep-

tion of replacing u; f* and WQSF* in MRSffI with uAfk and 77 A , respectively.

"The 1nterpretat10n of this term is similar to IMRS7T i1 in Eq. (2.2.3. 1) with the

QSFx  F QSFx Fx g5 Ax
exception of replacmg ul £y Tt s Wigyq, and %000 in IMRSTS 41y with ul vy Tt s

S Ax
1At+1v and 7Ti 1 respectively.
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i.e., the ratio of the covariance of uncertain components of the SDEHRR and
the SDEHCR with respect to the marginal utility of quasi-short-run profit
based on the dynamic frontier cost in period ¢t+1 to the same marginal utility
in period t and the ratio of the covariance of the same uncertain components
with respect to the marginal utility of quasi-short-run profit based on dy-
namic actual cost in period ¢+ 1 to the same marginal utility in period ¢, are
risk-adjustment terms. If financial firms are risk averse, the marginal utility
of quasi-short-run profit based on the dynamic frontier cost or dynamic actual

. . : SF
cost is a decreasing function of profit. Therefore, cov<( i1 T th o zi7t> and

QS Ax
COV(Cth—l-laﬂ'z t+1

QS Ax
COV(Q Gt+1 auz 41 /8771 t+1

In this case, the variance of quasi-short-run profit based on dynamic frontier

SFx
Z; t) are positive if cov(C” 1, QUL 1 /(97Tth+1 ‘ Zi,t) and

z,;,t) are negative, respectively, and vice versa.

cost or dynamic actual cost in the next period increases if a financial asset in
the current period increases, whereas the same variance decreases if a liability
in the current period increases, and vice versa. For example, if £ (0 < £ < 1)
of the j-th financial good in period ¢ increases, then from Eq. (2.2.1.1) (or
Eq. (2.2.1.3)), quasi-short-run profit based on the dynamic frontier cost (or
the quasi-short-run profit based on dynamic actual cost) in the next period

becomes

ZQtiFl—i_b {1+bC (Q]ﬂh z,]t)+<73t+1} DGt - 5
(or W?tsﬁ + b; - {1+b0‘ i, (Qj,t’ Zijt ) +C,]t+1} pet - §)-
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In this case, its variance can be expressed as
SF R DH
var <7T¢C,2t+1 + b {1+ bo - 1 (Qien2it) + Cijura | - Pae - 5‘ Zi,t)

Zi,t)

SF SF
= var (Wftﬂ zi,t) +2-bj-pagy - § - cov (Ci7j7t+1,7rgt+1
2
+ (bj - pey - &) - var (Cijt-{-l‘ Zz‘t)
SA
(or var (Wgtﬂ +05 - {1+ b0 - 5 (Qis2051) + Cijaa } - Pa - €| 2 t)
SA SA
= var <7Tgt+1 zi,t> +2-bj-pay- & cov (Cm‘,tH? Wgt+1‘ zi,t>

+ (bj ‘PGt - '5)2 s var (Cz’,j,t+1| Zi,t) )- (2.2.3.3)

Thus, if € is sufficiently small, the third term on the right-hand side of this

equation is much smaller than the second term. The sign of the second term,
QSF QSA
COV(Ci,j,tHa Tit+1| it (or cov Ci,j,t—i—la T t41

. . SF
variance is greater than var<7riQt 11

zi,t> ), determines whether this
Zm) (or V&I‘(W%ﬁ zm)). Thus, if the j-
th financial good is a financial asset (i.e., b; = 1), the variance is greater than

QSF QSA . . QSF
var(me zi,t> (or Var(7ri’tJrl z@t)) if the sign of cov(Ci’jiH, T zi,t> (or

cov( Gy +1,7TZ-Q§_€ zi,t)) is positive. Similarly, if the j-th financial good is

a liability (i.e., b; = —1), this variance is greater than var( ?55’ z,-7t> (or

4 Zz’,t))

Qs
Zz‘,t) (or cov ( Ci,j,tJrlv T t41

var <7r§ti’3 zi,t> ) if the sign of cov ( Cijitt1s Wfﬁ
is negative.
To derive and define the GURP on the cost frontier, the following corol-

lary to Theorem 1 is established.

Corollary 1 (to Theorem 1) FEquation (2.2.3.1) can be expressed as fol-

lows:

MCPEV* = byopge [(bo - BB, — 1FF%) (1415 +bo gty /(14 15F)

+MRS[T;+ @] i =1,....,Na+ Ny, (2.2.34)

e,,t

where rff* (=1 /E [B;, - IMRSL , 1 |2y | — 1) is the reference rate on the
cost frontier correspondmg to the risk-free rate referred to in the CCAPM
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and @i, (= B;, - cov (Cljt+17auz t+1 /577%?5;* Zi,t)/ (8“52* /aWQSF*>) is

the discounted risk-adjustment term on the cost frontier.

Proof. Transforming Eq. (2.2.3.1) with respect to MCPEV* and rearranging

2,7,
then gives

MCDFV* b] Pa [{bC (hﬁ;t + n;‘,j,t) — (1 /E [ ]MRSW”_H |Zi,t} — 1)}

2,5t
Zi,t)

Fx QSFx
cov (Ci,j 1415 OU; 41 /87Ti t+1
Fx QSFx*
Ou; /87?

K [ﬁ IMRSFttH |Zzt} + MRS ZT: +ﬁzt

= bypas[{bo - (M +mige) =i} /(L4 ri™) + MRSCT + @i

=b;pa (b hity —rid™) J (L +rif™) +be -y, /(L +rif™) + MRSET + @l 7] ;
J=1,...., Ny + Ny.

Similarly, to derive and define the GURP on the actual cost, the following

corollary to Theorem 2 is formulated.

Corollary 2 (to Theorem 2) Equation (2.2.3.2) can be expressed as fol-
lows:

MODAV* + PIEid’t — b] . pG,t . [(bc hR* 7,,FA*) /(1 + TFA*)

1,5,t 1,5,

+bempy /(L +rEY) + MRSST + @] ;5 =1,..,Na+ N, (2.2.3.5)

et

where TFA* (=1 /E [ - IMRS; ;.1 |2, t] —1) is the reference rate on the ac-
tual cost andw”t (= B, t COU<C1Jt+17aUzt+1 /a”?ti1* Zi,t)/ <8uf‘;“ /8 QSA*>)

1s the discounted risk-adjustment term on the actual cost.

Proof. The proof is similar to the proof of Corollary 1 to Theorem 1 with

two exceptions, so we omit the derivation. First, MCPEV*, rFF*  MRSET

1,7, e,i,t?
and w7, in BEq. (2.2.3.4) are replaced by MCPAV*, rfA, MRS?;TI, and @,
respectively. Second, PIF; ;, is added to the left-hand side of Eq. (2.2.3.4).
n
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The right-hand sides of Egs. (2.2.3.4) and (2.2.3.5) are then the prices of
the j-th financial good because they are equivalent to MCPEV* and MCPAV*+ PIE; 4,

i7j7t Z7j7t
respectively. From the perspective of production theory, these corollaries are
thus used as definitions for the GURP on the cost frontier and the GURP

on the actual cost, respectively.

Definition 12 (Generalized User-Revenue Price on the Cost Frontier)

The generalized user-revenue price on the cost frontier of the j-th financial

GURF
i7j7t

good of the i-th financial firm in period t, denoted by p , 18 defined as

P = by paa- [(bo - b = i) [+ L) +bo iy /(L4 rET)

F 70 Fx
+MRS. 7 + wm"t}

e,i,t
= p 4 PR+ MRSEIF™ + @Phf™ = 1,.,Na+ Np, (2.2.3.6)
where pf]UtRF (= bj-pcy (bc . hf?jft — rftF*) /(1 + rftF*)) 18 the stochastic user-
revenue price on the cost frontier similarly defined by Homma (2009, 2012),
NP (= b pay-be -ty [(1+71EE*) ) expresses the market structure and

conduct effect on the cost frontier, MRS%ZF ™ (=b;-pci MRSETY) expresses

e e,i,t
the equity capital effect on the cost frontier, and wfﬁF * (= b pay - wf It )

expresses the risk-adjustment effect on the cost frontier.

Definition 13 (Generalized User-Revenue Price on the Actual Cost)

The generalized user-revenue price on the actual cost of the j-th financial good

GURA
i7j7t

of the i-th financial firm in period t, denoted by p , 18 defined as

pgjl,]tRA =bj pay- [(bC : hf;t - TzF,tA*) /(1 + Tf,tA*) +bc 1y /(1 + Tf,tA*)

+MRST; + @i

et

= pp Ut 4 PR+ MRSPIA™ + wPlA: j =1, ,Na+ Ny, (2.2.3.7)

et

where pfng (= b;-pc (bo . hfj’ft — rf,tA*) /(1 + rf’tA*)) is the stochastic user-
revenue price on the actual cost similarly defined by Homma (2009, 2012),

nPlA (= b pag-be - ni, [ (14 rE) ) expresses the market structure and

conduct effect on the actual cost, MRS’%ftA“* (=b; - pgyMRS’éﬁ ) expresses

e
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the equity capital effect on the actual cost, and wf;JPtA* (= bj - pey - wf;t )

expresses the risk-adjustment effect on the actual cost.

As similarly noted by Homma (2009, 2012), the four terms on the right-
hand sides of Eqgs. (2.2.3.6) and (2.2.3.7) represent the stochastic user-
revenue price (hereafter SURP), market structure and conduct effects, equity
capital effects, and risk-adjustment effects, respectively. Especially, 77, in
the second term of the right-hand side of Egs. (2.2.3.6) and (2.2.3.7) reflects
the effects of market structure of the j-th financial good and the strategic

interdependence of financial firms, as expressed by

ne., = ah]?g*t _ Qf,; t ahff,t e Z 3(12”} t
i, Oln g it it "0 Q?t k#i Qg oy
= sin - (L+COVE)ii=1, Na+ Ny, (2.2.3.8)

where s qw’ / Q ) is the ratio of the real balance of the j-th financial

2,,t
good of the i-th ﬁnanma,l firm to the total balance in the market for the
<1, and s7;, = 1 if the

i-th financial firm has a monopoly. In addition, nmyt (= Oh, /01n b i

J-th financial good. The range of s7,, is 0 < s}

’th ©,7,t

the elasticity of the certain or predictable components of the SDEHRR or
the SDEHCR for the j-th financial good with respect to the total balance
in the market, and represents the fractional change in the former due to
a 1% increase in the latter. Furthermore, C'V;;, (= Zé\; gy, /05 ,) is
the conjectural derivative quantifying how the ¢-th financial firm regards the
changes in the j-th financial good of other firms with respect to the change in

the j-th financial good of the i-th financial firm in period ¢. If s7,, = 1 and

CV;%, = 0, then the i-th financial firm has a monopoly in the j-th financial
good market in period ¢. If CV’;, = 0, then the i-th financial firm is a

Cournot firm, i.e., the outputs of all other financial firms are not expected to
change as the output of the i-th financial firm changes. If CV;*;, = —1, then
the i-th financial firm is a competitive firm, i.e., n;,, is zero. Higher values

of C'V;";, correspond to larger absolute values of 7} ; ;, and thus represent less
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intense competition[]
From these definitions and the above two corollaries, the following two

remarks immediately follow.

Remark 1 From Corollary 1 to Theorem 1 and Definition 12,

MCPEY* =i =1, Na+ N, (2.2.3.9)
holds, and thus the classification of financial goods into inputs and outputs
based on the sign of each GURP on the cost frontier is consistent with the
classification based on the sign of each partial derivative of the dynamic fron-
tier variable cost function with respect to financial goods (i.e., the sign of
each dynamic frontier marginal variable cost). The sign of the dynamic fron-
tier marginal variable cost is the same as the sign of the GURP on the cost
frontier, indicating that a financial good is an output if positive and a fized

input if negative.
Remark 2 From Corollary 2 to Theorem 2 and Definition 13,

MCPAY* + PIE j, = pilf4: j=1,..,Na+ Ny (2.2.3.10)

i7j7t

holds, and thus the classification of financial goods into inputs and outputs

based on the sign of each GURP on the actual cost is not always consistent

12The concept of conjectural variation is popular in both theoretical and empirical stud-
ies of industrial organization. Theorists of industrial organization, however, regard it
critically for the following reasons: 1) it represents ad hoc assumptions about the con-
duct of firms, 2) it lacks a game-theoretic foundation, and 3) it forces dynamics into
an essentially static model with the strategy space and time horizon of the underlying
game being only loosely defined (e.g., Fellner, 1949; Friedman, 1983, p. 110; Daughety,
1985; Makowski, 1987; Tirole, 1989, pp. 244-245). These shortcomings are often recog-
nized as the cost that the modeler must pay for realism without sacrificing simplicity and
tractability (i.e., parsimony). However, Dockner (1992), Cabral (1995), and Pfaffermayr
(1999) have demonstrated that the concept of conjectural variation can be supported by
a consistent theoretical foundation, if it is considered to be a reduced form of a dynamic
game. Their findings can be used to justify a static conjectural variations analysis for
both modeling dynamic interactions and estimating the degree of oligopoly power. From
this viewpoint, we believe that the use of the conjectural derivative is rationalized by
considering the derivative to be a reduced form of an (unmodeled) dynamic game.
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with the classification based on the sign of each partial derivative of the dy-
namic actual variable cost function with respect to financial goods (i.e., the
sign of each dynamic actual marginal variable cost). Both classifications are
consistent in the following two limited cases: 1) the sign of dynamic actual
marginal variable cost is the same as the sign of price inefficiency normal-
ized by the marginal utility of quasi-short-run profits based on dynamic actual
cost, and 2) if both signs are not equal, then the absolute value of dynamic
actual marginal variable cost is greater than the absolute value of normalized

price inefficiency.

From these remarks and Proposition 1, the following remark immediately

follows.

Remark 3 From Remarks 1 and 2 and Proposition 1, the GURP on the cost
frontier is related to the GURP on the actual cost as follows:

O1ln CPAV -
i — 3 ppg+ (PO LU PIE ) = L NNy,
it

(2.2.3.11)

From this remark, similar to the relation between dynamic frontier mar-
ginal variable cost and dynamic actual marginal variable cost, if the inverse
of the elasticity of the dynamic actual variable cost function with respect
to dynamic cost efficiency is not greater than dynamic cost inefficiency (i.e.,
(0l CEA/ 8EF£)_1 < 1— EF})), then the GURP on the cost frontier is

not greater than the GURP on the actual cost minus the normalized price

GURA

inefficiency (i.e., pi’j;
W

—PIE,; ;¢), and vice versa. In addition, if the sign
of normalized price inefficiency is not negative (i.e., PIE;;; > 0), then the

GURP on the cost frontier is not greater than the GURP on the actual cost.

2.2.4 EGLIs on the Cost Frontier and the Actual Cost

Similar to Homma (2009, 2012), the EGLIs on the cost frontier and the actual
cost can be derived using Egs. (2.2.3.6) and (2.2.3.9), which represent the

relationship between the GURP on the cost frontier and dynamic frontier
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marginal variable cost, and Egs. (2.2.3.7) and (2.2.3.10), which represent
the relationship between the GURP on the actual cost and the dynamic
actual marginal variable cost, respectively. More specifically, dividing the
discrepancy between the SURP on the cost frontier and the dynamic frontier
marginal variable cost by the SURP on the cost frontier gives the EGLI on
the cost frontier. Similarly, dividing the discrepancy between the SURP on
the actual cost and the dynamic actual marginal variable cost by the SURP
on the actual cost gives the EGLI on the actual cost. The SURP on the
cost frontier is the price at which the market structure and conduct effect
on the cost frontier, the equity capital effect on the cost frontier, and the
risk-adjustment effect on the cost frontier are assumed to be zero, so the
discrepancy between the SURP on the cost frontier and dynamic frontier
marginal variable cost equals the product of negative one and the sum of
these effects. Similarly, the SURP on the actual cost is the price at which
the market structure and conduct effect on the actual cost, the equity cap-
ital effect on the actual cost, the risk-adjustment effect on the actual cost,
and normalized price inefficiency are assumed to be zero, so the discrepancy
between the SURP on actual cost and dynamic actual marginal variable cost
equals the sum of the normalized price inefficiency and the product of neg-
ative one and the sum of these effects. Where there is no dynamic cost
inefficiency and no dynamic price inefficiency, the EGLI on the actual cost
equals the EGLI on the cost frontier. In this subsection, the case of positive
SURPs on the cost frontier and the actual cost and the positive dynamic
frontier and actual marginal variable costs is considered with respect to the
relevant financial good as an output.

The discrepancy between the SURP on the cost frontier and the dynamic
frontier marginal variable cost and the discrepancy between the SURP on
the actual cost and the dynamic actual marginal variable cost are expressed

in Remarks 4 and 5, respectively.

Remark 4 From Egs. (2.2.3.6) and (2.2.3.9), the discrepancy between the

SURP on the cost frontier and the dynamic frontier marginal variable cost
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can be expressed as

SURF FVx BPFx PFmx BPFx
pigat = MO = — (i + MRSZUT™ + wiif)

e,i,t

bC ) n;jt F7 Fx
= _bj -pg’t . (W -+ MRS + wm-’t) 5

et
it
j=1,., Na+Np. (22.4.1)

Remark 5 From Egs. (2.2.3.7) and (2.2.3.10), the discrepancy between the
SURP on the actual cost and the dynamic actual marginal variable cost can

be expressed as

p;S:;J’tRA . Mcfﬁv* - _ (nfj];A* + MRSBPAW* —|—WBPA*) + PIEi,j,t

et it
bc ) nf,j,t SA%* Ax .,
= =bjpee \ T Fre T FFr T MRS;T; + i, | + PIE; 4
it

j=1,..,Na+Np. (2.24.2)

The EGLIs on the cost frontier and the actual cost are defined by dividing

both sides of Egs. (2.2.4.1) and (2.2.4.2) by the SURPs on the cost frontier
and the actual cost, respectively.

Definition 14 (Extended Generalized-Lerner Index on the Cost Frontier)
The extended generalized-Lerner index on the cost frontier of the j-th finan-

cial good of the i-th financial firm in period t, denoted by EGLlfjﬂt, 15 defined
as

SURF FVx* BPFx B PFr* BPFx
4,5t T SURF - SURF
Piji Piji

* Tk Fx FFx
_bC “Mige T+ (MRSe,z‘,t + wi,j,t) : (1 + 7 ) .
Rx FFx ’
bo - higy = i

j=1,...,Na+Ny. (2.243)

Definition 15 (Extended Generalized-Lerner Index on the Actual Cost)

The extended generalized-Lerner index on the actual cost of the j-th financial
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good of the i-th financial firm in period t, denoted by EGL[ijt, is defined as

i7j7t e7i7t Z.7.]'7t
4,Jt SURA SURA
Pij Pij

_ PIEj, - (14 r5") = b pos - {be - miy + (MRSTTY + wiy) - (1475}

bj - v - (bo - b, — )

2,05t
j=1,...,Na+ Np. (2.2.44)

As similarly noted by Homma (2009, 2012), under the assumption that

the j-th financial good is an output (i.e., pf]UfF , M C’fjﬂv*, pfgtRA, M Cfﬁv* >
0), the signs of b¢ - hfjf ;= rftF *and b¢ - hfjt — rftA* are positive if the j-th

financial good is a financial asset other than cash, and negative if the j-th
financial good is a liability. If the sign of 7} ;, is determined by the sign of
the elasticity of the collected or paid interest rate of the SDEHRR or the
SDEHCR with respect to the total balance in the market, then the sign of
n; ;. 1s negative if the j-th financial good is a financial asset and positive
if the j-th financial good is a liabilityH From Egs. (2.2.3.1) and (2.2.3.2),
the signs of MRSETr and MRS{T; are positive, and from Egs. (2.2.3.4) and

e,i,t

(2.2.3.5), the signs of wf 7+ and wf;ft can be either positive or negative. From
the definitional identities of !, and w?*, in Eqs. (2.2.3.3), (2.2.3.4), and

2,5,t 1,7,
(2.2.3.5), if the j-th financial good is a financial asset and the risks (variances)

of quasi-short-run profits based on dynamic frontier cost and dynamic actual
cost increase due to an increase in the asset, then (COV(CZ-’j’t 1 ngg* Zi7t>,

I31f the j-th financial good is a financial asset (other than cash), then the elasticity of
the certain or predictable components of the SDEHRR with respect to the total balance in
the market (i.e., ngf,f,; j=2,...,Ny4 ) corresponds to the sum of the same elasticities of the
collected interest rate, the uncollected interest rate, and the service charge rate, minus the
same elasticity of the default rate. If the j-th financial good is a liability, then the elasticity
of the certain or predictable components of the SDEHCR with respect to the total balance
in the market (i.e., 77?;,5 j=Na+1,...Nas+ Np) corresponds to the sum of the same
elasticities of the paid interest rate, the unpaid interest rate, and the insurance premium
rate, minus the same elasticity of the service charge rate. The sign of the elasticity of the
certain or predictable component of the collected interest rate with respect to the total
balance in the market is usually negative, and the sign of the same elasticity of the paid

interest rate is usually positive. However, the sign of the other elasticities can be positive
or negative.
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QS Ax
COV<Ci,j,t+1a T t+1
Fx Ax

of ; 7, and @;7,

run profits based on dynamic frontier cost and dynamic actual cost decrease,

zm) > 0), and if the financial firm is risk averse, the signs

are negative, whereas if the risks (variances) of quasi-short-

QSFx QS Ax .
then (COV(<i7j7t+1,7Ti7t+1 Zit ), COV( (i1, Mige1 |Zig) < 0), and if the fi-
nancial firm is still risk averse, the signs of @/ ¥, and wg“; , are positive. On

the other hand, if the j-th financial good is a liability and the risks (variances)

of quasi-short-run profits based on dynamic frontier cost and dynamic actual

QSFx )
Z;t |,

cost increase due to an increase in the liability, then (cov ( Cijtt1> Titrt
Zi,t) < 0), and if the financial firm is risk averse, the signs

QS Ax
COV(Ci,j,t-i—lu T t4+1

Fx Ax
of w; 7, and @/},

run profits based on dynamic frontier cost and dynamic actual cost decrease,

SA :
Zi,t) ; COV ( Cijtr1s wgtﬂ* Zi,t) > 0), and if the finan-
Ax

cial firm is still risk averse, the signs of w; ¥, and w;*
Egs. (2.2.3.2), (2.2.3.5), and (2.2.3.10), the sign of PIFE; ;, can also be either
positive or negative. Under the assumption that the j-th financial good is an

output, if the sign of PIE; ;, is positive, then (MCP/Y* < p@lF4), and the

J-th financial good is short, whereas if the sign of PIFE; ;, is negative, then

(MCPAY* > pFUE4), and the j-th financial good is over.

are positive, whereas if the risks (variances) of quasi-short-

QSFx
then (cov ( Cijtt1s Tit+1

. are negative. From

From Definitions 14 and 15, we can appreciate that the factors that have
an impact on the degree of competition are not those that affect market
structure and conduct (7; ;) from the perspective of conventional industrial

organization. From a financial perspective, the risk-averse attitude of finan-
cial firms (rff=, rFA*
Ax
i7j7t

distress costs) (MRSETy, MRS2TY) also have an impact. Furthermore, from

), the fluctuation risk of quasi-short-run profit (wf e
wi’,), and the equity capital (which reflects the risk of the burden of financial
a productive efficiency perspective, the dynamic cost and price inefficiencies
(1— EFﬁ , PIE,; ;) also have an impact. Consequently, similar to Homma

(2012, Propositions 1 and 2), the following two propositions can be derived.

Proposition 2 If financial firms are risk averse, an increase in equity capi-
tal increases the EGLIs of financial assets other than cash on the cost frontier
and the actual cost (decreases the degree of competition) and decreases the

same EGLIs of liabilities (increases the degree of competition).
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Proof. The proof is similar to the proof of Proposition 1 in Homma (2012)
with the exception of replacing MRST? ;, u;,, Wf?ts*, and ;" with MRSET; (or

e,i,t? e,i,t

Amx Fx Ax QSFx QS Ax FFx FAx :
MRSQM), u; ] (or u;; ), T (or T ), and T (or T ), respectively,

so we omit the derivation. m

Proposition 3 Under the assumption that the risks (variances) of quasi-
short-run profits based on the dynamic frontier cost and the dynamic actual
cost increase due to an increase in financial assets other than cash and liabil-
ities, if the financial firm is risk averse, then the EGLIs on the cost frontier
and the actual cost increase (the degree of competition decreases), whereas if it
is assumed that the risks (variances) decrease, then the same EGLIs decrease

(the degree of competition increases) if the financial firm is risk averse.

Proof. The proof is similar to the proof of Proposition 2 in Homma (2012)

with the exception of replacing @, and rfy with @/, (or ws,) and rf™

Z7j7t
(or rf;“*), respectively, so we omit the derivation. m
From Definitions 14 and 15, using the EGLIs on the cost frontier and the
actual cost, the impact of dynamic cost and price inefficiencies on the EGLI,

which was not considered in Homma (2009, 2012), can be defined.

Definition 16 (Impact of Inefficiencies on the EGLI (IIEE)) The im-
pact of the dynamic cost and price inefficiencies of the j-th financial good of
the i-th financial firm in period t on the EGLI, denoted by IIEE; ;,, is defined

as

SURA SURF FVx SURA AV
IIEE . — ECGLEE. Pt popp — Pt — MG — (25 — MG
(VA2 4,5t  SURF gt SURF
it Diji
BPAx BPFx B P A7 B P F1* BPAx BPFx
_ (”i,j,t — Mijit ) + (MRSe,i,t — MRS, ) + (wm',t — Wit ) — PIE;
- SURF ’
Piji

j=1,....,Na+ Np. (2.2.4.5)
From Definition 16, the following proposition can be established.

Proposition 4 If the financial firm is risk averse and the dynamic fron-

tier variable cost function in period t + 1 equals the dynamic actual variable
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cost function in period t + 1 (i.e., CHEY* = CHAY*) (hereafter Assumption

1), and if the inverse of the elasticity of the dynamic actual variable cost
function with respect to dynamic cost efficiency is not greater than the dy-
namic cost inefficiency (i.e., (0lnCHAY/ (9EF£)_1 < 1— EF]}) (hereafter
Assumption 2), and if the j-th financial good is a financial asset, or if the
j-th financial good is a liability, the ratio of the subtraction of the certain
or predictable components of the SDEHCR from the reference rate on the
cost frontier to the subtraction of the certain or predictable components of
the SDEHCR from the reference rate on the actual cost (hereafter RH) is
not less than the ratio of the addition of one and the reference rate on the
cost frontier to the addition of one and the reference rate on the actual cost
(hereafter RR) (i.e., RH;;, = (rFf* —hfr,)/ (rF* — b)) > RR;;, =
(1 + TftF*)/ (1 + rftA*)), and if Assumption 2 holds, then the IIEE is not
less than zero (i.e., IIEE; ;, > 0). Where dynamic cost and price inefficien-
cies exist, the degree of competition can therefore be overestimated. How-
ever, under Assumption 1, if the j-th financial good is a liability, the RH is
less than the RR (i.e., RH;;, = (rff™* —hfy,) /) (rF* — b)) < RR;;, =

(L4 ) ) (L4 rER) ). and Assumption 2 holds, then the IIEE can be negy-

ative, zero, or positive.

Proof. From Definitions 6 and 7, the dynamic actual variable cost function in
period t is not less than the dynamic frontier variable cost function in period
t (ie., CﬁAV* > C’ftF V*), so quasi-short-run profit based on dynamic actual
cost in period t is not greater than quasi-short-run profit based on dynamic
frontier cost in period ¢ from Definitions 9 and 10 (i.e., WgtSA* < w,f’?tSF*). Fur-
thermore, if the financial firm is risk averse, the marginal utility of the firm
with respect to quasi-short-run profit is a decreasing function of quasi-short-
run profit, so the marginal utility with respect to quasi-short-run profit based
on dynamic actual cost in period ¢ is not less than the marginal utility with
respect to quasi-short-run profit based on dynamic frontier cost in period ¢
(i.e., Ouy / 67rgtSA* > Ouly / Or?’™™). In this case, under the assumption
that the dynamic frontier variable cost function in period ¢ + 1 equals the

dynamic actual variable cost function in period t +1 (i.e., CHEY* = CEAY*),
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from the definitions of the reference rates on the cost frontier and the actual

cost (Le., rff™ = 1/E[ it <8uZ 1 /8%?1{?;*) /<8uft* /87TQSF*> \Zi,t] -
1 and rf* = l/E [ it <8ult+1 /8#?&?*) /((‘Mft* /87rQSA*> |zi7t] - 1),
the reference rate on the actual cost is not less than the reference rate on
the cost frontier (i.e., rlFtA* > rF I*) because quasi-short-run profit based
on dynamic actual cost in period ¢t 4+ 1 equals quasi-short-run profit based
on dynamic frontier cost in period t + 1 (i.e., Wgti?* = ﬁ?gﬁ*) and thus
the marginal utility with respect to quasi-short-run profit based on dy-
namic actual cost in period ¢ + 1 equals the marginal utility with respect
to quasi short-run profit based on dynamic frontier cost in period t + 1

ul / (97??&3* = Oufy, / 87T?5g* . In this case, from the defini-
tions of the SURPs on the cost frontier and the actual cost (i.e., ppy/* =

bj-pas- (be - by —rEE) [ (L4 rEF) and pfVE4 = b-pa - (be - hG, — rE)

2,7,¢ 1,7, t 7 ],
/(14 7)), if the j-th financial good is a financial asset (i.e., b; = 1) or
if the j-th financial good is a liability (i.e., b; = —1) and the ratio of the

subtraction of the certain or predictable components of the SDEHCR from
the reference rate on the cost frontier to the subtraction of the certain or
predictable components of the SDEHCR, from the reference rate on the ac-
tual cost (RH) is not less than the ratio of the addition of one and the
reference rate on the cost frontier to the addition of one and the reference
rate on the actual cost (RR) (i.e., RH;j, = (rf/™ —nlr)) ) (rF* — b)) >
RR; ;i = (1 + TfjtF *) / (1 + 7’5 tA*)), then the stochastic user-revenue price on

2y

the actual cost is not greater than the stochastic user-revenue price on the
cost frontier (ie., pfyfit < pPURF) whereas if the j-th financial good is
a liability (i.e., b; = —1) and the RH is less than the RR (i.e., RH,;, =
(FF* — ) (e = hf) < RRyga = (1 1EF%) /(14 7)), then the
stochastic user-revenue price on the actual cost is greater than the stochas-
tic user-revenue price on the cost frontier (i.e., pyY > pSYF"). Further-
more, from Proposition 1 (i.e., MCPEV* = {EFZDt (0l CEA/ (9EF£)_1}

2,7,t
CDAV*

i 1), if the inverse of the elasticity of the dynamic actual variable cost

function with respect to dynamic cost efficiency is not greater than the dy-
namic cost inefficiency (i.e., (0ln CHAY/ 8EF£)_1 < 1-EF}[}) (Assumption
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2), then dynamic actual marginal variable cost is not less than dynamic fron-

DAV % EMCDFV*

tier marginal variable cost (i.e., MC;} iyt ). Consequently, under

Assumption 1, if the j-th financial good is a financial asset and Assumption
2 holds, or if the j-th financial good is a liability, the RH is not less than the
RR, and Assumption 2 holds, then the discrepancy between the SURP on
the cost frontier and the dynamic frontier marginal variable cost is not less

than the discrepancy between the SURP on the actual cost and the dynamic

actual marginal variable cost (i.e., p;o/F —MCPEV* > pSVRA_MCPAV*) so

the IIEE is not less than zero (i.e., IIEE; ;; > 0) because the sign of the

SURP on the cost frontier is positive under the assumption that the j-th

SURF DFVx SURA DAV x
i > MCOT™, pijes MO > 0).

However, under Assumption 1, if the j-th financial good is a liability, the RH

is less than the RR, and Assumption 2 holds, then the SURP on the actual

cost is greater than the SURP on the cost frontier (i.e., pr[{tRA > pijtRF )

financial good is an output (i.e., p

and the dynamic actual marginal variable cost is not less than the dynamic

frontier marginal variable cost (i.e., MCPAV* >MCPEV*), so the IIEE can

be negative, zero, or positive. m

Further, under the assumption that the j-th financial good is an output
(ie., ppdfF, MCPEV=, pSURA - MCPAV* > 0), if the j-th financial good is
a financial asset, then the sign of the elasticity of the certain or predictable
components of the SDEHRR or the SDEHCR with respect to the j-th finan-
cial good is negative (i.e., n;,, < 0), whereas if the j-th financial good is
a liability, then the sign of this elasticity is positive (i.e., n;,, > 0). From
the definitions of market structure and conduct effects based on the cost
frontier and the actual cost (i.e., nfﬁF* = bj - pai - b - Ny /(1 + rlFtF*)
and nfftA* =b; - pes-be - M5t /(1 + rftA*) ), the signs of these effects are,
therefore, negative (i.e., n25"™*, nffiA* < 0). Furthermore, from the proof
of Proposition 4, under Assumption 1, the reference rate on the actual cost
is not less than the reference rate on the cost frontier (ie., r/* > rff™),
so the market structure and conduct effect based on actual cost is not less

than the market structure and conduct effect based on the cost frontier (i.e.,

BPAx BPFx
Nt Zni,j,t )-

From the definition of the marginal rate of substitution of quasi-short-run
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Amx
Sezt -

profit based on the dynamic actual cost for equity capital (i.e., MR
(Ousy /0qL; y t) / (8uft* / 87?%“”‘) ), the following equation holds:

OMRSAT; ( iy )‘1 ( FPulf e Ul >

QSAx QS Ax QSA* Dx €,5,t QSA%2
omy omy omyy " 0q omy

ezt

(2.2.4.6)
The signs of the marginal utility of the financial firm with respect to quasi-
short-run profit based on dynamic actual cost and the marginal utility of the
financial firm with respect to equity capital are positive (i.e., 8u / on QSA*
8u;4t* / dq,;, > 0), so the sign of the marginal rate of substltutlon of quasi-
short-run profit based on dynamic actual cost for equity capital is also pos-
itive (i.e., MRS{T; > 0). If the financial firm is risk averse, the marginal
utility of the financial firm with respect to quasi-short-run profit is a decreas-
ing function of quasi-short-run profit, so the sign of the second-order partial
derivative of the utility of the financial firm with respect to quasi-short-run
profit based on dynamic actual cost is negative (i.e., 9%us / 87TQSA*2 0).
If the relationship between qua51—short -run proﬁt and equlty capital is, there-

fore, complementary (i.e., 9%us / 67TQSA* “, > 0), or if this relation-

el

ship is substitutive (i.e., 0*us / GWQSA* Goi; < 0) and the absolute value
of the cross partial derlvatlve of the utility of the financial firm with re-
spect to quasi-short-run profit based on dynamic actual cost and equity
capital is less than the product of the negative marginal rate of substi-
tution of quasi-short-run profit based on dynamic actual cost for equity
capital and the second-order partial derivative of the utility of the finan-
cial firm with respect to quasi-short-run profit based on dynamic actual
cost (i.e., ‘8%{};‘ /87rgtSA*8qezt < —MRS{Ty - 0*uly /8 2542 then the
sign of the partial derivative of the marginal rate of substitution of quasi-
short-run profit based on dynamic actual cost for equity capital with re-
spect to quasi-short-run profit based on dynamic actual cost is positive
(i-e., BMRSff;" / GWQSA* > 0). Thus the marginal rate of substitution of
quasi-short-run profit based on the dynamic frontier cost for equity capital is

greater than the marginal rate of substitution of quasi-short-run profit based
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on the dynamic actual cost for equity capital (i.e., MRSET; >MRS{T;) be-
cause quasi-short-run profit based on dynamic actual cost is not greater than
quasi-short-run profit based on the dynamic frontier cost from Definitions
9 and 10 (i.e., WgtSA* < WgtSF*). Thus, from the definitions of equity cap-
ital effects based on the cost frontier and the actual cost (i.e., MRSPF™
= b; - pau-MRSET; and MRSE[A™ = b; - pey- MRSZTY), if the j-th financial
good is a financial asset (i.e., b; = 1), then the equity capital effects based
on the cost frontier are greater than the equity capital effects based on the
actual cost (i.e., MRSf’:ftF ”* >MRS§§A”*), whereas if the j-th financial good
is a liability (i.e., b; = —1), then the equity capital effects based on the cost
frontier are less than the equity capital effects based on the actual cost (i.e.,

MRSBPF™ < MRSBPA™)  However, if the relationship between quasi-short-

et esit
run profit and equity capital is substitutive (i.e., 8%ufy / 87rgtSA*8q§;t < 0)
and the absolute value of the cross partial derivative of the utility of the
financial firm with respect to quasi-short-run profit based on dynamic actual
cost and equity capital is greater than the product of the negative marginal
rate of substitution of quasi-short-run profit based on dynamic actual cost
for equity capital and the second-order partial derivative of the utility of
the financial firm with respect to quasi-short-run profit based on dynamic
actual cost (i.e., )8%{};‘ / OrE N ogl; | > —MRSAT: - 9%ufly / or e M%), the
sign of the partial derivative of the marginal rate of substitution of quasi-
short-run profit based on dynamic actual cost for equity capital with re-
spect to quasi-short-run profit based on dynamic actual cost is negative (i.e.,
0MRS£Z: / 87rgtSA* < 0). The marginal rate of substitution of quasi-short-
run profit based on the dynamic frontier cost for equity capital is therefore
less than the marginal rate of substitution of quasi-short-run profit based
on the dynamic actual cost for equity capital (i.e., MRS f i <MRS‘2§2‘). In
this case, if the j-th financial good is a financial asset, then the equity cap-
ital effect based on the cost frontier is less than the equity capital effect
based on actual cost (i.e., MRSffftF ™ <MRS££A“*), whereas if the j-th fi-
nancial good is a liability, then the equity capital effect based on the cost
frontier is greater than the equity capital effect based on actual cost (i.e.,

MRsBPFw* >MRsBPA7r* )

et et
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From the proof of Proposition 4, under Assumption 1, the marginal utility
of quasi-short-run profit based on dynamic actual cost in period ¢ is not less
than the marginal utility of quasi-short-run profit based on the dynamic fron-
tier cost in period ¢ (i.e., dufy / 87rgtSA* > duly / (97rgtSF*) and the marginal
utility of quasi-short-run profit based on the dynamic actual cost in period
t+1 equals the marginal utility of quasi-short-run profit based on the dynamic
frontier cost in period ¢ +1 (i.e., Qufy / o, gﬁ* = Juff,y / Bwfgts_ﬁ From
the definition of the risk-adjustment effects based on the cost frontier and
the actual cost (i.e., w] /™ = b;-pae- By cov(C”tH, ufyy /87r?5£* zit>
/(auft* /aﬂQSF ) and WfﬁeA* =bjpGi P COV<€Z]H-1’ Ouily t+1 /87?&?* Zi,t)
/ (8u{}t* / 87rgtSA*) ), the absolute value of the risk-adjustment effect based
on the cost frontier is, therefore, not less than the absolute value of the risk-

BPFx* BPAx
BEP+| > |@BEA*|) because

the covariance of uncertain components of the SDEHRR and the SDEHCR

with respect to the marginal utility of quasi-short-run profit based on the

adjustment effect based on the actual cost (i.e. |w

dynamic frontier cost in period ¢+ 1 equals the covariance of the same uncer-

tain components with respect to the marginal utility of quasi-short-run profit

based on dynamic actual cost in period t+1 (i.e., cov < Cijitt1s oufl; 1 / 87??&?

Zi,t)

—COV(CZ i QUL / 8#?[%* ‘ z,-7t>). Consequently, if dynamic cost ineffi-
ciency exists, the impact of the risk-adjustment effect can be underestimated.

As noted above, under the assumption that the j-th financial good is
an output, if the sign of PIE;;, is positive, then (MCP/Y* < pflF4), the
J-th financial good is short, whereas if the sign of PIE; ;, is negative, then
(M Cgﬁv* > pZGJUtRA) the j-th financial good is over. In these cases, the sign
of the IIEE is ambiguous because the market structure and conduct effect, the
equity capital effect, and the risk-adjustment effect are also simultaneously

affected.
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3 Mathematical Formulations and Theoreti-
cal Interpretations of the Efficient Struc-

ture and Quiet-Life Hypotheses

This section formulates the efficient structure and quiet-life hypotheses on
the basis of the extended GURM that accounts for dynamic cost efficiency.
In terms of the former, three formulations are possible. The first is that the
efficient structure hypothesis is expressed by the effect of the improvement
in dynamic cost efficiency in the previous period on the planned optimal
financial good in the current period, so it is a direct definition of the effi-
cient structure hypothesis. The second formulation involves expressing the
efficient structure hypothesis by the ratio of the following two sums, and pro-
vides the foundation for rigorous theoretical interpretations: the numerator
is the sum of the net effect of the improvement in dynamic cost efficiency
in the previous period and the effect of the same improvement. The former
net effect is on the GURP on the cost frontier (i.e., the dynamic frontier
marginal variable cost with respect to the planned optimal financial good)
in the current period and on the dynamic actual marginal variable cost with
respect to the planned optimal financial good in the current period. This net
effect is normalized by the same dynamic actual marginal variable cost and
accounts for the correction in dynamic marginal cost efficiency in the current
period (as discussed below). The latter effect is on the elasticity of the dy-
namic actual variable cost in the current period with respect to dynamic cost
efficiency in the current period. This effect is normalized by the square of the
same elasticity. Similarly, the denominator is the sum of the net effect of an
increase in the planned optimal financial good in the current period and the
effect of the same increase in the planned optimal financial good. Similar to
the numerator, the former net effect is on the same GURP and on the same
dynamic actual marginal variable cost. This net effect is normalized by the
same dynamic actual marginal variable cost and accounts for the correction
in dynamic marginal cost efficiency in the current period. The latter effect

is on the same elasticity of dynamic actual variable cost and is normalized
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by the square of the same elasticity. The third formulation is that the net
effect in the numerator of the second formulation is expressed by the sum
of the effects of the improvement in dynamic cost efficiency in the previous
period on the efficiency difference of the GURP of the planned optimal finan-
cial good in the current period, the pricing error of the same financial good,
and dynamic actual marginal variable cost with respect to the same financial
good, which is corrected by dynamic marginal cost inefficiency in the current
period. Similar to the numerator, the net effect in the denominator of the
second formulation is expressed by the sum of the effects of an increase in
the planned optimal financial good in the current period on the same fac-
tors as the numerator. This formulation is, therefore, used to extensively
interpret the efficient structure hypothesis with these effects. Similarly, in
terms of the quiet-life hypothesis, three formulations are also possible. The
first is that the quiet-life hypothesis is expressed by the effect of an increase
in the Herfindahl index in the previous period on dynamic cost efficiency in
the current period, so it is a direct definition of the quiet-life hypothesis.
The second formulation is that the quiet-life hypothesis is expressed by the
following ratio, so it provides the foundation for rigorous theoretical inter-
pretations: the numerator is the sum of the net effect of the same increase
in the Herfindahl index and the effect of the same increase. Similar to the
efficient structure hypothesis, the former net effect is on the same GURP
and on the same dynamic actual marginal variable cost. This net effect is
normalized by the same dynamic actual marginal variable cost and accounts
for the same correction in dynamic marginal cost efficiency. The latter effect
is on the same elasticity of dynamic actual variable cost, and is normalized
by the same square of the same elasticity. The denominator is the product of
the same dynamic actual marginal variable cost as per the efficient structure
hypothesis and the same square of the same elasticity. The third formulation
is that the same net effect in the second formulation is expressed by the sum
of the effects of the same increase in the Herfindahl index on the same effi-
ciency difference of the GURP as per the efficient structure hypothesis, the
same pricing error, and the same corrected dynamic actual marginal variable

cost, so it is the formulation that is used to extensively interpret the quiet-life
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hypothesis with these effects.

3.1 Mathematical Formulations and Theoretical Inter-

pretations of the Efficient Structure Hypothesis

As already noted, the efficient structure hypothesis is a composite that sug-
gests three stages of causal relations from firm efficiency to firm growth (i.e.,
the first stage), then to market structure (i.e., the second stage), and finally to
market performance (i.e., the third stage). There is no scope for improving on
Demsetz (1973) vis-a-vis the first stage causality from firm efficiency to firm
growth. As noted by Homma et al. ( 2014), this first stage causality is the
fundamental feature of the efficient structure hypothesis, so this paper also
regards this causality as the efficient structure hypothesis. Specifically, by
regarding firm efficiency as dynamic cost efficiency, and by considering firm
growth as an increase in a financial good (e.g., a loan), this section endeav-
ors to rigorously formulate and theoretically interpret the efficient structure

hypothesis.

Definition 17 (Acceptance of the Efficient Structure Hypothesis) If
the planned optimal financial good (e.g., the planned optimal loan) in the
current period increases because of improved dynamic cost efficiency in the
previous period, then the efficient structure hypothesis is accepted. Specifi-
cally, if the sign of 8¢%, JOEF]_, is positive (i.e., 9¢75, JOEFH | > 0),

then the efficient structure hypothesis is accepted.

From this definition, the following two propositions are derived.
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Proposition 5 8q£ ;t / 8EF£71 is expressed as follows:

o, _ || o | (omeB™ T oomcPAve| (omepav”
OEFL_, | |0EFL_, ot OEFR OEFR_, OEFE
L aopave POV owi |, (OmCRYY T omeny”
Wt QEFR_OEFR g, ut OEFR g,

OEFR Wt oqls OEFR |

i’j’t

oA’ 92 In LAY
-(—n ot > boMePAvs R (3)

where OpSURY |0X (X = EFf_ or ¢! %.1) is expressed as

opgrtt  opiYRT onPhre OMRSIT™ owfh
ax ax  ax T ax T Tax (3.1.2)

Proof. Partial differentiation of both sides of Eq. (2.2.3.9) with respect to

the j-th planned optimal financial good in the current period gives

aMCDFV* apGURF

bt TR (P5.1)
8‘1?,;’,15 8qzj,t

Similarly, partial differentiation of both sides of Eq. (2.1.11.1) with respect

to the j-th planned optimal financial good in the current period gives

ome?fy foprS (omchV\T #mobV |,
o5, | Odi; OEF] 0¢” DEFD i

almelAv | amerAvs
_Twt R L (P5.2)
OEFD

p*
94454

+ Eﬁ;{i+(
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Substituting Eq. (P5.2) for the left-hand side of Eq. (P5.1) gives

OBF] Oln CHAY 2 921 CPAV -
045 OBF o4 OEF] i

—1
dln CHAY JOMCOPS"  opfiRT (P5.3)
aEﬂg aqp* 8qp* . .

i7j7t

+ EF€+<

1,5t

Transforming Eq. (P5.3) with respect to 8EF£ / dq¢”” . and then rearranging

1:7j7t
gives

i,J,t i,J,t
D* - p* D D* D
94; , 944 .4 1 Oq; ;.4 OEF;;

0ln CPAV ’
MCPAV= | B . (P5.4)
/ ot ( OEFL

From this equation, aqf, ;t / 8EF£ is expressed as follows:

DEFD BpCURE . (a In CPAV ) 1 amePAv (a In (Jf;AV> ’
2 — EF’i,t R h— . . J

+MCDAV* 82 In CﬁAV
Wt ol OEFL

1:7j7t

. 2
Odi . _ J yopavs (fﬂn Ci,DtAV>

OEFL bt OEFN
-1
O™ | ppn, (OMCOEY omMepA”
dq; ;’t it OF ng oq; ;t

(omchY 2+MCP a5l
OEF] W oq OBFR | T

ingit

Similar to Eq. (P5.1), partial differentiation of both sides of Eq. (2.2.3.9)

with respect to dynamic cost efficiency in the previous period gives
OMCPEV*  gpGURF

2,5,t ©,,t
— . P5.
OEFR, ~ OEFD, (P5.6)
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Similar to Eq. (P5.2), partial differentiation of both sides of Eq. (2.1.11.1)

with respect to dynamic cost efficiency in the previous period gives

oMCPT" | OEFR d1n CDAV 2 52 cpAv o
8EF£_1 B aEﬂg_l aEFig 8EF£—18EF£ igst
—1
O1ln CPAV OMCPAV*
EFP o Tht . Wit (ps7

Similar to Eq. (P5.3), substituting Eq. (P5.7) for the left-hand side of Eq.
(P5.6) gives

OEFR (9l CBAV\ ™" 92lnCBAY DAY
OEFH_ |\ OEF} OEFL_OEFR (7

,J,t ,J,t
. (P5.
SED (P5.8)

81ln CDAV 1) amcPAVH OpCURF
" OEFD_, T 9EFD_

+4 EFf + <

Similar to Eq. (P5.4), transforming Eq. (P5.8) with respect to 0EFSY /OEFS_,

and then rearranging gives

OEFS || gl |, (0mCB | amcPA | [omebAv
OEFL_, | |0EFS_, ot OEFE OEFL_, OEFE

L ppopave IOV
Wt QFFR_OEFL

ol CPAV
MCPAV= | B . (P5.9)
/ ot < OEFL
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From Eqs. (P5.5) and (P5.9), 8¢, /OEF[_, is expressed as follows:

i7j7t

0d; ;. _ 0q; OEF]

gt
OEFL_,  OEFL OEFL_
-1 " 2
_ || o e, (O chav oMeE | (omehY
OEFH_, bt OEFR OEFH_, OEFR

| MCDAV 0*In CRM
“t OEFR | OEFR

W | ppn , (PWCRY 1 amcrave
8qp* 2,0 aEPvft) 8qp*

i7j7t i7j7t

(omchr 2+MCD ave PICHAY
OEFR Wt gl 0EFR |

i7j7t

where, from Eq. (2.2.3.6), dp{l*F /0X (X = EF[} | or ¢[,) is expressed

0,75t
as BPF
OO 0Pl OMRSEIET | owblr
0X 0X 0X 0X 0X
| |

OpSURE JOEFY | in Eq. (3.1.1) is the effect of the improvement in dy-
namic cost efficiency in the previous period on the GURP of the j-th planned
optimal financial good on the cost frontier (i.e., the dynamic frontier marginal
variable cost with respect to the j-th planned optimal financial good) in the
current period. {EFPt + (0In C’ﬂAv/ﬁEﬂg)_l} (= MCDIY* JMCPAY =
pSURE JMCPAV*) in Eq. (3.1.1) is the dynamic marginal cost efficiency
that can be interpreted as a coefficient quantifying the differential shapes
of the dynamic frontier variable cost function and the dynamic actual vari-
able cost function. If both shapes are perfectly equal (i.e., MCPHV*(=
peiRE)=MCPAY), then the following equation holds:
{EF£ + (0lnCHAY/ 8EF£)_1} = 1. However, for example, if the dy-
namic actual variable cost function is an increasing homothetic function of
the dynamic frontier variable cost function (i.e., both shapes are not very dif-
ferent), then the following inequality holds: MCPFV*(= pZURF)<MCPAY*.

Further, this inequality also holds: {EFZDt + (0l CHA/ GEF;?)A} < 1.

In this case, dynamic marginal cost efficiency can be interpreted as a dis-
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count factor. In contrast, if both shapes are very different (for example,
the dynamic frontier variable cost function has no area where the mar-
ginal cost decreases, whereas the dynamic actual variable cost function has
an area where the marginal cost decreases), then this inequality can hold:
MCPEY(= pCURF)>MCPAY*. Further, this inequality would also hold:
{EF£ + (0lnCHAY/ 8EF£)_1} > 1. In this case, dynamic marginal cost
efficiency can be interpreted as an extra factor. Consequently,
—{EFL+ (0mCHY [ 0EFR) '} -OMCPA" [OEFR_, in Bq. (3.11) can
be interpreted as the decreasing effect of the improvement in dynamic cost ef-
ficiency in the previous period on dynamic actual marginal variable cost with
respect to the j-th planned optimal financial good in the current period (i.e.,
—OMCPAY* JOEF], ), which is corrected by dynamic marginal cost effi-
ciency in the current period (i.e., {EF,LLZ + (0l CHA/ 8EF£)71}). Con-
sidering the case that both shapes are perfectly equal (i.e.,
{EF£ + (01n C’ﬁAv/aEFi’?t)_l} = 1) as a criterion for interpreting dy-
namic marginal cost efficiency, if the dynamic actual variable cost function
is an increasing homothetic function of the dynamic frontier variable cost
function (i.e., both shapes are not very different), then this decreasing ef-
fect is evaluated at a discount, whereas if this dynamic actual variable cost
function is not an increasing homothetic function (i.e., both shapes are very
different), then this decreasing effect is evaluated at an extra. Without this
correction, the former case overestimates this decreasing effect, whereas the
latter case underestimates it. Specifically, in order to compare these cases,
it is assumed that, following an improvement in dynamic cost efficiency in
the previous period, dynamic actual marginal variable costs with respect
to the j-th planned optimal financial good in the current period are equal
where dynamic marginal cost efficiencies in the current period are one and
other than one. If dynamic marginal cost efficiency in the current period
is less than one, then the decreasing effect (in terms of absolute value) is
greater than in the case that this dynamic marginal cost efficiency is one
(i.e., —OMCPAV* JOEFR_, = —OMCPEY* JOEFE_,), whereas if this dy-

l,j,t Z:jzt
namic marginal cost efficiency is greater than one, then the decreasing effect

(in terms of absolute value) is less than in the case that this dynamic mar-
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ginal cost efficiency is one. If taking this dynamic marginal cost efficiency to
be one as a criterion, the need to correct this decreasing effect by multiply-
ing by this dynamic marginal cost efficiency, therefore, arises. Consequently,
opSr JOBFE. —{ EFE + (9 CBAY [ 0BFR) ™ }-oMCPAY" JOBFE.,
in Eq. (3.1.1) can be concisely interpreted as the net effect of the improve-
ment in dynamic cost efficiency in the previous period on the GURP of the
j-th planned optimal financial good on the cost frontier in the current pe-
riod and on the dynamic actual marginal variable cost with respect to the
same planned optimal financial good in the current period, which accounts
for the correction in dynamic marginal cost efficiency in the current period
(hereafter “the net effect”). In addition, 8%InCEAY /OEFR_0EFE in Eq.
(3.1.1) can be interpreted as the effect of the same improvement in dynamic
cost efficiency on the elasticity of dynamic actual variable cost in the cur-
rent period with respect to dynamic cost efficiency in the current period
(hereafter “the effect on the elasticity”). The remainder of Eq. (3.1.1),
(8ln C’ﬁAV / BEFZ.?)Z, and M CZ-DﬁV* can be interpreted as coefficients con-
necting the net effect and the effect on the elasticity, which use the product
of these coefficients as a common criterion (i.e., denominator). From the
proof of Proposition 5, the net effect is based on M C’iDﬁV*
the elasticity is based on (81In CEAY /OEFR )2, so the need to multiply these

coefficients in order to connect these effects based on the product of these

and the effect on

coefficients arises. Generally speaking, the numerator of Eq. (3.1.1) can be
interpreted as the sum of the net effect based on MCP/V*
the elasticity, which is based on (8In CEAY /OEFR )2. For the denominator

of Eq. (3.1.1), the interpretation is similar to that of the numerator of Eq.

and the effect on

(3.1.1) with the exception of replacing E’Fﬁ_1 with qﬁ jt The denominator is
the sum of the net effect of an increase in the j-th planned optimal financial
good in the current period and the effect of the same increase in the j-th
planned optimal financial good. Similar to the numerator, the former net ef-
fect is on the same GURP and on the same dynamic actual marginal variable
cost. This net effect is normalized by the same dynamic actual marginal vari-
able cost and accounts for the correction in dynamic marginal cost efficiency

in the current period. The latter effect is on the same elasticity of dynamic
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actual variable cost and is normalized by the square of the same elasticity.
Consequently, if both the numerator and denominator are simultaneously

positive or negative, then the efficient structure hypothesis is accepted.

Proposition 6 8q£ ;t / 8EF£71 is, furthermore, expressed as follows:

o, o CoAV poave PCHY
OEFh_, |7 OEFR, Wt QEFR_OEFR

2
Jln CPAV 0% 1ln CPAV
Bi gt —Z’tD + MOZDAtV* : D* i D ’ (313)
" aEFz’,t ” 8qi,j,taEFi,t

where A; j; and B; ;; are respectively expressed as follows:

A _ apiG,y%RF - apiG,J%RA opP IEi,j,t
bt OEFL_,  OEFL OEFD_,

OMCLY MCYA* — MCRY™

YomRn, T wmeye o (M
w 8(12]',7& 8(]£j,t 0Q£j,t
+8MC’?’£V* . MC?ﬁV* _ MC?JF;V* (3.1.5)
0d;;, M ngﬁv*

Proof. From Proposition 5 (Eq. (3.1.1)), A, is initially expressed as
follows:

LT - (alncﬁAV)l OMCPA"
D Y s

Apjp = =2t L (P61
P OBFR OEFR OEF]_, (P6.1)
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Rearranging this equation then gives

i,4,t 8EF£_1 it 3EF£ aEFZ,l;_l

_ (029%” @p%“> (029%%“ oM 0%”)

aE'F;g_l aEF‘Z?—l aE}?zl,g—l 3EF£_1

R D I ) Yo it - P62
OEFH_, ut OEFR ‘

From Remark 2 (Eq. (2.2.3.10)), the second term in this equation is expressed

as follows:

i7j7t Z7j7t

OEFL_,  OEFL_,  OEFR |’

8pGURA aMcDAV* B 8P]Ei7j,t

(P6.3)

From Proposition 1 (Eq. (2.1.11.1)), the third term in the same equation is

expressed as follows:

OMCPAV o [(omcpAav T OMCPAV* MCPEVS
R b b, 1 _ EF + e — 5Js . 1 _ 35
OEFH_, vt OEFR OEFRH_, MCPiY
DAV« DAV« DFVx
. 8M0i’j’t ) Mci’j’t - MCZ»J-’t . (P64)

- aEFﬁ—l MCDAV*

Z7j7t

Substituting Eqs. (P6.3) and (P6.4) into Eq. (P6.2) then gives

o (apf;{tRF apf;{tRA) OPIE,; ;;, OMCYA* MCPAY* — MCPRY™
1,0,t : .

- 2,,t
8EFzg_1 (9EF£_1 8EF£_1 aEFng—l MCDAV*

Z7j7t

The derivation of B; ;+ (Eq. (3.1.5)) is similar to the derivation of A4, (Eq.
(3.1.4)) with the exception of replacing EF/} | with ¢}, so we omit the
derivation. m

From Proposition 6, the net effect of the improvement in dynamic cost
efficiency in the previous period on the GURP of the j-th planned optimal
financial good on the cost frontier in the current period and on the dynamic

actual marginal variable cost with respect to the same planned optimal finan-
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cial good in the current period, which accounts for the correction in dynamic
marginal cost efficiency in the current period, can be expressed as the sum
of the effects of the improvement in dynamic cost efficiency in the previous
period on the efficiency difference of the GURP of the j-th planned opti-
mal financial good in the current period (i.e., pfjlftRF — pf}{tRA), the pricing
error of the same financial good (i.e., PIE; ; (= pZlfA—MCPAY*)), and
the dynamic actual marginal variable cost with respect to the same financial
good (i.e., MCP/AV*), which accounts for the correction in dynamic marginal
cost efficiency in the current period (i.e., (MCA* — MCPEY*) /MCPAY™).
Regarding the net effect of an increase in the j-th planned optimal finan-
cial good in the current period, the expression is similar to the net effect of
the improvement in dynamic cost efficiency in the previous period with the

exception of replacing EF}} | with ¢ .

3.2 Mathematical Formulations and Theoretical Inter-

pretations of the Quiet-Life Hypothesis

As already noted, the quiet-life hypothesis concerns the relationship between
market concentration and firm efficiency. Similar to Homma et al. (12014), by
regarding this as the relationship between the Herfindahl index and dynamic
cost efficiency, this section endeavors to rigorously formulate and theoretically

interpret this hypothesis.

Definition 18 (Acceptance of the Quiet-Life Hypothesis) If dynamic
cost efficiency in the current period decreases because of an increase in the
Herfindahl index in the previous period, then the quiet-life hypothesis is ac-
cepted.  Specifically, if the sign of OEF} JOHI;; | is negative (i.e.,
aEFig JOHI;;_1 <0), then the quiet-life hypothesis is accepted.

Similar to Definition 17, from this definition, the following two proposi-

tions are derived.
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Proposition 7 0EF}] JOHI;; , is expressed as follows:

—1 «
OBFG || ) op L (9 chAv JOMCE | (o CRAY
OHI,; 4 OHI;; 4 ut OEFR OHI;; 4

+MCDAV* 82 In CﬁAV
Wt 9HI, 10EFR

aln LAV’
MCPAY [ 2 . (3.2.1)
/ ot <8EF£

JOHI;;  is expressed as

GURF

where Opy’;;

aplcgvthF _ 8p;5:§{tRF anff;F* aMRSSZIZFW* awfﬂﬁF* (3 2 2)

OHI;; y OHI;;, OHI;; 4 * OHI;; 4 OHI;; ¢

Proof. The proof of this proposition is similar to Eq. (P5.9) in the proof
of Proposition 5 with the exception of replacing Eﬂgfl with HI;; 1, so we
omit the derivation. m

The interpretation of Eq. (3.2.1) in Proposition 7 is similar to the numer-
ator of Eq. (3.1.1) in Proposition 5 with the exception of replacing EF}}_;
with HI;; 1. Eq. (3.2.1) is the sum of the net effect of an increase in the
Herfindahl index in the previous period and the effect of the same increase
in the Herfindahl index. Similar to the numerator of Eq. (3.1.1) in Propo-
sition 5, the former net effect is on the GURP of the j-th planned optimal
financial good on the cost frontier in the current period and on the dynamic
actual marginal variable cost with respect to the same planned optimal fi-
nancial good in the current period. This net effect is normalized by the
same dynamic actual marginal variable cost and accounts for the correction
in dynamic marginal cost efficiency in the current period. The latter effect
is on the elasticity of dynamic actual variable cost in the current period
with respect to dynamic cost efficiency in the current period and is normal-
ized by the square of the same elasticity. Under the assumption that the
j-th financial good is an output (i.e., pyY/*, MCPEY* > 0) and the sign
of dynamic marginal cost efficiency in the current period is positive (i.e.,
MC’?J{;V*/MC?ﬁV* > 0), if the numerator of Eq. (3.2.1) in Proposition 7 is
negative, then the quiet-life hypothesis is accepted.
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Proposition 8 8EF£ JOHI; 1 is, furthermore, expressed as follows:

OEFD OOV pave PRV
OHI;, ., |7 OEFR, Wt OHI;, 0EFR
2
0ln CPAV
AV Bt
/MC‘%t (aE—Flg> , (3.2.8)

where A, j; is expressed as

gt T

OHIL,, OHI; OHI;,
AV x AV x FVx
+6MC’%¢ MGG — MG, . (3.2.4)
OHIL;, MCPAT

Proof. The derivation of A;;; (Eq. (3.2.4)) is similar to the derivation of
A, ;. in Eq. (3.1.4) of Proposition 6 with the exception of replacing E’Fﬁ_1
with HI;; 1, so we omit the derivation. m

The interpretation of A4; ;; (Eq. (3.2.4)) is similar to the interpretation of
A, ;. in Eq. (3.1.4) of Proposition 6 with the exception of replacing E’Fﬁ_1
with HI;; 1. The net effect of an increase in the Herfindahl index in the
previous period on the GURP of the j-th planned optimal financial good
on the cost frontier in the current period and on dynamic actual marginal
variable cost with respect to the same planned optimal financial good in the
current period, which accounts for the correction in dynamic marginal cost
efficiency in the current period, can be expressed as the sum of the effects of
an increase in the Herfindahl index in the previous period on the efficiency

difference of the GURP of the j-th planned optimal financial good in the

current period (i.e., pfUF — pPUR4) the pricing error of the same finan-
cial good (i.e., PIE; ;; (= pZlf4—MCP4Y*)), and dynamic actual marginal

variable cost with respect to the same financial good (i.e., MCP/}V*), which

accounts for the correction in dynamic marginal cost efficiency in the current
period (i.e., (MCPAV* — MCPEY*) | MCPAV*).

Z7j7t Z7j7t i7j7t

65



4 Relative Magnitude of the Efficient Struc-
ture Hypothesis to the Quiet-Life Hypoth-
esis

This section defines the relative magnitude of the efficient structure hypothe-
sis to the quiet-life hypothesis and clarifies the condition whereby the former
is superior (or inferior) in magnitude to the latter. As already noted, if a
criterion for judging industrial organization policies is that support for both
hypotheses should be associated with increased EGLI on the cost frontier,
then anti-monopoly and anti-concentration policies are necessary if the quiet-
life hypothesis is superior in magnitude to the efficient structure hypothesis.
If the efficient structure hypothesis is, however, superior in magnitude to the
quiet-life hypothesis, then new industrial organization policies which differ
from existing anti-monopoly and anti-concentration policies, and in which
an efficiency improvement would decrease the EGLI on the cost frontier, are
needed. Consequently, from the perspective of industrial organization and
anti-monopoly policies, it is important to clarify which of these hypotheses

are superior, because this determines the recommended policy interventions.

Definition 19 (Relative Magnitude) The relative magnitude of the effi-
cient structure hypothesis to the quiet-life hypothesis, denoted by RM, ;., is
defined as follows:

dln ¢’ OEFE
RMi%t Qz,y,t/ 7,0

= . 4.1
BEFD_ |/ dWHI; (4.1)

RM,; ;; is the ratio of the elasticity of the j-th planned optimal financial
good in the current period with respect to dynamic cost efficiency in the
previous period to the elasticity of dynamic cost efficiency in the current
period with respect to the Herfindahl index in the previous period. From

this definition and Propositions 5 and 7, the following proposition holds.
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Proposition 9 RM,; ;, is expressed as follows:
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Proof. From Definition 19 and Proposition 5, the numerator of RM, ;, is

expressed as follows:

dlng;, B oq; ;4 1
8EF£71 8EF£4 qf;,t
opgtr [ (9mCEY\ T oMeni | (omehavT
| |0EFR., i ¥ OEFR OEFR_, OEFR

L MCPAV* . 0*In CHAY

A -1
b O | ppp (OO
Wt OEFR_OEFR dng;, o OEFE

aMc.DAV*] (a In Cif’tAV) :

AODAV 0?1n C’ﬂAV
Wt 9lngl , OEFR

1,5,t
. P9.1
dlng;, OEFL (P9.1)
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Similarly, from Definition 19 and Proposition 7, the denominator of RM,; ;,

is expressed as follows:

aEFﬁ 8EF£ o

dnHI,;, OHIL, , 7!

§pCURE oA\t guPAVH ] §1n (' DAV
J— pi?jat _ EIFD + n iyt . 'i7j7t . n 'ivt
Oln H[j,tfl wt 8EF£ Oln HIj,t,1 (9EF£
. 2

+MCPAY™ In G popave (R CuT i’ (P9.2)

W Ol HIj 10EFY bt OEFh ' '

Substituting Egs. (P9.1) and (P9.2) into Eq. (4.1) then yields Eq. (4.2). m

From Proposition 9, the following proposition is then established.

Proposition 10 Considering CM,; ;+ as a criterion, if dynamic actual mar-
ginal variable cost with respect to the j-th planned optimal financial good in
the current period is less than C M, (i.e., MCPAY* < CM, ;,), then the effi-
cient structure hypothesis is superior in magnitude to the quiet-life hypothesis,
whereas if the same dynamic actual marginal variable cost is greater than the
same criterion (i.e., MCZ-[’)ﬁV* > CM; ), then the quiet-life hypothesis is su-
perior in magnitude to the efficient structure hypothesis, where CM, ;. is as
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follows:

-1

opg e b dln CEAV OM C’?ﬁv*
CM; e = — o N LE | e AT
Oln Qi ’ 8EFM Oln Qi
2 T —
. Oln Cif’tAV MDAV 0%In C’ftAV . 8pfftRF
OEFE W 9lngl OEFR Ol HI;

o (omenAv\ T amMcPA | (amcPAv”
B T W Tor o 2 ’
it

OWmHI, | \ OEFS
-1
MDAV P mChHA opFURE o dlnCHAY
Wt 9InHI, 0EFR OEFH_, bt OEFR

OMCPA*] (9 ChAY 2+M coav. _PCHY oA’
OEFL_, OEFE Wt QEFR_OEFE OEFR

(4.3)
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Proof. From Proposition 9 (Eq.

inequalities hold:

(4.2)), the following relations between

Oln ¢ OEFP
RM, ;, = L (>, =)—1
ot 8EF£_1/ dlnHI;; 4 (>, =)
-1 DAV« 2
— opgirr ppo o (2 chav OMCPAYr | (amChY
OEFH_, vt OEFR OEFR_, OEFR
2
\ AfCPAV-. 9% In CHAV yepave (2 chAv
Wt QEFR_OEFER bt OEFR
GURF pav\ ! DAV«
(>, =) opi i _Jppo . OInCjy _ oMC
’ dlng, ut OEF] dlng,
(omepv o yepave, PR | GURF
OEFD Wit 9lngl OEFD OmHI;,
o (omepAav\ T aMePAVt | (amcbAv”
A EF° + | —» R Vi L I I LI
vt OEFR OlnHI;; OEFR
| MCDPAV 0% In CY
Wt 9InHIj 0EFR
-1
OpCURF 01n CHAV OMCPAY
= MCP\V* < (>, =)- Wt —{EFPR 4+ [ 22— LR
LIt (>, =) Oln qf:;t it + 8EF£ Oln qf;’t
2
(omChY MOPAT PmCHY | ] apgrEr
OEFR Wt 9lngl OEFER OlmHI;; 4
o (omcpAav\ T aMePAVt | (omepAv”
A EBEF” + | —2 W R
vt OEFY OlnHI;; OEFR
—1
MCPAV PP CHA opgIRE ) dln CHAY
Wt 9l HIj, 0EF] OEFD_, it OEF],
OMCPA] (amehAv | yepave, PR | (9w OB ’
OEFL_, OEFY Wt QEFR_OEFR OEFE
( - OMi,j,t)-
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5 Efficient Structure and Quiet-Life Hypothe-
ses and the EGLI on the Cost Frontier

This section clarifies under what assumptions either or both the efficient
structure and quiet life hypotheses increase or decrease the EGLI on the
cost frontier and considers the implications thereof. Results suggest that
both desirable and undesirable cases exist, and the following two points are
particularly noteworthy: (1) it is not always possible to justify anti-monopoly
and anti-concentration policies using support for the quiet-life hypothesis;
and (2) new industrial organization policies are needed if support for the
efficient structure hypothesis is undesirable. In terms of the first point, there
is the case where support for the quiet-life hypotheses decreases the EGLI
on the cost frontier (i.e., increases the degree of competition on the cost
frontier), so support for this hypothesis cannot always be used to justify
anti-monopoly and anti-concentration policies, even if an increase in market
concentration decreases dynamic cost efficiency. Justification for such policies
is restricted to the case where an increase in market concentration increases
the EGLI on the cost frontier (i.e., decreases the degree of competition on the
cost frontier). Thus the enactment and enforcement of anti-monopoly and
anti-concentration policies requires careful consideration. In terms of the
second point, thus far, a theoretical foundation suggesting that support for
the efficient structure hypothesis is undesirable is not discerned. However,
at least theoretically, there are cases where both support for the efficient
structure hypothesis decreases the EGLI on the cost frontier (i.e., increases
the degree of competition on the cost frontier) and increases the EGLI on the
cost frontier (i.e., decreases the degree of competition on the cost frontier). In
the latter case, it is judged that support for the efficient structure hypothesis
is undesirable: new industrial organization policies would be needed which
differ from existing anti-monopoly and anti-concentration policies and under

which an efficiency improvement would increase the degree of competition
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on the cost frontier.

From Definition 14 and Proposition 5, regarding the relation between the
efficient structure hypothesis and the EGLI on the cost frontier, the following
two propositions can be derived for clarifying under what assumptions the
efficient structure hypothesis increases or decreases the EGLI on the cost

frontier.

Proposition 11 The EGLI on the cost frontier decreases with dynamic cost
efficiency in the previous period and the j-th optimal planned financial good

in the current period (i.e., the degree of competition on the cost frontier
increases with them, 0EGLI;, JOEFR_, <0 and OEGLI;, /3qf;7t <0)

if and only if the efficient structure hypothesis is accepted (i.e., dynamic
efficiency improves, 8q£ j-’t / 0EF£_1 > 0) under the following assumptions:
(A1) The j-th financial good is an output (i.e., p;YFF > 0 and MCPFY* > 0);
and (A2) One of the following two pairs of inequalities holds:

Opiyi JOEFG . > max (MEj;, (MG [p5*") - (0p " [OEF] )

1,5t 2,45t

and OpSET J0q7, > max (MQugq, (MCDEY* [ pSUEF) - (0pSET J0al,4))

7’7]7t i7j7t i7j7t ,[:7j7t

or

(MCEEY™ b35) - (0w JOBFLL,) < 0ull™ [OEFE., < My,

1,J,t

and (MOZLY™ [ p35E7) - Q0SS Jouts,) < OnCER" fouts, < MQu

1,5t 1,55t 1.t
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where M E; j, and M@, ;+ are respectively expressed as

ME EFD + (alncﬁ”>_l OMC"
Bt T it T ap D

,J,t
OEFL

" OEFR_,
_agepave. P CRY omCEy’ (5.1)
Wt QEFL_OEFR OEFG )~

MGy, = dmrn . (PCEVN T om
,7,t it aEFl? 0qf’;7t
2
yowe FMCEY [ (omepNt
it aqz’;’thFig 8EF£ ' '

Proof. From Definition 14 (Eq. (2.2.4.3)), the following equation holds:

OEGLI;, _ (psuRe) . McpRhY opSuRr oMCrY
0X Pisi pSURF T HX ox |’

(X =EF_jorg;,). (P1L1)

From this equation, under assumption (Al), the following relation is then

revealed:
OEGLI], MCPEY opsVEF OMCLEY [ OpPURE
2,7, < 0<:> S[z],;é; . pz,],t >(<) 2,7, _ pz,],t
0X Py 0X 0X 0X

(X =EF_jorgl;,). (P11.2)

In addition, from Proposition 5 (Eq. (3.1.1)), the following relation holds:

O
> (= == > ;e and —2— > ijits OF
OEF[_, OEF]_, P ogl, o
OpCURE OpCURE
,J,¢ ,5,t
St B and —2t < MQ, 5., (P11.3

where M E; ;, and MQ); ;. are respectively expressed as Egs. (5.1) and (5.2).
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From relations (P11.2) and (P11.3), under assumptions (Al) and (A2), the

following relation is, therefore, established:

O ., OFGLIG, . OEGLIL,
—_— > = — _
OEFD_, OEFD_, ~ M T agm,

Proposition 12 The EGLI on the cost frontier increases with dynamic cost
efficiency in the previous period and the j-th optimal planned financial good
in the current period (i.e., the degree of competition on the cost frontier
decreases with them, OEGLIF,, JOEFR | > 0 and OEGLIF;, /0], > 0)
if and only if the efficient structure hypothesis is accepted (i.e., dynamic
efficiency improves, C?qf;yt /8EF£_1 > 0) under the following assumptions:
(A3) assumption (A1) holds; and (A4) One of the following two pairs of
inequalities holds:

(MCELY™ | 54) - O JOEEL) > Opiif" JOBER., > ME,,

Z7.]7t iijit

and (MCPEY* | pSURFY - (0pSURF Joqs,) > OpCoR" Jog, > MQue,

Z7J7t i7j7t i7j7t j7t Z.7.]'7t

or

O JOBFG . < min (MEy, (MGG [ piyi") - (Op75" [OEF;, L))

©,5,t 2,5,t
and 8?’%%” / Oq;;, < min (MQijs, (M Czljﬁv*/ pfa[{tRF) : (apis,a[{tR g / 8q£;,t)) ’

where ME; ;; and M@, ;; are respectively expressed as Eqs. (5.1) and (5.2).

Proof. The proof of this proposition is similar to the proof of Proposition
11, so we omit the derivation. m

Consider the following. First, the effect of improved dynamic cost effi-
ciency in the previous period on the GURP of the j-th planned optimal fi-
nancial good on the cost frontier (i.e., the dynamic frontier marginal variable
cost with respect to the j-th planned optimal financial good) in the current
period (i.e., OpfUfF JOEF] | hereafter EA) as a criterion for judging the

two magnitudes of the subtraction of the effect of the same improvement in

74



dynamic cost efficiency on the elasticity of dynamic actual variable cost in
the current period with respect to dynamic cost efficiency in the current pe-
riod, which is corrected by the ratio of dynamic actual marginal variable cost
with respect to the j-th planned optimal financial good in the current period
to the square of this elasticity, from the effect of the same improvement in
dynamic cost efficiency on the same dynamic actual marginal variable cost,
which is corrected by the dynamic marginal cost efficiency in the current
period (i.e., M E; ;, hereafter EB), and the effect of the same improvement
in dynamic cost efficiency on the SURP of the j-th planned optimal finan-
cial good on the cost frontier in the current period, which is discounted by
the ratio of dynamic frontier marginal variable cost with respect to the j-
th planned optimal financial good in the current period to the same SURP
on the cost frontier (i.e., (MC*/ pfVEF) - (0p?VEE JOEFL_, ), hereafter
EC). Second, consider the foregoing in terms of the effect of an increase in
the j-th planned optimal financial good in the current period on the same
GURP on the cost frontier (i.e., dpZlRF /0l ,, hereafter QA) as a crite-
rion for judging the two magnitudes of the subtraction of the corrected effect
of the same increase in the j-th planned optimal financial good on the same
elasticity of dynamic actual variable cost from the corrected effect of the same
increase in the j-th planned optimal financial good on the same dynamic ac-
tual marginal variable cost (i.e., M@ j., hereafter QB), and the discounted
effect of the same increase in the j-th planned optimal financial good on the
same SURP on the cost frontier (i.e., ( C’ZDJFtV* / pIVEE) - (0pPVEE J0¢Y, ),
hereafter QC). Then from assumption (A2) in Proposition 11, the EB and
EC are small from the perspective of the EA, and the QB and QC are also
small from the perspective of the QA, or the EB is large whilst the EC is
small from the perspective of the EA, and the QB is large whilst the QC is
small from the perspective of the QA. Similarly, from assumption (A4) in
Proposition 12, the EB is small and the EC is large from the perspective of
the EA, and the QB is small and the QC is large from the perspective of the
QA, or the EB and EC are large from the perspective of the EA, and the
QB and QC are also large from the perspective of the QA.

Similar to Propositions 11 and 12, from Definition 14 and Proposition
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7, regarding the relation between the quiet-life hypothesis and the EGLI on
the cost frontier, the following two propositions can be derived to theoret-
ically clarify under what assumptions the quiet-life hypothesis increases or

decreases the EGLI on the cost frontier.

Proposition 13 The FEGLI on the cost frontier decreases with the Herfind-
ahl indez in the previous period (i.e., the degree of competition on the cost
frontier increases with it, OEGLIT;, JOHI;;_y < 0) if and only if the quiet-
life hypothesis is accepted (i.e., OEF] JOHI;, y < 0). Thus, the EGLI on
the cost frontier increases with dynamic cost efficiency in the "current” pe-
riod (i.e., OEGLIF;, JOEFE > 0) under the following assumptions: (A5)

7’7j7t

The j-th financial good is an output (i.e., piy* >0 and MCPEY* > 0) and

the sign of MCPAV* is the same as the sign of MCPEV* (i.e., MOPAV* > 0);

Z7j7t Z7j7t Z7j7t

and (A6) The following inequality holds:

MCERY" OpiIT gl
2J) . 2 2J) < MH,L J ‘s
SURF 2Js
Piji o OHILja  OHIjp

where M H,; ;. is expressed as

MH;;;, = { EFE
2Jt it + ( 8HIj,t,1

Jeoave OBV oI COAV\ " -
Wt QHI;, 0EFR OEFR ' '

dmmCPAV\ | aMCPAY
OEFD

Proof. From Eq. (P11.1), under assumption (A5), and replacing EF}]_; or

q;;; with HI;; 1, the following relation is revealed:

DFVx SUR DFVx GUR
OEGLI];, S (<)o MCi5,"" Opiyy F ( )8M0i7j7t _ apg T r
8Hlj,t_1 prLftRF aHIj’t_l 3Hlj,t_1 8H]j7t_1
(P13.1)

In addition, from Proposition 7 (Eq. (3.2.1)), under assumption (A5), the
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following relation holds:

OEF; oW

—— <0< —— < MH, ;4, P13.2
OHI;; OHI;; ot ( )

where M H, ;, is expressed as Eq. (5.3). Then from relations (P13.1) and
(P13.2) under assumptions (A5) and (A6), the following relation is estab-
lished:

OEFY OEGLIF

— < (<= gt
OHI;; OHI;,

Consequently, from this relation, the following inequality holds:

OEGLIT,, OEGLIF,, ( 0EFD \
it gt ’ > 0.
OEFD ~ 0HIL;, , \0HI;,

Proposition 14 The EGLI on the cost frontier increases with the Herfind-
ahl index in the previous period (i.e., the degree of competition on the cost
frontier decreases, 8EGLIfj7t JOHI;;—1 > 0) if and only if the quiet-life hy-
pothesis is accepted (i.e., OEF}] JOHI;;_y < 0). The EGLI on the cost
frontier decreases with dynamic cost efficiency in the "current” period (i.e.,
8EGLIfj’t / 8EF£ < 0) under the following assumptions: (A7) Assumption
(A5) holds; and (A8) The following inequality holds:

o MCOY ot

7, 3 47, %7
bt < min [ MH,, :

aHIj,t—l ’ qu]UtRF 8H]J}t—1 }

where M H; j, is expressed as Eq. (5.3).

Proof. The proof of this proposition is similar to the proof of Proposition
13, so we omit the derivation. m

Similar to Propositions 11 and 12, considering the effect of an increase
in the Herfindahl index in the previous period on the GURP of the j-th
planned optimal financial good on the cost frontier in the current period (i.e.,
OpURF JOH T,y , hereafter HA) as a criterion for judging the two magni-

tudes of the subtraction of the effect of the same increase in the Herfindahl
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index on the elasticity of dynamic actual variable cost in the current period
with respect to dynamic cost efficiency in the current period, which is cor-
rected by the ratio of dynamic actual marginal variable cost with respect to
the j-th planned optimal financial good in the current period to the square
of this elasticity, from the effect of the same increase in the Herfindahl index
on the same dynamic actual marginal variable cost, which is corrected by
dynamic marginal cost efficiency in the current period (i.e., M H, ;,, here-
after HB), and the effect of the same increase in the Herfindahl index on
the SURP of the j-th planned optimal financial good on the cost frontier
in the current period, which is discounted by the ratio of dynamic frontier
marginal variable cost with respect to the j-th planned optimal financial
good in the current period to the same SURP on the cost frontier (i.e.,
(MCPRY* | pSVEE) - (9pUFF JOH T, 1), hereafter HC), assumption (A6) in
Proposition 13 means that the HB is large and the HC is small from the
perspective of the HA. Similarly, assumption (A8) in Proposition 14 means
that the HB and HC are large from the perspective of the HA.

From the perspective of the EGLI on the cost frontier, in the case that
the EC is small from the perspective of the EA, and the QC is also small
from the perspective of the QA, then support for the efficient structure hy-
pothesis is desirable, whereas if the EC is large from the perspective of the
EA, and the QC is also large from the perspective of the QA, then support
for this hypothesis is undesirable. In the former case, the ratio of the dis-
crepancy between the SURP on the cost frontier and the dynamic frontier
marginal variable cost to the same SURP decreases, so the EGLI on the
cost frontier decreases (i.e., the degree of competition on the cost frontier
increases), whereas, in the latter case, the ratio increases, so the EGLI on
the cost frontier increases (i.e., the degree of competition on the cost frontier
decreases). Regarding the quiet-life hypothesis, where HC is small from the
perspective of HA, support for this hypothesis is desirable. In this case, the
EGLI on the cost frontier decreases with the Herfindahl index (i.e., the degree
of competition on the cost frontier increases with it), so anti-monopoly and
anti-concentration policies are unnecessary, even if dynamic cost efficiency

decreases with the Herfindahl index. Although it is for empirical studies to
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explore whether and when this case actually exists, at least theoretically,
support for the quiet-life hypothesis need not become a justification for anti-
monopoly and anti-concentration policies. Justification for such policies is
restricted to where the EGLI on the cost frontier increases with the Herfind-
ahl index (i.e., the degree of competition on the cost frontier decreases with
it), so enactment and enforcement of such policies require careful consider-
ation. Similarly, regarding the efficient structure hypotheses, where the EC
is large from the perspective of the EA, and the QC is also large from the
perspective of the QA, support for this hypothesis is undesirable, so policy
interventions which decrease the EC and QC are necessary. Put differently,
policies which do not substantially increase the SURP on the cost frontier,
or which substantially decrease the discrepancy between the SURP on the
cost frontier and the dynamic frontier marginal variable cost are required.
In any case, new industrial organization policies which differ from existing
anti-monopoly and anti-concentration policies, and under which an efficiency
improvement would increase the degree of competition on the cost frontier,
are required. This novel implication for existing industrial organization poli-
cies is revealed by providing the theoretical foundation for suggesting that

support for the efficient structure hypothesis is undesirable.

6 Intertemporal Regular Linkages

This section theoretically clarifies the relations between the efficient struc-
ture and quiet-life hypotheses and the intertemporal regular linkages (i.e.,
cyclical linkages, monotonic trending linkages, and terminal up-and-down
volatile linkages) of single-period dynamic cost efficiencies, single-period op-
timal planned financial goods, single-period Herfindahl indices, and single-

period EGLIs on the cost frontier.
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6.1 Intertemporal Regular Linkages of Single-Period

Dynamic Cost Efficiencies

The intertemporal regular linkage (i.e., cyclical linkage, monotonic trending
linkage, or terminal up-and-down volatile linkage) of single-period dynamic
cost efficiencies is principally defined as the following relations between dy-
namic cost efficiencies in period ¢ — 1 and period ¢t — 1+ 27T (i.e., EF} i1—1 and

EFZ.?_1 4or), Where T is a natural number.

Definition 20 (Intertemporal Regular Linkage of Dynamic Cost Efficiencies)
The intertemporal reqular linkage of single-period dynamic cost efficiencies
exists if any one of the following linkages (i.e., cyclical linkage, monotonic
trending linkage, and terminal up-and-down volatile linkage) exists mainly
between the dynamic cost efficiencies in period t — 1 and period t — 1 + 2T
(i.e., EFY) | and EF}}_, ;). where T is a natural number. (E1) (Cyclical
Linkage) Dynamic cost efficiency in period t — 2 4 2T (i.e., EF] , ,p) is
dependent on dynamic cost efficiency in period t — 3 + 2T (i.e., EFE it3ior);
so OEFR G—242T / OEFE G-sior 1S positive, negative, or zero. Dynamic cost
efficiency in period t — 1 + 2T (i.e., EFE it 1+2T) 8, moreover, dependent
on dynamic cost efficiency in period t — 1 (i.e., t 1), so the sign of
8EFt 12T /8EF” 1 15 positive if T is an even number or negative if T
is an odd number; (E2) (Monotonic Trending Linkage) EF[_, op is de-
pendent on EF{]_4 .5, so OEF]]_ 2+2T /8EF” 5ior 15 monnegative (i.e.,
OEF 5 or /8EF” sror > 0). EFf_ op is, moreover, dependent on EF[}_,,
so the sign of OEF]_y o JOEF]_| is positive (i.e., OEF]]_ 1+2T JOEFR_| >
0); and (E3) (Terminal Up-and-Down Volatzle Linkage) EF]}_, op is de-
pendent on EF[_g .0, so the sign of OEF_, op /8EF” 3407 1S mega-
tive (i.e., OEFR_, ,p JOEFR 4, ,p < 0) EF[ | or is, moreover, de-
pendent on EF” 1, so the sign of OEF, t 1127 /8EF” L 18 positive (i.e.,
OEF{} 1 ar /8EF£ 1 =0).

The relations between this linkage and the efficient structure and quiet-life

hypotheses are derived from the following proposition.
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Proposition 15 0EF_| ., / OEF}, |, where T is a natural number, is

expressed as follows:

T .
OEFR | or _ H OEFR | o CdHIjp o0 Od; 1912k (6.1.1)

3EF£71 OH L1240k dqz;,tﬂwk 8EF£73+2,€
Proof. 9EF]] JOEFR ;1 1s expressed as follows:
D D
OEF; _ OEF ., dHI;, 6q”t (P15.1)

9EFD, oMl df’, OEFL
Similarly, 0EF}] / OEF}] | is expressed as follows:

OEF] ., |OEF], dHjyo 0455042

) | _ OEF[., dHI;,, 04,
aEFig_l OHIv9 dqz;,tw aEﬂg+1

OHI;, dq¥;, OEFL_,
(P15.2)
Consequently, from Egs. (P15.1) and (P15.2), 0EFY_, .. JOEF]_,, where
T is a natural number, is expressed as Eq. (6.1.1). m
From Proposition 15 (Eq. (6.1.1)), the relations between the efficient

structure and quiet-life hypotheses and the intertemporal regular linkages

(i.e., cyclical linkage, monotonic trending linkage, and terminal up-and-down
volatile linkage) of single-period dynamic cost efficiencies are shown as the

following three propositions.

Proposition 16 The cyclical linkage of single-period dynamic cost efficien-
cies occurs if one of two triplets of assumptions holds: (A0), (A1), and (A2);
or (A0), (B1), and (B2).

(A0) Dynamic cost efficiency in period t — 2 + 2T (i.e., EF}] , op),
where T is a natural number, is dependent on dynamic cost efficiency in
period t —3+ 2T (i.e., EFY_5 ,;), so OEFR_, o JOEFR 4 .1 is positive,
negative, or zero;

(A1) The j-th optimal planned financial goods in periods t — 2+ 2k (i.e.,

qf;’t_%%), where k = 1,...,T, are large; that is, the following inequalities
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hold:

P > (qut 2+2k qk,]t 242k
Qi jt—242k =~ S L+ Z

qu,jt 242k hti qz,],t 242k

« gy ;4o yon
- Z (qZ,j,t—2+2k : dpi# ,(k=1,....T); (6.1.2)

hi qz,j,t 242k

(A2) Both the efficient structure hypothesis from period t — 3 + 2k to
period t — 2+ 2k and the quiet-life hypothesis from period t — 2+ 2k to period
t — 1+ 2k are supported or unsupported; that is, one of the two pairs of the

following inequalities holds:

oqr OEFE
—qz’]’tD_ZHk > 0 and —t=1r2k 0, or
OBF; 3 o OHIjt—2+2%
g™ OEFP
1,J,t—24+2k i, t—1+2k
——— < 0and =———— >0, (k=1,...,T); 6.1.3
OEF]] 4 o OHI;; 9ok ( ) ( )

(B1) q7, oy (k=1,...,T) are small; that is, the following inequalities
hold:

q%]t yoa < Zz (ngt 2+2k <1+Z k]t 2+2k>

>k qk,gt 242k oy qz,j,t 242k

% dqy,5 o210k
- Z (qzﬂ"t_g_._gk . dp’,f# , (k = 1, ce ,T),’ (614)

hti qz,j,t 2+2k

and (B2) Any one of the efficient structure hypothesis from period t—3+2k
to period t — 2 + 2k and the quiet-life hypothesis from period t — 2 + 2k to
period t — 1+ 2k s supported or unsupported; that is, one of the two pairs of

the following inequalities holds:

0¢” OEFP
qz,],tD—2+2k < 0 and =142k 0, or
8EFi,t—3+2k aHIj,tfH?k
g™ OEFP
1,J,t—2+42k i, t—142k
— = < 0and —————— <0, (k=1,...,T). 6.1.5
OEF] 5.0 OHI;; o o ( ) ( )
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Proof. Assumption (A0) is the same as the first part of the definition of
the cyclical linkage of single-period dynamic cost efficiencies (i.e., (E1) in
Definition 20). The remainder of this definition is met as follows. From the

definition of the Herfindahl index, the following equations hold:

_3 .
dHI;; Al ljsoyok . ) dqﬁ, -
=2 Z qk,gt 2+2k : Qf,j’t,g+2k + Z qg,j,t—2+2k . dpi—

dqz,],t 242k h+#i

* dqp*
(Z U 2“’“) B {Z (qgj,t2+2k)2} : (1 + Z W)] ;
‘ ki Giji—2+2k

(k=1,...,7). (P16.1)
From these equations, the following relations are revealed:

dHI;;
],t 2+2k>(:7 <)0

p*
dqi,j,t—2+2k

— Z (qp* 2 2k qk 01 2k
@joaioe > (=, <) s 1 +Z g2+

Zk qk,],t 242k ot qz,]t 242k

dg
-y (q,w 2ion %) L (k=1,...,T). (P16.2)

hti qi,j,t—2+2k

From these relations and assumptions (A1) and (B1), the signs of dH ;oo
/dqmyt oo (K=1,...,T)in Eq. (P16.1) are positive and negative, respec-
tively (i.e., dHIj,t,mk JAd oo > 0 and dHIjy 510 /dg5, 5 0 < 0,
respectively, for & = 1,...,7). In addition, from assumptions (A2) and
(B2), the following inequalities for Eq. (6.1.1) hold:

D p*

aEFi,t71+2k dHI;i ook aqi,j,t72+2k
P D

OH It 242k dqi,j,t72+2k aEFi,t—3+2k

<0, (k=1,...,7T). (P16.3)
From these inequalities and Eq. (6.1.1), the sign of 0EF}_, ,,p JOEFR_| is
positive if 7" is an even number or negative if 7' is an odd number. m

Proposition 17 The monotonic trending linkage of single-period dynamic

cost efficiencies occurs if one of two triplets of the four assumptions of Propo-
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sition 16 and assumption (C0) holds: (C0), (A1), and (B2); or (C0), (B1),
and (A2).

(C0) EF}]_, o is dependent on EFJ_4 o, s0 OEFR_, o0 JOEFR 4 01
is nonnegative (i.e., OEFH_, op JOEFH 4 00 >0).

Proof. The proof of this proposition is similar to the proof of Proposition

16, so we omit the derivation. m

Proposition 18 The terminal up-and-down volatile linkage of single-period
dynamic cost efficiencies occurs if one of two triplets of the four assumptions
of Proposition 16 and assumption (D0) holds: (D0), (A1), and (B2); or
(D0), (B1), and (A2).

(D0) EFf}_, op is dependent on EFf]_s o1, so the sign of OEFE_, o
JOEFR 5 o1 is negative (i.e., 0EF_y op JOEF 5 00 <0).

Proof. The proof of this proposition is similar to the proof of Proposition

16, so we omit the derivation. m

6.2 Intertemporal Regular Linkages of Single-Period
Optimal Planned Financial (Goods

Similar to the intertemporal regular linkage (i.e., cyclical linkage, monotonic
trending linkage, or terminal up-and-down volatile linkage) of single-period
dynamic cost efficiencies, the same intertemporal regular linkage of single-
period optimal planned financial goods is principally defined as the following
relations between the j-th optimal planned financial goods in period ¢ and

period ¢ + 2T (i.e., ¢;;, and g}, »7), where T is a natural number.

Definition 21 (Intertemporal Regular Linkage of Financial Goods)
The intertemporal regqular linkage of single-period optimal planned finan-
cial goods exists if any one of the following linkages (i.e., cyclical linkage,
monotonic trending linkage, and terminal up-and-down volatile linkage) ex-
ists mainly between the j-th optimal planned financial goods in period t and

period t + 2T (i.e., qi;, and ¢}, op), where T is a natural number: (F1)
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(Cyclical Linkage) The j-th optimal planned financial good in period t—1+2T
(i.e., qf} ;Fl +or) 15 dependent on the j-th optimal planned financial good in
period t — 2+ 2T (i.e., ¢, o or)s 50 OG5, 1 or |04 54 o or is positive,
negative, or zero. The j-th optimal planned financial good in period t + 2T
(i.e., qf} ;,t 1or) 15, moreover, dependent on the j-th optimal planned finan-
cial good in period t (i.e., q;;,), so the sign of 0¢} . or /8q§fj.¢ is positive if
T is an even number, whereas this sign is negative if T is an odd number;
(F2) (Monotonic Trending Linkage) q;;, o is dependent on q;;, o, o7, 50
O 1sor OG54 gyor s nonmegative (i.e., OG5, 1 or /0G5, oior > 0).
Gi ;4o 15, moreover, dependent on gy, so the sign of 0g; ;o7 / 9q; ;. s pos-
itwe (i.e., 0G5, op /0605, > 0); and (F3) (Terminal Up-and-Down Volatile
Linkage) ¢;;, 1 op 5 dependent on q;, o op, $0 the sign of Oq;;, 1 op
/8q£;7t_2+2T is negative (i.e., 8qf;’t_1+2T /aqf;,t_ﬂﬂ <0). qf;‘,th is, more-
over, dependent on qi;,, so the sign of 0q;;, o1 /8(12315 is positive (i.e.,
067 04or /06750 > 0)-

Similar to Proposition 15, the relations between this linkage and the
efficient structure and quiet-life hypotheses are derived from the following

proposition.

Proposition 19 8q§ ;t Lor / (‘9qu ;t, where T 1s a natural number, is expressed

as follows:

D* D* D
8qi,j,t+2T 8qz‘,j,t+2k 6EF’i,t71+2k dHI;; ook

12 22 : et (6.2.1)
aqf,j,t kl;[l 3EF£_1+% OH It 210k dqg),j,t72+2k
Proof. 8¢} ,., /04, is expressed as follows:

8q£;,t+2 . 8q5;,t+2 ) aEFiJ,DtH dHI;, (P19.1)

oqs,  OEFD., OHI .dqﬁ;i'

i’j7t

Similarly, 9} ;.4 Yl %+ 1s expressed as follows:

000 | O ;444 .aEFz‘?Jr:a dHI;119

_ . O 112 OF Filn  AH Iy
aqﬁ;?t 8EF£+3 OHIjio  dgis,s

OEF(,,, O0HI;; dqi;,
(P19.2)
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Consequently, from Eqgs. (P19.1) and (P19.2), 3¢}, o7 / dq; 5, where T is a
natural number, is expressed as Eq. (6.2.1). =

From Proposition 19 (Eq. (6.2.1)), the relations between the efficient
structure and quiet-life hypotheses and the intertemporal regular linkages
(i.e., cyclical linkage, monotonic trending linkage, and terminal up-and-down
volatile linkage) of single-period optimal planned financial goods are distilled

as the following three propositions.

Proposition 20 The cyclical linkage of single-period optimal planned finan-
cial goods occurs if one of two triplets of the two assumptions of Proposition
16 and assumptions (E0), (C2), and (D2) holds: (E0), (A1), and (C2); or
(E0), (B1), and (D2).

(E0) The j-th optimal planned financial good in period t — 1 + 2T (i.e.,
qﬁ ;tfl Lor) 15 dependent on the j-th optimal planned financial good in period
t—242T (i.e., 45y o or) 50 0G5, 1 or /OG5, oior is positive, negative,
or zero;

(C2) Both the quiet-life hypothesis from period t—2+2k to period t—1+2k
and the efficient structure hypothesis from period t — 142k to period t+2k are
supported or unsupported; that is, one of the following two pairs of inequalities

holds:

3EF£_1+% <0 and aqf,;twk
OHI;; 940k OEF] | o

8EF'[§ 142k g,
T S 0 and —2E <0, (k=1,...,T); (6.2.2)
OHI; i 94k OEF] | o

>0, or

and (D2) Any one of the quiet-life hypothesis from period t — 2 + 2k to
period t — 14 2k and the efficient structure hypothesis from period t — 1+ 2k
to period t + 2k is supported or unsupported; that is, one of the following two

pairs of inequalities holds:

3EF£—1+2k <0 and aqf,;tﬂk
aHIJ}t—2+2k 8E’F£71+2k

OEF 142k 9q;;
Z IR o 0 gpd ——22H2R S 0 (k=1,...,T). 6.2.3
OH Ljioon OEF o ‘ J (6:25)

<0, or
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Proof. Assumption (EO0) is the same as the first part of the definition of the
cyclical linkage of single-period optimal planned financial goods (i.e., (F1) in
Definition 21). The remainder of this definition is met as follows. From the
proof of Proposition 16, assumptions (A1) and (B1) dictate that the signs of
dHIji oo /dqf;.’t_%% (k=1,...,T) in Eq. (P16.1) are positive and nega-
tive, respectively (i.e., dHI; ¢ ook /dqf;’tfzﬁk > 0and dHI;; oqox /dqf’;tfﬂ%
< 0, respectively, for k = 1,...,T). In addition, from assumptions (C2) and
(D2), the following inequalities for Eq. (6.2.1) hold:

p* D

04 ipion OEF, 1yon dHIji ook
D , p

aEFi,t—sz OHIjt 242k dqi,j,t—2+2k:

<0,(k=1,....,T). (P20.1)

From these inequalities and Eq. (6.2.1), the sign of 9g} , o7 /04, is positive

if T'is an even number, and negative if T' is an odd number. m

Proposition 21 The monotonic trending linkage of single-period optimal
planned financial goods occurs if one of two triplets of the four assumptions
of Propositions 16 and 20 and assumption (F0) holds: (F0), (A1), and (D2);
or (F0), (B1), and (C2).

(F0) qz;,t—l—i-QT is dependent on qf;,t—2+2T7 50 aqﬁj’,t—l—mT /8q£;,t—2+2T is

. . px px
nonnegative (i.e., 0q;;, 1 o7 /quyj’tfﬂﬂ >0).

Proof. The proof of this proposition is similar to the proof of Proposition

20, so we omit the derivation. m

Proposition 22 The terminal up-and-down volatile linkage of single-period
optimal planned financial goods occurs if one of two triplets of the four as-
sumptions of Propositions 16 and 20 and assumption GO holds: (G0), (A1),
and (D2); or (G0), (B1), and (C2).

(GO) ¢, ,_ . op s dependent on ¢}, o o, 50 the sign of Oqs, 1 or /045, o or

is negative (i.e., 0G5, 1 or /0G5, oi0r <0).

Proof. The proof of this proposition is similar to the proof of Proposition

20, so we omit the derivation. m
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6.3 Intertemporal Regular Linkages of Single-Period
Herfindahl Indices

Similar to the intertemporal regular linkages (i.e., cyclical linkages, monotonic
trending linkages, and terminal up-and-down volatile linkages) of single-
period dynamic cost efficiencies and single-period optimal planned financial
goods, the same intertemporal regular linkage of single-period Herfindahl
indices is mainly defined as the following relations between the Herfindahl
indices in period t and period t 4+ 2T (i.e., HI;; and HI;; or), where T is a

natural number.

Definition 22 (Intertemporal Regular Linkage of Herfindahl Indices)
The intertemporal regular linkage of single-period Herfindahl indices exists if
any one of the following linkages (i.e., cyclical linkage, monotonic trending
linkage, and terminal up-and-down volatile linkage) mainly ezists between the
Herfindahl indices in period t and period t + 2T (i.e., HI;; and HI; s or),
where T is a natural number. (H1) (Cyclical Linkage) The Herfindahl index
in period t — 1+ 2T (i.e., Hl;4_14or) is dependent on the Herfindahl index
in period t —2 + 2T (i.e., Hl;t oior), s0 OHIL; s 1401 JOH I o o7 1S posi-
tive, negative, or zero. The Herfindahl index in period t + 2T (i.e., Hl;1ior)
is, moreover, dependent on the Herfindahl index in period t (i.e., HI;;), so
the sign of O0H I or /OHI;, is positive if T is an even number and negative
if T is an odd number; (H2) (Monotonic Trending Linkage) HI;; 1ior 1S
dependent on HIj; oior, so OHI;y 1ior JOHIL; i oyor is nonnegative (i.e.,
OHI; 1107 /OHI;4_oyor > 0). HIjior is, moreover, dependent on HI;,,
so the sign of OHI;ior /OHI;+ is positive (i.e., OHIL;yior /JOHILj; > 0);
and (H3) (Terminal Up-and-Down Volatile Linkage) HI;; 1100 is depen-
dent on Hl;y o o1, so the sign of OHI;4 1401 /OHI;—o1ar is negative (i.e.,
OHI;y 1401 JOHI;j4 907 < 0). HI;iior is, moreover, dependent on HI;,,
so the sign of OH I, or JOHI;, is positive (i.e., OHI;ior JOHI;; > 0).

Similar to Propositions 15 and 19, the relations between this linkage and
the efficient structure and quiet-life hypotheses are derived from the following

proposition.
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Proposition 23 0HI; i or /OHI;;, where T is a natural number, is ex-

pressed as follows:

OHI; ior _ ﬁ dH T o 96} 1ok _ OEFR | o (6.3.1)
0Hlj7t Pty dqf;',t+2k 8EF£71+2,€ 8HIj7t_2+2k
Proof. 0HI;;.5 /OHI;, is expressed as follows:
OHI;vy  dHIjp 04, OEFS (P23.1)

OHIL,,  dd%,., OEFR., OHI,
Similarly, 0HI; ;.4 /OHI;; is expressed as follows:

OHIL; s  |dHI, 04%5,., OEFR.,

OHI;, N dq?;’,t-% . 8EF£+3 . OHIjt 12 dqf;’tﬂ ' 0EF£+1 OHIj, '

(P23.2)
Consequently, from Eqs. (P23.1) and (P23.2), 0H I, or /OHI;;, where T is
a natural number, is expressed as Eq. (6.3.1). m

From Proposition 23 (Eq. (6.3.1)), the relations between the efficient

. [dHIj7t+2 8Qf,;',t+2 ) 8EF£+1

structure and quiet-life hypotheses and the intertemporal regular linkages
(i.e., cyclical linkage, monotonic trending linkage, and terminal up-and-down
volatile linkage) of single-period Herfindahl indices are distilled as the follow-

ing three propositions.

Proposition 24 The cyclical linkage of single-period Herfindahl indices oc-
curs if one of two triplets of the two assumptions of Proposition 20 and
assumption (HO) holds: (HO0), (E1), and (C2); or (H0), (F1), and (D2).

(HO) The Herfindahl index in period t — 1 4 2T (i.e., HI;; 1.1or) is de-
pendent on the Herfindahl index in period t — 2 + 2T (i.e., HI;; o or), SO
OHIy 14010 JOHI; o or 1is positive, negative, or zero;

(E1) The j-th optimal planned financial goods in periods t + 2k, where
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k=1,....T, (i.e, ¢}, o) are large, that is, the following inequalities hold:

4q; Jst+2k > *
qz 3, t+2k

px > (ngt+2k)2 _ (1 i Z qu;t+2k>

Zkz k Jht+2k

dqy”
- Z <qh3t+2k d }}LPZ t+2k> ’ (k = 17 s 7T)7. (632)

heti l ,J,t+2k

and (F1) q”tﬁk (k=1,...,T) are small, that is, the following inequali-
ties hold:

4q;
qzjt+2k< 2 ( ]t+2k <1+Z k]t+2k>

Zk qk JJst+2k ki qz 7 t+2k

dqh 2%k
_Z<hgt+2k dqp»Z—H , (k=1,...,T). (6.3.3)

hti i,5,t+2k

Proof. Assumption (HO) is the same as the first part of the definition of
the cyclical linkage of single-period Herfindahl indices (i.e., (H1) in Defini-
tion 21). The remainder of this definition is met as follows. From relation
(P16.2) of Proposition 16 and replacing periods t — 2 + 2k (k = 1,...,T)
with t+2k (k= 1,...,T), assumptions (E1) and (F1) mean that the signs of
dHIyor [dq), o, (k=1,...,T) in Eq. (P16.1) are positive and negative,
respectively (i.e., dHI; o /dqz3t+2k > 0 and dH o /dqthk < 0, re-
spectively, for k = 1,...,T). In addition, from assumptions (C2) and (D2),
the following inequalities for Eq. (6.3.1) hold:

d-HIjt-l-Qk. 0y .12k @Eﬂ?_mk
dq; ; G t+2k aEFig—l-i-% OHI;t 210

<0,(k=1,...,T).  (P24.1)

From these inequalities and Eq. (6.3.1), the sign of 0HI;sior /OHI;; is

positive if 7" is an even number and negative if 7" is an odd number. =

Proposition 25 The monotonic trending linkage of single-period Herfindahl
indices occurs if one of two triplets of the four assumptions of Propositions
20 and 24 and assumption (10) hold: (10), (E1), and (D2); or (10), (F1),
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and (C2).
(10) HI;; 1107 is dependent on HI;¢ oyor, s0 OHIL;y 1 1or JOHILj 1 otor
is nonnegative (i.e., OHI; 110 JOHI;1 oior > 0).

Proof. The proof of this proposition is similar to the proof of Proposition

24, so we omit the derivation. m

Proposition 26 The terminal up-and-down volatile linkage of single-period
Herfindahl indices occurs if one of two triplets of the four assumptions of
Propositions 20 and 24 and assumption (J0) hold: (J0), (E1), and (D2); or
(J0), (F1), and (C2).

(JO) HI;s 1107 is dependent on HI;i oior, so the sign of OHI;; 1 or
JOHI;_oyor is negative (i.e., OHIL; 14100 JOHI; oior <0).

Proof. The proof of this proposition is similar to the proof of Proposition

24, so we omit the derivation. m

6.4 Intertemporal Regular Linkages of Single-Period
EGLIs on the Cost Frontier

Similar to intertemporal regular linkages in the previous subsections of this
section, the same intertemporal regular linkage of single-period EGLIs on
the cost frontier is mainly defined as the following relations in period ¢ and
period t+2T (i.e., EGLI[;, and EGLI}; ,,,r), where T is a natural number.

Definition 23 (Intertemporal Regular Linkage of EGLIs on the Cost Frontier)
The intertemporal regular linkage of single-period EGLIs on the cost frontier

exists if any one of the following linkages (i.e., cyclical linkage, monotonic

trending linkage, and terminal up-and-down volatile linkage) mainly exists

between the EGLIs on the cost frontier in period t and period t + 2T (i.e.,

EGLI};, and EGLI[;, or), where T is a natural number. (L1) (Cyclical

Linkage) The EGLI on the cost frontier in period t—14-2T (i.e., EGLI[;, | o7)

is dependent on the EGLI on the cost frontier in period t — 2 + 2T (i.e.,
EGLIL,, 5. or), so OEGLIL,, | op JOEGLIL, , o is positive, negative,
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or zero. The EGLI on the cost frontier in period t + 2T (i.e., EGLI[;, or)
is, moreover, dependent on the EGLI on the cost frontier in period t (i.e.,
EGLI, ]t) so the sign of OEGLIY, i jtreT /8EGLIzF]t is positive (or negative)
if T is an even number, whereas this sign is negative (or positive) if T' is
an odd number; (L2) (Monotonic Trending Linkage) EGLI[;, | op is de-
pendent on EGLIF;, , .p, so OEGLIF;, | op JOEGLIE;, 2+2T is nonneg-
atwe (i.e., OEGLI;, | or /8EGLIZ]t aror > 0). EGLIF;, o is, more-
it s0 the sign of OEGLI;, o /8EGL i 18
positive (i.e., OEGLIT;, ,p /8EGLIZFN > 0); and (H3) (Terminal Up-and-
Down Volatile Linkage) EGLIF iit—1427 1S dependent on EGL]ZWt oto7 SO the
sign of OEGLIT;, | op /8EGL[ut aror 18 megative (i.e., OEGLI[;, 1+2T
JOEGLIY, iid—aror <0). EGLI”HQT is, moreover, dependent on EGLI[;,,
so the sign of OEGLI[;, op JOEGLIE "o 18 positive (i.e., OEGLIF;, or
JOEGLIF;, > 0). Otherwise 8EGLIZFJ-¢_1+2T JOEGLIE;, . op > 0 and
OEGLIf;, ,p JOEGLI];, <0.

over, dependent on EGLIF

Similar to Propositions 15, 19, and 23, the relations between this linkage
and the efficient structure and quiet-life hypotheses are derived from the

following proposition.

Proposition 27 0EGLI];, ,; /OEGLI],

is expressed as follows:

i1, where T is a natural number,

-1
OBGLIf,.or _ OBGLIS, oy OEFD, \ . (9EGLIS,
OEGLI]; 8EF£’¢—1+2T aEFi,Dj,tfl aEFf?,H

2,5,

B (9EGLI,FJ-¢+2T (9q” t+2T aEGL]zFJt -
an gt+2T an JJst aqu 3

-1
. 8EGL]Z‘7]'7H_2T . aH[j,t—1+2T 8EGLIZF] t (6 4)
OHIjt 14or OHI;; 4 OHI;; A
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Proof. OEGLI];, JOEGLIF .+ 15 expressed as follows:

-1
OEGLIf;,., _ OEGLIL, ., OEFR,., (9EGLIF,
OEGLIT, OEFP,., OEFP, , \ 9BFP, |

2,5,t

. aEGLIl};’t_‘_Q an j t+2 8EGLI7‘F.; t 71
dq; ; Git+2 Oq;; it 04;; gt

OEGLIf;,., 0HI;, (OEGLIE, (P2)
OHI;,.1  OHI; , \ OHILy

Similarly, OEGLI[;, JOEGLIF, ;+ 1s expressed as follows:

-1
OBGLIf, . _ OEGLIf;, ., OFEF, 5 <8EGLIZFN)

OEGLIL,, 0EFD,., OEFP,_ \ OEFD,

-1
OBEGLIE .y 0d%s (OBEGLIL,
8qz ,7,t+4 aqz,], aqz

7.77

~1
OEGLIf; 4 OHIs (OEGLI], (P27.2)
OHIjy3  OHIj OH I3 | |

Consequently, from Eqs. (P27.1) and (P27.2), 0EGLIF, i itsoT /8EGL

where T is a natural number, is expressed as Eq. (6.4). m

7,7,t

From Proposition 27 (Eq. (6.4)), the relations between the efficient
structure and quiet-life hypotheses and the intertemporal regular linkages
(i.e., cyclical linkage, monotonic trending linkage, and terminal up-and-down
volatile linkage) of single-period EGLIs on the cost frontier are distilled as

the following three propositions.

Proposition 28 The cyclical linkage of single-period EGLIs on the cost
frontier occurs if one of siz pairs of the following assumptions holds: (SA1)
and (SA2), (SB1) and (SB2), (SC1) and (SC2), (SD1) and (SA2), (SE1)
and (SB2), or (SF1) and (SC2).

(SA1) The signs of OEGLI;, /aEng y and OEGLIT;, 5 ,p JOEFR 4 o1
are the same as the signs of OEGLIT; , op /GEF” 1yor and OEGLIT,, |\ op
JOEFER _, . respectively;
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(SA2) One of two triplets of the assumptions of Proposition 16 holds:
(A0), (A1), and (A2); or (A0), (B1), and (B2);
(SB1) The signs of OEGLI ]t/aqf’;t and OEGLIL;, 5, or /0415, 5. or

are the same as the signs of OEGLI[, op /(9q”t+2T and OEGLIS;, | or
Yiliy -1t Tespectively;

(SB2) One of two triplets of the assumptions of Proposition 20 holds:
(E0), (A1), and (C2); or (EO), (B1), and (D2);

(SC1) The signs of OEGLI Jt/(?H’IJt 1 and OEGLI;, o op JOH Iy 5407
are the same as the signs of 0OEGLIT;, op JOHI; 1 or and OEGLIT;, | ,p
JOHI;_oior , respectively;

(SC2) One of two triplets of the assumptions of Proposition 24 holds in
t—1: (H0), (E1), and (C2); or (HO), (F1), and (D2);

(SD1) The signs of OEGLI];, /aEFf;  and OEGLIL, 5 ,r JOEFR 4 op
are different from the signs of OEGLI[; , op /(9EFZ 1yor and OEGLI[;, | op
/ OEF[,_, op, respectively;

(SE1) The signs of OEGLI[;, /045, and OEGLI],, o, o0 /04, 5 or
are different from the signs of OEGLIT; ,, or /8qi’j’t+2T and OEGLI[;, | op
/041 4or » Tespectively;

(SF'1) The signs of OEGLI N/@HIN 1 and OEGLIf;, o op /OHI;; 5107
are different from the signs of OEGLI[ , op /OH Iy 1190 and DEGLIS;, | op
JOHI;_oior, respectively.

Proof. From Propositions 16, 20, and 24, assumptions (SA2), (SB2), and
(SC2) mean that the cyclical linkages of single-period dynamic cost effi-
ciencies, single-period optimal planned financial goods, and single-period
Herfindahl indices, respectively, occur. From Definition L1 of Definition 23
and Proposition 27 (Eq. (6.4)), assumptions (SA1), (SB1), and (SC1) mean
that the signs of these cyclical linkages are invariable, whereas assumptions
(SD1), (SE1), and (SF1) mean that the signs of these cyclical linkages are
inverse. From Definition L1 of Definition 23, the cyclical linkage of single-

period EGLIs on the cost frontier occurs. =

Proposition 29 The monotonic trending linkage of single-period EGLIs on

the cost frontier occurs if one of six pairs of the six assumptions of Proposition

94



28 and assumptions (MA2), (MB2), and (MC2) holds: (SA1) and (MA2),
(SB1) and (MB2), (SC1) and (MC2), (SD1) and (MA2), (SE1) and (MB2),
or (SF1) and (MC2).

(MA2) One of two triplets of the assumptions of Propositions 16 and 17
holds: (C0), (A1), and (B2); or (C0), (B1), and (A2);

(MB2) One of two triplets of the assumptions of Propositions 16, 20, and
21 holds: (F0), (A1), and (D2); or (F0), (B1), and (C2);

(MC2) One of two triplets of the assumptions of Propositions 20, 24, and
25 holds int — 1: (10), (E1), and (D2); or (10), (F1), and (C2).

Proof. The proof of this proposition is similar to the proof of Proposition
28 with the exception of replacing the cyclical linkage and so forth with the

monotonic trending linkage and so forth, so we omit the derivation. m

Proposition 30 The terminal up-and-down volatile linkage of single-period
EGLIs on the cost frontier occurs if one of six pairs of the siz assumptions
of Proposition 28 and assumptions (TA2), (TB2), and (TC2) holds: (SA1)
and (TA2), (SB1) and (TB2), (SC1) and (TC2), (SD1) and (TA2), (SE1)
and (TB2), or (SF1) and (TC2).

(TA2) One of two triplets of the assumptions of Propositions 16 and 18
holds: (D0), (A1), and (B2); or (D0), (B1), and (A2);

(TB2) One of two triplets of the assumptions of Propositions 16, 20, and
22 holds: (GO0), (A1), and (D2); or (GO), (B1), and (C2);

(TC2) One of two triplets of the assumptions of Propositions 20, 24, and
26 holds int —1: (J0), (E1), and (D2); or (J0), (F1), and (C2).

Proof. The proof of this proposition is similar to the proof of Proposition
28 with the exception of replacing the cyclical linkage and so forth with the
terminal up-and-down volatile linkage and so forth, so we omit the derivation.

6.5 Policy Implications

According to the results in this section, where there is an intertemporal regu-

lar linkage of single-period EGLIs on the cost frontier, the EGLI can increase
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or decrease at least in the short term except for monotonic trending linkages.
Therefore, over the short term, it is difficult to judge the need for industrial
organization policies for promoting competition. However, from a long-term
perspective, if the intertemporal regular linkage of single-period EGLIs on
the cost frontier does not exhibit a downward trend, then industrial organiza-
tion policies for promoting long-term competition are needed. If this linkage
shows an upward trend caused mainly by an upward trend of the intertem-
poral regular linkage of single-period Herfindahl indices, then anti-monopoly
and anti-concentration policies are justified from a long-term perspective. If
the upward trend of the intertemporal regular linkage of single-period EGLIs
on the cost frontier is, however, caused mainly by the intertemporal regu-
lar linkage of single-period dynamic cost efficiencies or single-period optimal
planned financial goods, then other policies are desirable because, in this
case, anti-monopoly and anti-concentration interventions cause unnecessary
distortion in the economy. Specifically, if this upward trend is caused mainly
by the downward (upward) trend of the intertemporal regular linkage of
single-period dynamic cost efficiencies, then industrial organization policies
for improving long-term dynamic cost efficiency (industrial organization poli-
cies in which a long-term improvement in dynamic cost efficiency increases
long-term competition) are needed. Similarly, if the upward trend of the
intertemporal regular linkage of single-period EGLIs on the cost frontier is
mainly caused by the downward (upward) trend of the intertemporal regu-
lar linkage of single-period optimal planned financial goods, then industrial
organization policies for stimulating long-term growth (industrial organiza-
tion policies in which long-term growth increases long-term competition) are

needed.

7 Conclusions

In this paper, on the basis of the GURM constructed by Homma (2009, 2012),
we explored the efficient structure hypothesis proposed by Demsetz (1973)
and the quiet-life hypothesis put forward by Berger and Hannan (1998). We

clarified mathematical formulations and theoretical interpretations of both
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hypotheses, the relative magnitude of the efficient structure hypothesis to the
quiet-life hypothesis, the relation between both hypotheses and the EGLI on
the cost frontier proposed by Homma (2009, 2012), and the relation be-
tween both hypotheses and the existence of intertemporal regular linkages
of single-period dynamic cost efficiencies, single-period optimal planned fi-
nancial goods, single-period Herfindahl indices, and single-period EGLIs on
the cost frontier. In the following, we summarize the major results and offer

conclusions.

7.1 Formulations

On the efficient structure hypothesis, three formulations are possible. The
first formulation is that the efficient structure hypothesis is expressed by
the effect of improved dynamic cost efficiency in the previous period on the
planned optimal financial good in the current period, so it is a direct defini-
tion of the efficient structure hypothesis. The second formulation is that the
efficient structure hypothesis is expressed by the ratio of the following two
sums, so it provides the foundation for rigorous theoretical interpretations:
the numerator is the sum of the net effect of the improvement in dynamic
cost efficiency in the previous period and the effect of the same improvement.
The former net effect is on the GURP on the cost frontier (i.e., the dynamic
frontier marginal variable cost with respect to the planned optimal financial
good) in the current period and on dynamic actual marginal variable cost
with respect to the planned optimal financial good in the current period.
This net effect is normalized by the same dynamic actual marginal variable
cost and accounts for the correction in dynamic marginal cost efficiency in
the current period. The latter effect is on the elasticity of dynamic actual
variable cost in the current period with respect to dynamic cost efficiency
in the current period. This effect is normalized by the square of the same
elasticity. Similarly, the denominator is the sum of the net effect of an in-
crease in the planned optimal financial good in the current period and the
effect of the same increase in the planned optimal financial good. Similar

to the numerator, the former net effect is on the same GURP and the same
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dynamic actual marginal variable cost. This net effect is normalized by the
same dynamic actual marginal variable cost and accounts for the correction
in dynamic marginal cost efficiency in the current period. The latter effect
is on the same elasticity of dynamic actual variable cost and is normalized
by the square of the same elasticity. The third formulation is that the net
effect in the numerator of the second formulation is expressed by the sum
of the effects of the improvement in dynamic cost efficiency in the previous
period on the efficiency difference of the GURP of the planned optimal fi-
nancial good in the current period, the pricing error of the same financial
good, and dynamic actual marginal variable cost with respect to the same fi-
nancial good, which is corrected by dynamic marginal cost inefficiency in the
current period, respectively. Similar to the numerator, the net effect in the
denominator of the second formulation is expressed by the sum of the effects
of an increase in the planned optimal financial good in the current period
on the same factors as the numerator. This formulation is, therefore, used
to thoroughly interpret the efficient structure hypothesis with these effects.
Similarly, regarding the quiet-life hypothesis, three formulations are also pos-
sible. The first formulation is that the quiet-life hypothesis is expressed by
the effect of an increase in the Herfindahl index in the previous period on
dynamic cost efficiency in the current period, so it is a direct definition of the
quiet-life hypothesis. The second formulation is that the quiet-life hypothesis
is expressed by the following ratio, so it provides the foundation for rigorous
theoretical interpretations: the numerator is the sum of the net effect of the
same increase in the Herfindahl index and the effect of the same increase.
Similar to the case of the efficient structure hypothesis, the former net effect
is on the same GURP and the same dynamic actual marginal variable cost.
This net effect is normalized by the same dynamic actual marginal variable
cost and accounts for the same correction in dynamic marginal cost efficiency.
The latter effect is on the same elasticity of dynamic actual variable cost, and
is normalized by the same square of the same elasticity. The denominator
is the product of the same dynamic actual marginal variable cost as per the
efficient structure hypothesis and the same square of the same elasticity. The

third formulation is that the same net effect in the second formulation is ex-
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pressed by the sum of the effects of the same increase in the Herfindahl index
on the same efficiency difference of the GURP as per the efficient structure
hypothesis, the same pricing error, and the same corrected dynamic actual
marginal variable cost, respectively, so it is the formulation that is used to

thoroughly interpret the quiet-life hypothesis with these effects.

7.2 EGLI on the Cost Frontier

In terms of whether support for either or both of the hypotheses is desir-
able from the perspective of the EGLI on the cost frontier, the results of the
theoretical analysis herein suggest that both desirable and undesirable cases
exist, with the following two points being particularly noteworthy: 1) it is not
always possible to invoke support for the quiet life hypothesis to justify anti-
monopoly and anti-concentration policies; and 2) new industrial organization
policies are needed where support for the efficient structure hypothesis is un-
desirable. Regarding the first point, support for the quiet-life hypothesis can
decrease the EGLI on the cost frontier (i.e., increase the degree of competi-
tion on the cost frontier), so that support for this hypothesis does not always
justify anti-monopoly and anti-concentration policies, even if an increase in
market concentration decreases dynamic cost efficiency. Justification of such
policies is restricted to the case that an increase in market concentration
increases the EGLI on the cost frontier (i.e., decreases the degree of compe-
tition on the cost frontier), so enactment and enforcement of these policies
requires careful consideration. In terms of the second point, so far, there is
no theoretical foundation for suggesting that support for the efficient struc-
ture hypothesis is undesirable. At least theoretically, there are, however,
both cases where support for the efficient structure hypothesis decreases the
EGLI on the cost frontier (i.e., increases the degree of competition on the
cost frontier) and increases the EGLI on the cost frontier (i.e., decreases the
degree of competition on the cost frontier). Regarding the latter, it is judged
that support for the efficient structure hypothesis is undesirable. In this case,
new industrial organization policies which differ from existing anti-monopoly

and anti-concentration policies, and under which efficiency improvements in-
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crease the degree of competition on the cost frontier, are required.

7.3 Trends in Intertemporal Regular Linkages

Where intertemporal regular linkage of single-period EGLIs exists on the cost

frontier, the need for industrial organization policies must be judged from a

long-term perspective. As discussed, policy implications differ depending on

the direction and cause of this linkage, and as such, careful consideration

is required to determine when and why anti-monopoly/anti-concentration

policies and policies designed to increase long-term competition via improving

dynamic cost efficiency or long-term growth are needed.
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