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High bit depth infrared image compression
via low bit depth codecs

Evgeny Belyaev, Claire Mantel, and Søren Forchhammer

DTU Fotonik, Technical University of Denmark, 2800 Kgs. Lyngby, Denmark

ABSTRACT

Future infrared remote sensing systems, such as monitoring of the Earth’s environment by satellites, infrastructure
inspection by unmanned airborne vehicles etc., will require 16 bit depth infrared images to be compressed and
stored or transmitted for further analysis. Such systems are equipped with low power embedded platforms where
image or video data is compressed by a hardware block called the video processing unit (VPU). However, in many
cases using two 8-bit VPUs can provide advantages compared with using higher bit depth image compression
directly. We propose to compress 16 bit depth images via 8 bit depth codecs in the following way. First, an input
16 bit depth image is mapped into 8 bit depth images, e.g., the first image contains only the most significant
bytes (MSB image) and the second one contains only the least significant bytes (LSB image). Then each image
is compressed by an image or video codec with 8 bits per pixel input format. We analyze how the compression
parameters for both MSB and LSB images should be chosen to provide the maximum objective quality for a
given compression ratio. Finally, we apply the proposed infrared image compression method utilizing JPEG and
H.264/AVC codecs, which are usually available in efficient implementations, and compare their rate-distortion
performance with JPEG2000, JPEG-XT and H.265/HEVC codecs supporting direct compression of infrared
images in 16 bit depth format. A preliminary result shows that two 8 bit H.264/AVC codecs can achieve similar
result as 16 bit HEVC codec.

Keywords: Infrared image coding, HDR

1. INTRODUCTION

Many infrared sensors nowadays offer a sensitivity of 14 to 16 bits for raw data and reducing the dynamic range
of such acquired images means in most cases losing some information. For scientific radiometry applications
of infrared remote sensing systems, such as monitoring of the Earth’s environment by satellites, infrastructure
inspection by unmanned airborne vehicles etc., 16 bit depth infrared images are therefore required and need to be
compressed and stored or transmitted for further analysis. There are several image and video coding standards
which support 9–16 bit depth format, e.g., H.265/HEVC,1 JPEG20002 and JPEG-XT.3 However, hardware
implementations of the listed codecs are not available in the vast majority of existing low power embedded
platforms, while their software implementations are too computationally demanding. At the same time, in most
cases such platforms are equipped with a hardware block called video processing unit (VPU) which is able to
compress images or videos captured in 8 bit depth format. The main drawback is that such VPU’s cannot
compress 16 bit depth data directly.

To overcome the limitation mentioned, in this paper we present a simple approach which enables 16 bit
depth infrared images compression utilizing codecs designed for 8 bit depth formats. Inspired by JPEG-XT
framework,4,5 first we apply a separation algorithm which splits an input 16 bit depth image in two 8 bit depth
images. The first image contains only the most significant bytes (MSB image) and the second one contains only
the least significant bytes (LSB image). Then each image is compressed by an existing image or video codec with
8 bits per pixel input format. Taking into account that the most frequent VPU can compress with JPEG, PNG
and H.264/AVC we utilize these codecs in our approach. We show how to select the quantization steps for both
images in order to provide the maximum Signal-to-Noise Ratio (SNR) for a given bit rate constraint. Afterwards,
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we present a predefined set of quantization steps which can be applied for real-time scenario. Experimental results
show that the proposed encoding scheme provides similar or better rate-distortion performance comparing to
HEVC and JPEG-XT Parts B and C with ’global Reinhard’ tone mapping operator.9

The rest of the paper is organized as follows. Section 2 introduces the proposed coding algorithm and the
encoding parameters selection. Performance evaluation is presented in Sections 3. Conclusions are made in
Section 4.

2. PROPOSED CODING SCHEME

2.1 Encoding and decoding

We assume that each pixel xi of an input image x = {x1, x2, ..., xN} is an non negative integer value represented
in 16-bit format (two bytes per pixel), i.e., 0 ≤ xi ≤ 216 − 1. First we extract the most significant byte (MSB)
of each pixel xi and generate the MSB image y = {y1, y2, ..., yN} as

yi =
⌊ xi

256

⌋
. (1)

Then we extract the least significant byte (LSB) of each pixel xi and generate LSB image z = {z1, z2, ..., zN} as

zi = (xi mod 256). (2)

One can see that 0 ≤ yi, zi ≤ 28 − 1, i.e., both the MSB and LSB images can be represented by 8 bits per pixel
known as YUV 4:0:0 color space format which is supported by the vast majority of existing VPU’s.

For y and z compression we utilize two different image encoders: the first one is for lossless compression and
the second one is for lossy compression. As an example, Figure 1 shows the case when PNG encoder is used for
lossless coding and JPEG is used for lossy coding. The MSB image is compressed by both encoders and then the
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Figure 1: Proposed encoding scheme utilizing JPEG and PNG video processing units (VPU)

shortest bit stream is stored or transmitted. The same approach is applied for the LSB image. At the decoder
side, the reconstructed pixel is calculated as

x̂i(q,Q) = 28 · ŷi(q) + ẑi(Q), (3)

where ŷi and ẑi are reconstructed values of MSB and LSB images, respectively, and q and Q are corresponding
JPEG quality factors, q,Q ∈ {1, ..., 100}. If Q = 1 then before the encoding we multiply all pixels of LSB image
by zero.
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Figure 2: Fast optimization via (6) versus all {q,Q} combinations for different VPU’s

2.2 Fast selection of coding parameters

The coding performance of the considered scheme depends on quality factors q and Q.6 In general case, to
obtain operational rate-distortion curve for each image we need to encode it with all possible pairs {q,Q}, i.e.,
|q|× |Q| = 10000 times which is too computationally demanding (if H.264/AVC is selected as lossy encoder then
q,Q ∈ {0, 1, ..., 51} and |q| × |Q| = 2704). Instead we propose the following fast optimization. Building on (3)
the sum of absolute differences between original and reconstructed images is calculated as:

D(q,Q) =
∑
i

|xi − x̂i(q,Q)| =
∑
i

∣∣28(yi − ŷi(q)) + zi − ẑi(Q)
∣∣ . (4)

Equation (4) can be approximated as

D(q,Q) ≈ D̂(q,Q) = 28
∑
i

|yi − ŷi(q)|+
∑
i

|zi − ẑi(Q)| = 28Dy(q) + Dz(Q). (5)

The sums of absolute differences Dy(q) and Dz(Q) as well as corresponding bit stream sizes Ry(q) and Rz(Q)
can be determined utilizing |q|+ |Q| encodings. Then for each target bit stream size R∗ we need to find {q∗, Q∗},
so that {

min D̂(q,Q)
subject to Ry(q) + Rz(Q) ≤ R∗.

(6)

The proposed optimization is |q|×|Q||q|+|Q| times faster than the full search. Figure 2 shows rate-distortion points

for all possible combinations of {q,Q} and optimization via (6) for test image Fluke 1 (see Figure 5, a)). Here we
considered three combinations of lossless and lossy encoders. In all of the cases the PNG encoder has been used
for lossless encoding, while as lossy encoder we used JPEG (Figure 2, a)), x264 in ultrafast profile (Figure 2, b))
and x264 in veryslow profile (Figure 2, c)). One can see that in all cases the proposed optimization via (6) is
close to the operational rate-distortion curves.

2.3 Predefined set of coding parameters

The proposed optimization via (6) is much faster than the full search. However, it is still computationally demand-
ing for real-time applications, since it requires |q|+ |Q| encodings. To overcome it we propose to use predefined
{qi, Qi} pairs so that an increase of index i corresponds to reduction of bit rate and increase of distortion close to
the operational rate-distortion curve. Figure 3 shows pairs {q∗, Q∗} obtained via (6) for different test image sets
in a case when PNG and JPEG are selected as lossless and lossy codecs. Each curve starts from the pair {100, 100}
which corresponds to the maximum quality and then connects all the remaining pairs in the bit rate reduction
order. We can observe that in most of the cases the following set of pairs {100, 100}, {100, 99}, ..., {100, 20},
{95, 1}, {94, 1}, ..., {1, 1} correspond to the rate-distortion curves obtained via (6) for all test images. Building
on this observation we propose to select the encoding parameters {q,Q} only from the listed set of pairs. Sim-
ilarly, in a case when PNG and x264 are utilized as lossless and lossy codecs, each curve starts from the pair
{0, 0} and the following set {0, 0}, {0, 1}, ..., {0, 45}, {0, 51}, {1, 51}, ..., {51, 51} provides the best performance.
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Figure 3: {q,Q} pairs selected via (6) for JPEG+PNG scheme
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Figure 4: {q,Q} pairs selected via (6) for x264 (ultrafast)+PNG scheme

3. PERFORMANCE EVALUATION

Experimental results were obtained for infrared image is captured by three different infrared cameras: Fluke Ti32,
Flir Boson and Flir Tau2 with resolutions 320× 240, 320× 256 and 640× 512, respectively. For each camera we
selected four images called Fluke 1–4, Boson 1–4 and Drone 1–4∗ (see Figure 5). The proposed infrared image
coding approach is compared with H.265/HEVC,1 JPEG20002 and JPEG-XT3 video and image coding standards
supporting 16 bit depth images. For H.265/HEVC results we used Main profile of HM 16.14 reference software7

compiled with high bit depth support (RExt HIGH BIT DEPTH SUPPORT=1). For JPEG20000 results we
used OpenJpeg software version 2.1.2.8 The JPEG-XT compression was performed using the reference software
(part of ISO/IEC 18477-5) release 1.53 (Feb. 2017). Profiles B and C were used with the embedded ’global
Reinhard’ tone mapping operator to obtain the Low Dynamic Range image. The JPEG-XT compression is
defined by two quantization parameters, q for the JPEG encoding of the residual layer and Q for the quantization
of the extension layer. For each profile, all possible {q,Q} pairs were applied and the best results in terms of
rate-distortion were selected. The proposed approach was executed in two versions. In the first version denoted
as ’JPEG+PNG’ we used PNG encoder as lossless encoder and JPEG as lossy encoder. In the second version
denoted as ’x264+PNG’ we used PNG encoder as lossless encoder and x264 veryslow as lossy encoder. In both
cases we utilized the predefined sets of encoding parameters introduced in Section 2.3.

As an objective quality metric we used Signal-to-Noise Ratio (SNR) computed as

SNR = 10 log10

x2
max

d
, (7)

where xmax is maximum value in input image x, and d is mean square error computed as d = 1
N

∑
i(xi − x̂i)

2.

∗We would like to thank DroneSystems, Denmark for proving the IR images, Drone1–4.
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(a) Fluke1, 320× 240
xmin = 1177, xmax = 1493

(b) Fluke2, 320× 240
xmin = 861, xmax = 1857

(c) Fluke3, 320× 240
xmin = 1314, xmax = 1815

(d) Fluke4, 320× 240
xmin = 994, xmax = 1669

(e) Boson1, 320× 256
xmin = 17416, xmax = 23003

(f) Boson2, 320× 256
xmin = 16818, xmax = 22219

(g) Boson3, 320× 256
xmin = 16699, xmax = 21622

(h) Boson4, 320× 256
xmin = 16562, xmax = 29202

(i) Drone1, 640× 512
xmin = 6424, xmax = 6855

(j) Drone2, 640× 512
xmin = 6366, xmax = 6827

(k) Drone3, 640× 512
xmin = 6558, xmax = 6864

(l) Drone4, 640× 512
xmin = 6174, xmax = 6856

Figure 5: Test infrared images taken by a Fluke Ti32 camera, Boson xxx camera, Drone xxx camera

Figures 6,7 show rate-distortion performance of different infrared image coding approaches. One can note that
in most cases the proposed ’x264+PNG’ version provides similar or better rate-distortion performance compared
to HEVC and JPEG-XT Parts B and C, while the proposed ’JPEG+PNG’ version shows worse performance
compared to both HEVC and JPEG-XT. Finally, JPEG2000 achieves the best performance for all test images.

4. CONCLUSION

In this paper we presented 16 bit depth infrared image coding based in 8 bit depth image or video codecs. The
main advantage of the proposed approach is it provides relatively good rate-distortion performance and enables
a high bit depth infrared image coding at the vast majority of existing embedded platforms equipped by 8 bit
depth codecs only. This makes it a good candidate for real-time high bit depth infrared image coding systems.
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Figure 6: Rate-distortion comparison of different encoding algorithms
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Figure 7: Rate-distortion comparison of different encoding algorithms
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