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Optimization-Based Wearable Tactile Rendering

Alvaro G. Perez* Daniel Lobo* Francesco Chinello Gabriel Cirio
Monica Malvezzi  José San Martin ~ Domenico Prattichizzo ~ Miguel A. Otaduy

Abstract —Novel wearable tactile interfaces offer the possibility to simulate tactile interactions with virtual environments directly on our
skin. But, unlike kinesthetic interfaces, for which haptic rendering is a well explored problem, they pose new questions about the
formulation of the rendering problem. In this work, we propose a formulation of tactile rendering as an optimization problem, which is
general for a large family of tactile interfaces. Based on an accurate simulation of contact between a finger model and the virtual
environment, we pose tactile rendering as the optimization of the device configuration, such that the contact surface between the
device and the actual finger matches as close as possible the contact surface in the virtual environment. We describe the optimization
formulation in general terms, and we also demonstrate its implementation on a thimble-like wearable device. We validate the tactile
rendering formulation by analyzing its force error, and we show that it outperforms other approaches.

Index Terms —Tactile rendering, wearable haptics, soft skin, virtual environments.
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1 INTRODUCTION

H APTIC rendering stands for the process by which desire
sensory stimuli are imposed on the user in order to conv
haptic information about a virtual object [1]. Haptic renidg
has been implemented mostly using kinesthetic devicesienthe
problem can be formulated as the simulation of a tool object
contact with other environment objects, and feedback islayed
by either commanding the configuration of this tool objecthe
device (in admittance display), or by computing couplingcés
between the tool object and the device (in impedance disf2dy

In recent years we have witnessed the advent of multig
cutaneous haptic devices, using a variety of stimuli to eynv'
haptic information (vibrotactile feedback, local contatrface
modulation, skin stretch, or even ultrasound feedback)reDdly,
haptic _rende”r_]g of virtual environments is mostly I|m|_lmiool- Fig. 1. Example of tactile rendering during the exploration of a ball.
based interaction, but the progress on cutaneous devies dipe The image on the left shows virtual contact between the soft finger
door to direct hand interaction too. Moreover, cutaneoadid@ck, model and the ball. Based on the colliding finger points, our optimization-
which operates with smaller forces than kinesthetic feeklpdoes based algorithm computes the optimal device configuration, shown on

he right, such that the contact surface displayed to the user is as similar

not need to be grounded on an external support, and candhere s possible to the virtual contact surface. The inset shows a virtual
be wearable. As the hardware technology becomes availdgle, representation of the optimal device configuration in the local reference
question then arise$iow should haptic rendering be formulatedof the finger, simulating the deformation produced by the device in
for cutaneous devices? contact with the finger.

In this work, we propose a formulation of tactile rendering
as an optimization problem. Given a simulation of virtuahiaet
between a model of the user's skin and a virtual environme
we formulate the control of a tactile interface as the proble
maximizing the similarity of contact between the user'd sddn
and the tactile interface. This paper is an extended versicn
previously published paper [3], which proposed an optitza
based tactile rendering algorithm for a large family of vedsde
cutaneous devices that stimulate the skin through locatacon

ﬁyrface modulation (LCSM). The rendering algorithm was based
on the principle ofcontact surface matching.e., minimizing the
deviation between the contact surface in the virtual emvirent

and the contact surface rendered by the device. In this paper
we augment optimization-based tactile rendering to adcéam
workspace limits of the devices, turning the formulatiotoira
constrained optimization. We also support a larger set vicds,
both parallel and open-chain mechanisms.

) ) As we summarize in Section 3, as a first step we follow a
e *A. G. Perez and D. Lobo contributed equally to this work anoluth be trat imilar to tool-b d ki theti dering .
considered joint first authors. strategy similar to tool-based kinesthetic rendering bms: _
e A. G. Perez, D. Lobo, G. Cirio, J. San Marf and M. A. Otaduy are We sSimulate the interaction between a model of the useris ski
with the Department of Computer Science, Universidad Rep &iarlos, and the virtual environment. For optimal estimation of tbatact

Madrid, Spain. surface with the virtual environment, we simulate the skiing a
Contact: see http://mslab.es

e F Chinello, M. Malvezzi, and D. Prattichizzo are with theitrsity of NoOnlinear model [4].
Siena, Italy, and the Istituto Italiano di Tecnologia, Genoalyt As a second step, we formulate the computation of the device

Manuscript received xxxx; revised XxxXx. configuration as an optimization problem, minimizing thetzwt
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surface deviation between the virtual environment and tteah tool and the configuration of the haptic device [2], [31],]333],
device. In Section 4, we formulate tactile rendering in gehe [34].
terms as a constrained optimization, both for open-chaipamal- For cutaneous rendering, on the other hand, algorithmic re-
lel mechanisms, and accounting for device workspace @ingdr search is scarce. In the case of data exploration and ititamac
We demonstrate the application of our tactile rendering abn tactile displays, there are thorough rendering methaitb b
gorithm on a wearable thimble-like device [5]. In Section B wfor vibrotactile feedback [35] and for friction modulatiarsing
discuss specifics of the implementation of the renderingriglyn  electrovibration [36]. In the case of LCSM, research on hard-
for this device. ware aspects has typically been accompanied by proof+iufegut
We have tested our rendering algorithm on a variety of cantademonstrations not capable of rendering arbitrary confilee
configurations, such as the exploration of a ball shown in Eig thimble-like device presented by Prattichizzo et al. [15/dulates
Most importantly, we have analyzed the error between théacdn contact area by pressing and orienting a small mobile piatfo
forces in the virtual environment and the forces produceatny But this device also supports force rendering, by contrgllime
tactile rendering algorithm. We have compared this foraerer force exerted by the platform on the finger pad, which allows
for several methods, and we demonstrate that the condlraitiee use of typical kinesthetic rendering algorithms. Toedde
optimization formulation outperforms our earlier unceasted common approach to cutaneous rendering is to design a fiedpli
optimization, as well as device-specific heuristic appheac contact model for each finger pad, compute a single force (and
possibly torque) per finger pad, and display this to the U$er.ex-
isting simplified finger contact models include: a non-peatétg
2 RELATED WORK frictional point [37], a point contact with frictional momés [38],
As of today, there is no standardized skin stimulation métfoo  or one-dimensional deformation models [39]. These modaelsrig
cutaneous haptic rendering. Vibratory feedback is oneuséition the high-resolution mechanoreceptor density of finger skid
method that has been successfully used for conveying irsftiom |argely oversimplify the complex force fields perceivable the
through the tactile sensory channel. The most common examfihger pad into a single force.
nowadays is the use of vibrotactile displays [6], but vibrat Cutaneous rendering enjoys an important advantage over
feedback has also been integrated in wearable devices,o@.g.kinesthetic rendering. Without kinesthetic feedback, Hagptic
the user’s back [7], using an arm suit [8], on the foot [9], erea loop is intrinsically passive [40]. As a result, stabilitfcautaneous
bracelet [10]. rendering does not impose impedance or update rate resisct
The stimulation method we adopt in our work can be referred This paper constitutes an extended version of a previous con
to as local contact surface modulation or LCSM. It consists @&&rence work [3]. Here, we extend this previous work in npi
displaying a virtual object by imposing on the skin a contagiays: we outline the optimization formulation for both open
surface that approximates the one of the virtual object. L&8&M chain and parallel mechanisms, we incorporate device \pades
be achieved using pin arrays [11], [12], [13], a mobile gati constraints thanks to a constrained optimization fornumatwe
located under the finger pad [5], [14], [15], or using a flegibldiscuss implementation details for a type of LCSM device, aad w
membrane to control the ratio between contact force andacbntcompare the accuracy of our method to other approaches.
area [16]. Dostmohamed and Hayward [17] studied the pearept
of shape by controlling the trajectory of the contact regiohile
Frisoli et al. [18] studied the effect of cutaneous feedbarkhe 3 TACTILE RENDERING OVERVIEW
perception of contact surface orientation. In our context, tactile rendering consists of defining cointr
LCSM can be considered an extension of contact locati@m@mmands for a tactile device, such that the user perceiveed
display. Provancher et al. [19] designed a device that olthe and positions that simulate contact with a virtual envirent\We
position of a tactile element under the user’s finger pad,theg do this following a model-based control approach. We trdek t
demonstrated the ability to discriminate surface cuneag well position and orientation of the user’s finger, and we use tlem
as moving objects. Later, they extended the device to coptth  guide the simulation of a virtual model of the finger in thetwal
tangential skin stretch and normal contact force [20], amelyt environment. We compute contact information (i.e., foreesl
also designed a rendering algorithm to faithfully accoamtéfdge deformations) for the surface of the finger pad model, and see u
sharpness in the optimization of contact location [21]. this information to compute a configuration of the tactilevide
Skin stretch is yet another possible stimulation method. #hat produces the best-matching contact on the user’s reggrfi
precursor for this type of stimulation method was to modulapad.
slip between the finger pad and a rotating object [22]. Other In this work, we formulate the computation of the device
example implementations include the application of distiéd configuration as aontact surface matchingptimization problem.
and modulated local stretch at high frequencies to simtéxteire We optimize the geometry of contact with the user’s finger, pad
exploration [23], applying stretch with a strap on the fingemot contact forces. With our approach, optimization of echt
pad [24], 2D tangential displacement of the finger pad [2B§],] geometry is computationally less expensive than optiritnabf
stretch of the finger pad skin with 3 degrees of freedom [27], contact forces, but it is best suited for interaction withidior stiff

fabric-based bracelets [28]. virtual objects, not with soft virtual objects.
Finally, a recent alternative is the use of air vortices or Fig. 2 depicts the elements involved in the optimizationbpro
ultrasound for mid-air cutaneous stimulation [29], [30]. lem. Without loss of generality, let us assume that conialed

For kinesthetic rendering, two decades of research haviledblace between a finger mod&land a virtual objecO. At every
an accepted algorithm standard: a tool object is simulatbgest simulation step, we identify the contact surfégg betweerF and
to contact constraints with the virtual environment, angtés are Q. Using the tactile device, we will try to produce a contactace
rendered as a function of the deviation between the constiai Sp between the devic® and the real finger, such that both contact
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F F 4 CONTACT SURFACE MATCHING

The major novelty in our work is the formulation of tactile
D rendering as a constrained optimization problem on the gonfi
o) - uration of the device. In this section, we describe in ddtsg
\ optimization problem. We start with a generic descriptidrihe
\ optimization formulation, discussing differences betwespen-
chain and parallel mechanisms, and introducing device spa&e
Fig. 2. Schematic depiction of Contact Surface Matching. Left: Contact limits as constraints. Then we formulate a contact surfase-d
between a finger model F and a virtual object O produces a set of points ~ ation metric, which forms the core of contact surface maighi
in contact C, shown in red, and a set of points not in contact N, in blue.  as an optimization problem. And we conclude by discussing

Right: Contact Surface Matching aims to optimize the configuration of S - .
the device D such that the sets of points in contact and not in contact the solver for the optimization problem and additional rieeg

are preserved. The figure shows an unoptimzed device configuration. To  Computations.
compute signed distances for points not in contact, we extend the device
as a 90-degree truncated cone (shown as dotted lines).

4.1 Open-Chain Vs. Parallel Mechanisms

The formulation of contact surface matching differs sligtde-

pending on the type of kinematic structure of the tactileickev
surfaces are as similar as possible, i.e., (i —Sp| under an Here, we consider two broad types of devices, those built us-
appropriate similarity metric. In Section 4 we describe comtact ing an open-chain mechanism, and those built using a phralle
surface matching optimization algorithm in detail. mechanism. For these two types, the natural search spabe of t

To estimate the contact surfaBg between the devic® and OPtimization algorithm is different, to account for the &matics

the real finger, we actually compute the contact surface dtw functions that can be expressed in closed-form and those tha
the device and the finger mod&! Therefore, the accuracy of ourcannot.
model-based control approach depends to a large extenteon th Let us define the actuator coordinates of the device, @d
accuracy of the finger model. As the deviBemoves against the the end-effector coordinates as For an open-chain mechanism,
user's actual finger, the surface of the skin will change.r&fuze, W€ can express in closed-form the forward kinematice). For
to compute a correct surface matching, the simulation ofamn & parallel mechanism, instead, we can express in closeufu
between the finger modl, the virtual objectd, and the device inverse kinematicg(w).

must be as realistic as possible, and must predict how thaceur A LCSM device defines a surface geomely which is a
of the real finger will be affected by contact. direct outcome of the end-effector coordinates, Dgw). Contact

) ) . o . surface matching can be expressed as the minimization oé som
We simulate the skin using a strain-limiting deformationyyiective functionf that depends on the device geomeiryBut
model [4], which is capable of reproducing the extreme nofe search for the optimal device configuration should acttar
linearities in human skin, solved efficiently with a nonéme o \yorkspace constraints of the device, which can be espdda
constrained dynamics solver [41]. At low forces, we COMPUIR s of the actuator coordinates@&y) > 0. Then, putting it all

deformations using a regular linear corotational finiterredat together, contact surface matching is expressed as a aiwesir
model (FEM) [42]. With a low Young modulus the finger padoptimiza’tion problem.

of I deforms even with low forces, hence replicating the befravio’ o, o, open-chain mechanism, we exploit the closed-form
of true skin. At high forces, we augment the linear corotaio
FEM formulation with strain-limiting constraints. Constiss are . ginateq;* as the solution to the following constrained opti-
defined on the principal components of the deformation eretdi i’ otion problem:

and they are activated locally on each element of the FEM inode

when its deformation exceeds a certain value. In this wastspa g* =argminf(D(w(q))), s.t. C(q)>0. Q)

of the skin that reach the deformation limit start actingdiig
The deformation of the finger pad &f saturates at high forces.
This nonlinear model can be tuned for each particular usign, w
an error of less than 17% in its force-area response [43].

expression of forward kinematics, and compute optimalaotu

For a parallel mechanism, we exploit the closed-form ex-
pression of inverse kinematics, and compute optimal efetieir
coordinatesv* as the solution to the following constrained opti-

mization problem:
To couple the skin simulation to the user’s motion, we follow

the same overall architecture as in [44]. For the case of &ifing w* =argminf(D(w)), s.t. C(q(w)) =0. (2)

we track the motion of the user's finger in the real world, Se{ then we compute the optimal actuator coordinafesising

a wscoelas'_[lc_ coupllng betwe(_an the tracked conflgura_ltmnh @ the inverse kinematics.

simulated rigid body in the virtual world, and set stiff spgi

connections between this simulated rigid body and the nofles o o )

the FEM model of the skin. As a result, when the user moves tfte?  Definition of the Objective Function

finger, the motion is transmitted to the FEM modelWhen the Conceptually, given the surface of the virtual objértand the
simulated finger is constrained by contact, the user mayiraomt surface of the devicd®, we want the contact surface between
moving the real finger in an unconstrained manner, due to ttkee finger modelF and these two surfaces to be the same, i.e.,
lack of kinesthetic feedback. However, no matter how lafge tSg = Sp. In other words, the points in contact in both surfaces
coupling force is, the deformation limits of the finger modesure should be the same, and the points not in contact should also b
that the deformation of the finger, and hence tactile renderi the same. Points in contact between the finemnd the virtual
remains valid. object O have zero distance, and we wish the same points to
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dist(x;,D) dist(x;,D)

Fig. 3. The cost functions are different for points in contact or not in
contact. For points in contact (left), we penalize equally the distance to
the device. For points not in contact (right), we penalize only those that
penetrate the device (i.e., with negative distance).

have zero distance between the findfeand the deviceD. But

4

every rendering frame we take the deformed finger mé&deind
use this deformed finger to compute distances to the deviceimo

The objective function in Eqg. (3) could include a temporal
smoothing term to eliminate possible jitter and alleviate t
presence of local minima. However, in our implementation we
have not added such a term to focus the evaluation of results o
raw contact surface matching.

4.3 Optimization Algorithm

We have explored several gradient-based methods to sodve th
constrained optimization problems in Eqg. (1) and Eq. (2). In
practice, we have obtained good performance using the SLSQP

for points not in contact between the finger model and thei@irt sequential quadratic programming routine in NLopt [45]. This
object, we simply want them to have positive distance betweeoutine requires the computation of gradients of the object
the finger model and the device (where negative distance snefumction and the constraints.

that the points of the finger penetrate the device); in thie ¢he

Let us consider the constrained optimization problem in Ey. (

values of distances do not need to match. Our surface matchior parallel mechanisms; the formulation is similar for ope

descriptor is more relaxed than surface-to-surface distametrics
(e.g., Hausdorff distance). But, at the same time, it enstirais
both points in contact and points not in contact are accaufue
when determining the deviation of contact surfaces.

We formalize the contact surface deviation in the following
way. Given a set of sample poinfs; } on the surface of the finger

model F, we split them into a se€gy of points in contact with

the virtual objectO, and a seNg of points not in contact. This

information is provided by the skin contact simulation désed in

chain mechanisms. Then, the gradient of the objective fomct
from Eq. (3) w.r.t. end-effector coordinates can be exmesa
general terms as:

ot < . adistx,D) D
-— —2ie dls'[(x,,IDJ)T W 4
@
12y (distyD) g dWD) 9D
ieNgNCp oD dw

Section 3. For points in contadts Co, we wish their distance to Note that this gradient adds up two terms: one for points irtaxt
the deviceD to be zero. To favor this fact, we design a quadratigith the virtual object, and another one for points not inteah
cost function as shown in Fig. 3-left. For points not in catta ith the virtual object but in contact with the device.

i € Ng, we wish their distance to the devi@eto be positive. To

And the gradient of the workspace constraints w.r.t. end-

favor this fact, we design an asymmetric cost function asvsho effector coordinates can be expressed as:

in Fig. 3-right. In practice, we want the distance of points im

contact to be larger than a small tolerarecelhen, let us define
the setCp of points in contact with the device as those sample

points on the finger model’s surface that are closer thantardie
¢ from the device.

Altogether, we define the objective function of contact soef
matching as the following contact surface deviation mettiadds
up two terms that use different distance functions: one @ntgs
in contact with the virtual object, and another one for peinbt
in contact with the virtual object but in contact with the e

f= % distx,D)*+ 5 (dist(x,D) —€)%.  (3)

ieCp ieNgNCp

This objective function is minimized for actuator coordiem
following Eqg. (1) in case of open-chain mechanisms, or it
minimized for end-effector coordinates following Eg. ()dase

of parallel mechanisms. In Section 5 we describe the obgct
function in more detail for the particular type of LCSM devic

used in our experiments.

The evaluation of distances between devicand finger model 5

e

g ow

Given a parameterization of the surface of the devizethe
computation of gradients makes use of four derivative tethes
derivative of the distance function w.r.t. to the paramizégion
of D, %; the derivative of this parameterization w.r.t. end-
effector coordinatesg%; the derivative of workspace constraints

w.r.t. actuator coordinates‘g—g; and the derivative of inverse

kinematicsg—ﬁv. Of course, all these derivatives are specific to
each LCSM device. If the optimization method reaches a sargul
configuration of the device (i.e., a singular Jacobian okise
kinematicsg—\?v for a parallel mechanism or a singular Jacobian
igf forward kinematic$ for an open-chain mechanism), a small
regularization can be added to the solver. The test devia# inse
our examples does not exhibit singular configurations wiits
workspace.

RENDERING WITH A WEARABLE THIMBLE

F in Eq. (3) should use an accurate model of the finger skin, kvhic
deforms accurately according to the configuration of theadev We have implemented our general tactile rendering algoritim

But computing this deformation as part of the optimizatiooggss
would not be computationally feasible. Instead, we explbé&

the robotic wearable thimble shown in Fig. 4. In this sectioe
first provide a description of the main characteristics efdevice.

same skin simulation we use to compute the contact sugce Then, we describe the specific details for the implementatio

with the virtual object. If the device succeeds to produciralar
contact, we can safely assume that the real finger will berdefd

the optimization algorithm, namely the computation of emht
distances as a function of end-effector coordinates anddhe

similar to the simulated fingeF. Based on this observation, onputation of inverse kinematics.
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input output
g1—>
q2—>
A;
q3—>

b) [

Fig. 4. Thimble-type device used in our experiments. From left to right: (a) actual device, worn by a user; (b) schematic drawing of the device;
and (c) variables and dimensions used in the kinematics analysis. The device is wearable, with a fixed platform mounted on the nail and a mobile
disk-like platform in contact with the finger pad. The parallel structure is controlled through three joint angles (g, dz,ds), which yield two rotational
DoFs (pitch 6 and roll ) and one translational DoF (normal translation Az), which in turn determine the contact surface exposed to the finger pad.

5.1 The Device The yaw anglep of the platform can be obtained from roll and

We use the thimble-like cutaneous device designed by Chieell Pitch angles ag = tan™* (%)- Then, the rotation of the
al. [5], shown in Fig. 4-a. It is composed of a fixed and a mobil@obile platform w.r.t. a reference frame on the fixed platfas
part. The fixed part is grounded on the middle phalanx of tHexn R =R(z @)R(Y,0)R(x, ¢).

finger, on the nail side, and holds three servomotors. Tha joi  The center of the mobile platform is transformed to:
angles of these servomotors constitute the actuator cuateti

in our formulation,q = (qr,Gp,03). The fixed and mobile parts b/2(cospcosd —singsingsiny — cospcosy)
are connected using three limbs with an RRS (Revolute-Revolutd* = —bsingcoso - (N
Spherical) structure [46], which leads to a parallel me@ramwith Az

two angular DoFs (pitct® and roll ) and one translational DoF )
(a displacementz), shown in Fig. 4-b. These constitute the endAnd the attachment points of the legs are transformed to:
effector coordinates in our formulation, i.ev,= (6, ,Az). The
mobile part is formed by a disk-shaped platform placed uitiuker Bi=p+RB1o, Bo=p+RBzo, Bs=p+RB3o. (8)
finger pad, and its motion exposes a locally controllabléserto
the finger pad. We parameterize this disk-shaped platfoingus From these we obtain the transformed normal:
the center of its surfage and its unit normah, i.e.,D = (p,n). (B2~ By) x (Bs— By)

The device is actuated using three servomotors with godid sta n= 2t 3720 9)
torque and position control capabilities. When all threesmo- 1(B2—B1) x (B3 —B4)|
tors are actuated in the same direction, the disk platformerart
a force of up to 4 N. We communicate to the device firmware1
position commands (i.e., the optimal platform configunation an he . N T

N Lo . gradient of the objective function in Eq. (4).
outer control loop running at 50 Hz. The device itself adraither ) . . .
The evaluation of the objective function Eq. (3) requires the

position or force commands on the outer loop, as describEdbin ) . ) .
but using the modified kinematics of the design in [5]. Them, Lcomputation of distances from points on the surface of thgefin

inner loop controls the position of each servomotor at a uatéo tr’p\ode_liF, {|Xi i) toche (gewce platform. Fo_r po'gt;.'T cont?ct V\,:.'th
1 kHz. The firmware transforms the desired platform confitiona € virtual objecti € Lo, We USe an unsigned distance tunction

into desired joint angles, but note that our constrainethopation 0 the_ mobile platform,_becgu_se thelr cost functl_on IS sytnne
guarantees that these joint angles are always within thie vaThe distance computation distinguishes those points thatlaser
workspace of the device to the interior of the disk from those that are closer to the

circumference of the disk. The same distinction is made fer th
computation of distance gradierﬂg%ﬂ in Eq. (4).

5.2 Contact Surface and Distance Function For points not in contact with the virtual objeétc Ng, the
The parameters of the mobile platfori,= (p,n), can be ex- cost function is not symmetric, hence they require the defimbf

pressed as a function of the end-effector coordinatetirough & signed distance function. We follow a simple heuristic. &e
the following kinematic relationships. tend the device as a 90-degree truncated cone, as shown i, Fig

A we compute distances by distinguishing three casestspoi
that are closer to the interior of the disk, to the circumfieee of

the disk, or to the surface of the cone. The cone approach @orke
well in practice, hence we did not investigate other options

By differentiating these kinematic relationships, we albtam
derivativesg—\’,’v and g—\j‘v needed in the computation of the

The three legs of the device are attached at fixed points on
mobile platform. These points have the following fixed posis
in the local reference frame of the mobile platform:

Bio=(b, 0, ), (6)

B2o = (~bsin(cos (bn/b)), —bn, 0)',

T

5.3 Inverse Kinematics and Workspace Constraints
Bso = (—bsin(cos(bn/b)), bn, 0) ,

With the proposed parallel mechanism, actuator joint aaxglean
with platform dimensiongb =20 mmby, = 10.5 mm}, as shown be computed from the end-effector coordinatessing a closed-
in Fig. 4-c. form solution of inverse kinematics.
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The three legs of the device are attached at fixed points on &n@C with an Intel Core-i7 2600 (3.4GHz) and 8GB of RAM. We
fixed platform. These points have the following positionghe have used Windows 10 in our examples, although our rendering

reference frame of the fixed platform: algorithm and its implementation are multi-platform.
Ai=(a 0, 0O, (10) .
. . T 6.2 Exploration Examples
Az = (—asm(cos (an/a)), —an, S) ’ We have tested our tactile rendering algorithm on a varidty o
Az = (—asin(cosfl(ah/a)), an, O) , contact configurations. Fig. 5 shows three examples of users

exploring virtual surfaces with various properties, while tactile
rendering algorithm commands the LCSM device used for testing
Fig. 5-a and Fig. 5-b show a compressive motion of the finger
pad against a flat surface. When the finger moBepresses
. A \" Bi—A; against the virtual surface, its contact area grows. As altres
Bi = m—cos (”AiH) B=Al ) (11)  our optimization computes a device platform configuratibatt
increases the number of points in contact, and the platfooves
the leg base angle: towards the user’s finger, generating an increasing nororakf
L2 12 ||B; — A2 on the finger pad. The compressive de_formation in this_ (_exampl
( 21B = A ) ; 12) is accurate_ly renc_iered by the_ test device, as the relativiomo
between virtual finger and virtual surface matches exadtly t
and finally the joint angle: translational DoF of the device.
o y Fig. 5-c and Fig. 5-d show an exploratory motion of the finger
g =7m-VY—B, (13) ; .
over an edge. The device used in our examples cannot render
with leg lengths{l = 10 mmL = 25 mm}. The device would sharp features, but our optimization algorithm automésidands
reach a singular configuration if tHeandL legs in Fig. 4-c are a rounded edge as the most similar contact surface. Rendering
aligned, but such situations are prevented through bottiweae of edge contact is a clear example of the influence of points
and software constraints. not in contact in the objective function Eqg. (3). In Fig. 5-Het
On our device, workspace constraints are simple box cofirger pad of the finger model is only partially in contact wiitie
straints on the joint angles, i.@min < g < gmax. The constraint top flat surface. Using only points in contact for contactfae
gradients in Eq. (5) can be expressed by differentiatingehematching would bias the orientation of the device platfoomard
box constraints,g—g = +1, as well as the inverse kinematicghe orientation of the top flat surface. However, our remdgeri
formulation above to obtailg%. algorithm accounts for points in the finger pad not in contact
and finds a compromise device configuration by tilting theickev
platform and thus eliciting the perception of exploring amded
6 EXPERIMENTS AND RESULTS edge.
In this section, we provide implementation details aboet filil Fig. 5-e and Fig. 5-f show an exploratory motion of the finger
software and hardware platform in which we have tested oaver the surface of a ball. In this case, the relative origna
tactile rendering algorithm, and we discuss the resultsifferdnt and the contact location on the finger model vary during ex-
experiments. In particular, we discuss an error analysiadfle ploration. The optimization finds the device configuratidratt
rendering based on constrained optimization, comparednto Uest approximates points in contact and points not in ctntac
constrained optimization and a heuristic device-specfffr@ach. subject to the DoFs and worskpace limits of the device. Ayfull

with platform dimension§da= 15 mma, =5 mm}, as shown in
Fig. 4-c.
For each joini € {1,2,3}, we compute the leg angle:

y =cos?!

Please also watch the accompanying video. accurate planar approximation of the contact surface wagjdire
a LCSM device with 5 DoFs (i.e., full rigid motion except foreth
6.1 Implementation Platform and Performance yaw angle), but the test device, not the tactile renderiggrithm,

To simulate the deformation of the finger model we use a 's limited to 3 DoFs.

tetrahedral mesh with 347 elements and 120 nodes, which is
visible in Fig. 5-e and Fig. 5-f. Out of these nodes, we use@es 6-3 Error Analysis and Comparisons
located on the finger pad of the model to compute the contdle validate the accuracy of our tactile rendering algorithwe
surface deviation metric in Eq. (3). We chose the resolutbn have designed a procedure to estimate the error between the
the finger model to achieve a good balance between accurdcy aantact force field computed in the simulated environment an
update rate. For LCSM tactile devices with few DoFs, the aurrethe actual force field displayed by the device to the usereNot
model resolution is sufficient, but LCSM devices with more BoFthat our rendering algorithm does not use contact forcerimée
might benefit from models with higher resolution. tion; therefore, our validation procedure avoids any biaghie
To track the user’s finger, we use a LeapMotion device, whictomparison to other rendering methods. Due to the diffictdty
offers a sampling rate of 200 Hz. Its tracking resolutionighly measure a contact force field between the actual device and th
dependent on external conditions. user’s finger, and thanks to the availability of an accuratgefi
However, in practice, the update rate is limited by our rendesimulation model [4], we perform a simulation-based estioma
ing algorithm, which runs at an average of 50 Hz. The dominaaf the contact force field between the device and the usegefin
cost corresponds to the finger and contact simulation steprfd Moreover, simulation-based force estimation allows us se u
16 ms). The cost of device optimization grows from less thasontrolled synthetic trajectories and to factor out othariables
1ms with unconstrained optimization to just under 4ms witbuch as device bandwidth or device grounding, and we carsfocu
constrained optimization. We have executed all our expamision on the validation of our tactile rendering approach alone.
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Fig. 5. Examples of tactile exploration on different surfaces. Thanks to our optimization-based tactile rendering algorithm, the device adapts its
configuration to display a contact surface that maximizes the similarity with the contact surface in the virtual environment. From top to bottom, we
show three different contact scenarios: (a,b) Pressing against a flat surface. The device moves normal to the finger pad to match the compression in
the virtual environment. (c,d) Exploration of an edge. Even though the flat device cannot accurately render sharp features, our rendering algorithm
estimates device orientations that display a best-fit rounded edge. (e,f) Exploration of a sphere. The device preserves the relative orientation
between the finger pad and the surface being touched. In the sphere example, the images also show the low-resolution tetrahedral mesh used for
the simulation of finger deformations.

Given a tactile rendering output, we execute a contact simuthe accurate nonlinear skin model. The resulting deformadicd
tion between a virtual model of the device and the finger moddbrces serve as an accurate estimate of the contact uneéebyon
mimicking the interaction between the actual device ptatfand the user’s real finger during tactile rendering. In the aguanying
the user’s finger. In this simulation, the finger model is fiseadhe video and Fig. 1, we show an example of device contact sinoulat
nalil side, to reproduce the grounding of the fixed part of théak for the exploration of the ball. The left image shows the \aftu
described in Section 5.1, and the device platform is postib contact between the finger model and the ball, the right image
relative to its grounding, according to the configuratiompo by  shows the real-world interaction between the device andsk€s
the tactile rendering algorithm. Then, we simulate the defdgion finger resulting from tactile rendering, and the inset shoknes
of the finger model in contact with the device platform, usingimulation of contact between the device model and the finger
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Fig. 6. These images highlight the rendering quality of our constrained
optimization algorithm on a rolling motion of the finger. a) With uncon-
strained optimization, we obtain a device configuration that matches
almost perfectly the underlying surface, but this configuration is not
feasible due to device workspace constraints. b) We project the result of
unconstrained optimization to the feasible workspace, but this produces
a device configuration that penetrates deep into the finger model. This
results in an excessive compression of the finger by the real-world
device, hence in a high force error. c) With constrained optimization, we
obtain a device configuration that satisfies the workspace constraints,
yet it matches as close as possible the contact surface. Error grows
quickly for the plane-fitting and unconstrained optimization methods
when the device hits its maximum roll angle (35 degrees).

model for error estimation.

N

—Plane-Fitting { Device max roll
Unconstrained Optimization|
2l—Constrained optimization

Total Error (N)
N

-
T

0 30 40
Rotation angle (degrees)

Fig. 7. Contact force field error for the finger rolling motion in Fig. 6.
The error is compared for three different methods: a custom heuristic
plane-fitting method (red), unconstrained optimization (green), and our
constrained optimization method (blue).

which is due to the application of the input rolling trajegto

For every tactile rendering step, and for the finger model Our error metric does not account for inaccuracies of theefing

interacting with the virtual environment, we evaluate tlatact

model, inaccuracies of the contact model, device bandwiaith

force Fi on each of the finger surface nodes used for contagévice mounting imperfections. Nevertheless, our erryais
surface matching as described in Section 6.1. For the fingelem provides conclusive evidence of the benefits of our renderin

interacting with the simulated device, we also measure tinéact

algorithm in contrast to simpler approaches. During actaetile

forceF; on each of the finger surface nodes. Then, we evaluate fg@dering of interaction with virtual environments, ladkoollo-

contact force field error per rendering stepyagFi — Fi||.

cation of the virtual and real fingers may constitute an @uofut

We have evaluated the error of our rendering algorithm and wWgurce of perceptual error. In combination with visual i,
have compared it to other approaches on a finger rolling mpticand due to visual dominance over proprioception, the ugseas
shown in Fig. 6. We have designed a synthetic trajectory hew feel contact as visually perceived in the simulationyefere,
the finger starts flat on a plane and then rolls slowly to one.sidhe perceived error due to lack of collocation is expectetéo

We compare the output of our tactile rendering using coimsich
optimization, unconstrained optimization as describef8Jnand

a device-dependent plane-fitting heuristic. A plane-fittieuristic
works reasonably well for contact with planar surfaces amaér

particular device, but it does not generalize to arbitrasptact
configurations or devices. Both unconstrained optimizatiod

plane-fitting are followed by a constraint projection stepfit

the actuator coordinates inside the workspace limits. &ihe
forward kinematics are not given in closed-form for our deyi
this projection is also formulated and solved as an optitiina
problem.

minimal. If visual feedback is not provided, lack of colldica
resulting from wearability may have a larger influence anedse
further analysis.

7 DiscussioN AND FUTURE WORK

In this work, we have presented an optimization-based agbro
for tactile rendering. The core of our approach is to seaoclie
device configuration that produces a contact surface thathea
as close as possible the contact surface in the virtual@mvient.
Our optimization-based tactile rendering is general, as valid

The snapshots in Fig. 6 depict the problems occurring wifor all types of local contact surface modulation devicet)es

the unconstrained optimization, which are even more sewétre
simple plane-fitting. With unconstrained optimizatione tthevice
configuration matches almost perfectly the underlying glésee

based on open-chain mechanisms or parallel mechanisms, and
it also handles device workspace constraints. Thanks to this
generality, this optimization-based approach estaldighéormal

Fig. 6-a), but this configuration is not feasible due to devidramework for cutaneous rendering.

workspace constraints. Once the device configuration ie@ted

The demonstrations show only finger tracking instead of

to the feasible workspace, the device penetrates deep hieto full-hand tracking, and virtual environments that are istaind
finger model (see Fig. 6-b), which results in an excessive-comomputationally simple. Using a novel fast solver for noahr
pression of the finger by the device, hence in a high renderiognstrained dynamics, we have demonstrated the tactiteriay

error. With our constrained optimization, instead, we obta
device configuration that satisfies the workspace conssrajyet
it matches as close as possible the contact plane (see Ejg. 6-

algorithm in the context of multi-finger grasping interacts [41].
Although not tested in our examples either, it would be palesi
to apply the algorithm to other LCSM devices, including other

Fig. 7 shows the contact force field error as a function of thgarallel-kinematics devices and open-chain devices;nextae
roll angle, for all three methods. Once the finger reacheslla ramplementation beyond the finger pad; and adapt the geametri

angle of 35 degrees, the device hits its workspace limitd,tha
error grows quickly under unconstrained optimization cang-
fitting. With our tactile rendering approach based on cas¢d
optimization, the contact force field is well approximatedre
when the device reaches its workspace limits. With all tine¢h-
ods, the force field exhibits an offset error of approximaéeb N,

and mechanical parameter values of the finger model for each
user [43]. The influence of each parameter on the final acgurac
of tactile rendering requires further analysis though.

The performance of the optimization is roughly linear in
the number of vertices, although this could be accelerated b
reducing computations for far vertices. But the main perfomoe
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bottleneck is the number of DoFs of the device. Currentlyhwit11] G.-H. Yang, K.-U. Kyung, M. Srinivasan, and D.-S. Kwon, “Déwg-
just three DoFs, this is not a problem, but more complex @evic ment of quantitative tactile display device to provide both-mrray-

. S - . type tactile feedback and thermal feedback,EiroHaptics Conference,
might need faster optimizations. With more complex devices 2007 and Symposium on Haptic Interfaces for Virtual Envirentrand

constrained optimization might suffer from local minimablems Teleoperator Systems. World Haptics 2007. Second, 2007, pp. 578—
too. 579.
As a final remark, the central idea of our approach, i.e.,mpsi*? 1o vang, S-v. Kim, C . Kim, DS, Kwon, aI”d W. B°°|k' De-
deri f tchi Bt velopment of a miniature pin-array tactile module using elaaticl
cutanepus rendering as a contact surface matching proatmits electromagnetic force for mobile devices,” EuroHaptics conference,
extensions too. Ideally, one would want to match contactefeyor 2009 and Symposium on Haptic Interfaces for Virtual Envirentrand
even internal stress in the finger, not just the geometry ofau Teleoperator Systems. World Haptics 2009. Third J&609, pp. 13-17.

. . [13] I. Sarakoglou, N. Garcia-Hernandez, N. Tsagarakis, and D.wedild
surfaces, but the computation of contact forces and detimea “A high performance tactile feedback display and its integration

in the context of an optimization framework would be far more  teleoperation,Haptics, IEEE Transactions onvol. 5, no. 3, pp. 252—

complex. Indeed, the contact surface matching approachlid v 263, 2012.

only for virtual objects that are rigid or stiffer than thedir pad. [14] A. Frisoli, M. Solazzi, F. Salsedo, and M. Bergamasco, tyértip haptic

With a soft object the contact area would grow fast even fmy ve display for improving curvature discriminatiorPresencevol. 17, no. 6,
pp. 550-561, Dec 2008.

low forces, and an LCSM device with a rigid mobile platfornjis] p. Prattichizzo, F. Chinello, C. Pacchierotti, and M. Mg, “Towards

would fail to render such effects correctly. wearability in fingertip haptics: a 3-dof wearable device for netaus
force feedback,IEEE Transactions on Hapticwol. 6, no. 4, pp. 506—
516, 2013.
[16] A. Serio, M. Bianchi, and A. Bicchi, “A device for mimickinte contact
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