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ABSTRACT A new medical image segmentation pipeline for accurate bone segmentation from computed
tomography (CT) imaging is proposed in this paper. It is a two-step methodology, with a pre-segmentation
step and a segmentation refinement step, as follows. First, the user performs a rough segmenting of the
desired region of interest. Second, a fully automatic refinement step is applied to the pre-segmented data.
The automatic segmentation refinement is composed of several sub-steps, namely, image deconvolution,
image cropping, and interpolation. The user-defined pre-segmentation is then refined over the deconvolved,
cropped, and up-sampled version of the image. The performance of the proposed algorithm is exemplified
with the segmentation of CT images of a composite femur bone, reconstructed with different reconstruction
protocols. Segmentation outcomes are validated against a gold standard model, obtained using the coordinate
measuring machine Nikon Metris LK V20 with a digital line scanner LC60-D and a resolution of 28 µm.
High sub-pixel accuracy models are obtained for all tested data sets, with a maximum average deviation
of 0.178 mm from the gold standard. The algorithm is able to produce high quality segmentation of the
composite femur regardless of the surface meshing strategy used.

INDEX TERMS Biomedical image processing, deconvolution, image segmentation, level set, spatial
resolution.

I. INTRODUCTION
The first milestone towards custom implant development
is the accurate bone segmentation from medical image data.
The evolution of Computed Tomography (CT) imaging led
to the widespread of this technique to all medical fields.
From the engineering standpoint, CT imaging can be used in
the development of patient-specific biomechanical and finite
element models, as well as in the development of custom
implants [1]–[4].

Currently, CT imaging is the modality of choice to image
the Human skeletal system. This technique has the ability
to enhance the radiological contrast between hard and
soft-tissue, which simplifies image segmentation, and allows
the production of accurate representations of the bone. The
accurate segmentation of bone is important not only to guar-
antee the overall fit to the patient’s anatomy, but also for
the success of the implant [5], [6]. However, the degree of
anatomical fit necessary to minimize the biological impact
of the implant is still unknown. On the one hand, too much
implant fit may preclude implant insertion, and may damage
to the host bone [7]. On the other hand, the absence of implant

fit may cause interfacial micromotions, which prevent bone
ingrowth and implant osseointegration [8], [9].

During image acquisition, the CT scanner acts as a
low-pass filter. Due to the limited frequency response of the
imaging system, an overall degradation on image quality
is observed. The sharp transitions between adjacent
structures become diffuse in the final image. Near bound-
aries the attenuation coefficients of two (or more) adjacent
structures are averaged, a phenomenon often called partial
volume effect. Partial volume effect may be detrimental
to the accuracy of the segmentation process. In [10] it
was concluded that CT imaging produced large domain
overestimations, for structures with a cortical thickness
smaller than 2.0 mm.

The amount of spatial blurring in an image is often
modelled by the system’s Point Spread Function (PSF). The
PSF is also thought to be a practical measure of the spatial
resolution of the CT scanner. In [11] it was concluded that
the inner and the outer cortical surfaces of bone could only
be accurately determined for thickness greater than the Full
Width at Half Maximum (FWHM) of the PSF. In addition,
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for objects with a thickness smaller than the FWHM of the
PSF, domain overestimations up to 40% of their original size
were obtained in [12]. Similarly, in [13] it was observed
that for small diameter spheres imaged with CT the appar-
ent diameter was in fact the FHWM of the PSF. Therefore,
the FWHM of the PSF seems to provide a measure of the
maximum spatial frequency that can be accurately encoded
by a given CT machine, rather than other acquisition settings.

The Field of View (FOV) used during image reconstruc-
tion may also affect the overall accuracy of the acquisition
process. Small FOV are normally used in high-resolution
reconstructions, and the PSF if often the limiting factor to
the spatial resolution. However, when imaging large FOV,
the size of the reconstructed pixel may be larger than the
FWHM of the PSF, and the PSF spreads to occupy a single
pixel in the reconstructed image [14]. Image reconstruction
with large voxel sizes is highly detrimental for the accurate
representation of the bone’s surface, especially for thinner
and highly curved structures [15].

The image acquisition process may also be affected by
several image artifacts, such as noise, beam hardening effect,
motion artifacts, among others [16]. These shortcomings,
associated with the image acquisition process, may be mini-
mal with respect to other error sources. In fact, in CT imaging
the image reconstruction is known to have a very high accu-
racy, and to be almost free of geometrical magnification [17].
Contrarily to the acquisition and reconstruction processes,
image segmentation is often affected by high inter and intra-
expert variability, and the image processing and segmentation
chain may contribute with up to 70% of the average error
found in the final reconstruction [18].

In literature, there are numerous studies addressing
bone segmentation, but only a few of them evaluate the
accuracy of the segmentation outcome. In an early study,
Rothuizen et al. [19] analysed the CT attenuation profile
normal to the bone’s surface, and concluded that a sin-
gle threshold was insufficient to accurately define the
femur’s cortical shell. Two relative thresholds were proposed
to segment the diaphyseal and metaphyseal regions of
the femur properly (45% and 50% of the maximum HU
value along each individual attenuation profile, respectively).
More recently, Kang et al. [12], Aamodt [20], and
Rathnayaka et al. [21] reported the achievement of accurate
segmentations of cortical bone structures from CT imaging
with single thresholding, adaptive thresholding, and multiple
thresholding, respectively. In [22] a Levenberg-Marquardt-
based relative thresholding segmentation algorithm was
proposed. The algorithm fits an ideal high-resolution
attenuationmodel to the HU attenuation profile, normal to the
bone’s surface, to obtain sub-millimetre estimates of the cor-
tical thickness. Bone segmentation is obtained applying 50%
relative threshold to the fitted ideal HU attenuation profile.
A similar approach was employed in [23], to segment
thin craniofacial bones. In both [22] and [23], sub-pixel
accuracy estimates of the inner and outer surface of bonewere
reported.

In practice, the aforementioned techniques may display
some limitations. Single thresholding is very sensitive
to image inhomogenities, noise, and threshold selection.
In addition, adaptive thresholding does not guarantee the
production of closed contours, and additional manual
segmentation may be needed to obtain topologically correct
segmentations [12]. Adaptive thresholding may also pro-
vide incorrect estimates of the bone surface, especially in
the presence of thin cortical shells [11]. The application
of adaptive/relative thresholding together with model fitting
techniques seems to overcome the aforementioned limita-
tions. However, the application of these techniques to each
boundary pixel is extremely time consuming and unpractical.
In addition, the normal direction is highly affected by the
discrete nature of the image [24]. The surface of the bone has
to be sampled and each surface point needs to be processed
independently, which produces highly irregular contours.
It also produces unreliable estimates of the bone surface
if the observed attenuation profile deviates from the ideal
attenuation profile, which is common near the articulating
surfaces of bones.

In this work a different approach to an accurate bone
segmentation is proposed. The proposed protocol allows
the segmentation of bony structures with sub-pixel accu-
racy, and intrinsically guarantees the smoothness of the
extracted contours. The proposed segmentation protocol is
validated through the comparison between the segmentation
outcome and a geometrically well-defined gold standard. For
validation purposes, a synthetic bone was used as gold stan-
dard. The remainder of this paper is organized as follows:
in section II the segmentation protocol, the definition of
the segmentation gold standard, and the means for quan-
tifying the accuracy of the CT machine are described; in
section III one presents a methodology to estimate the PSF
of the CT machine; in section IV the impact of the domain
discretization (voxel vs. average error) in the model accuracy
is shortly analysed; section V and section VI refer to the
description and discussion of the results obtained with the
proposed segmentation pipeline; and in section VII are
drawn and discussed the main conclusions of the present
work.

II. MATERIALS AND METHODS
General purpose image segmentation protocols are often
affected by the variability in the Human anatomy, the image
acquisition process, image artifacts, among others. Com-
monly, segmentation methods designed specifically to each
application often produce better results than general purpose
algorithms. Nevertheless, some degree of standardization is
desirable, particularly when the segmentation is part of the
product development pipeline. Therefore, in this work it is
proposed a new two-step segmentation protocol for reliably
and accurately extract hard tissue structures from image data.
To evaluate the accuracy of the newly proposed segmenta-
tion protocol, a phantom study is carried out. One compos-
ite replica of the Human femur (Fig. 1 (a)) commercially
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FIGURE 1. In (a) the gold standard composite femur and in (b), (c) and (d)
the reference calibrated hollow cylinder with 9.81 mm of diameter, the
ceramic box and the brass alloy wire with 0.10 mm of diameter used to
estimate the system’s Point Spread Function.

available at the Sawbones website1 was imaged with a
CT machine. The image acquisition process was carried with
a fourth-generation CT scanner Toshiba AquilionTM 64 at
the CUF Hospital, Porto (Portugal). Several image datasets
from the composite femur were obtained, with two distinct
acquisition protocols. The accuracy of the segmentation was
validated against a gold standard model, obtained using the
coordinate measuring machine Nikon Metris LK V20 with
a digital line scanner LC60-D that guarantees an accuracy
of 28 µm.

For evaluation purposes, the outcome of each segmenta-
tion is compared with the gold-standard, using two distance
measures, namely the Mean Symmetric Distance (MSD) and
the Hausdorff Distance (HD) [25]. The Mean Symmetric
Distance (MSD) quantifies the average distance between each
point of the segmentation model S and the closest point of the
reference model R (1):

MSD(S,R) =
1

m+ n

[∑m

i=1
min
Si

(
d
(
Si,Rj

))
+

∑n

j=1
min
Rj

(
d
(
Rj, Si

))]
(1)

1http://www.sawbones.com/

where m and n stand for the number of surface points in
the segmentation S, and the number of surface points in
the gold-standard model R, respectively. The Hausdorff Dis-
tance (HD) computes the maximum deviation between the
two models (2):

HD (S,R) = max
[
min
Si

(
d
(
Si,Rj

))
,min

Rj

(
d
(
Rj, Si

))]
(2)

where again R stands for the gold-standard model, and
S stands for the segmented model.

Three geometrically simpler phantom objects were added
to the scanning process, to estimate the limiting resolution
of the CT machine. In practice, these geometrically sim-
pler phantoms may be important to characterize the image
acquisition process, especially the limiting resolution of the
CT scanner. The objects testedwere a calibrated hollow cylin-
der with an outer diameter of 9.81± 0.02 mm, a ceramic box
with dimensions 12.51×13.81×18.01±0.01mm, and a brass
alloy wire with a diameter of 0.10 mm (Fig. 1 (b), (c) and (d)).
The compact nature of these phantom objects allow them to
be imaged simultaneously with the patient, and may avoiding
the need to have a dedicated phantom to assess the spa-
tial resolution of the CT scanner. The ability to quantify
the system’s limiting resolution was evaluate against the
CATPHAN 528, which is a commercially available phantom
often used for quality control [26]. The CATPHAN 528
was imaged to quantify the true in-plane resolution of the
CTmachine, against which the performance of each phantom
could be compared.

Regarding CT scanning, different machine settings were
used to the acquisition and reconstruction processes.
The summary of image acquisition protocols and image
reconstruction resolutions for the phantom femur, the
CATPHAN 528, and the three other phantoms is presented
in Table 1. The images in Dataset (DS) #1 were obtained
with the highest possible spatial resolution of the scanner.
In Dataset #2 and #3 the standard settings for imaging
the hip and femur were used in the acquisition process.
Two additional Datasets were computed from the high res-
olution DS #1, in order to test the segmentation protocol in
low resolution scans (DS #4 and DS #5). The CATPHAN 528

TABLE 1. CT image acquisition protocol summary and target reconstruction resolution for each Dataset (DS): Datasets #1, #2 and #3 were obtained from
the raw data, whereas in Datasets #4 and #5 the in-plane resolution was downscaled to 1/2 and 1/4 of the original (reconstructed) resolution.
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phantomwas imagedwith the settings used for routine quality
control of the CT scan.

To segment the abovementioned Datasets, a two-step seg-
mentation pipeline is proposed. The main reasons for this
two-step approach are: i) handling the variability of the
Human anatomy in a straightforward manner, and the fact
that image segmentations designed for a specific application
provide better results than general purpose ones; ii) handling
the variability of the acquisition process, which can add
different artifacts to the image; iii) handling the variability of
the segmentation process across individuals, and guarantee
accuracy across different users; and iv) provide some degree
of standardization to introduce the image segmentation
protocol in an implant development pipeline. Therefore,
the segmentation process was divided into two-steps: first,
a pre-segmentation step; second, a segmentation refinement
step.

In the first step, a pre-segmentation of the image I (x, y)
must be provided. In this step the technique(s) more suitable
to provide an initial segmentation of the bone may be applied.
The output of the pre-segmentation should provide a set
of Regions of Interest (ROI) (e.g., the segmentation of the
composite femur and the phantom objects), and may also
have some spatial constraints (such as the CT table). The
spatial constraints aim to identify image pixels that belong
to the background, and avoid their segmentation during the
refinement step. So, the pre-segmentation step provides
some high-level information about the desired domain, as
well as some spatial relationships between any existing
adjacent structures. One has found that this allows handling
segmentation variability more easily during the
segmentation refinement process. In the second step, a fully
automatic segmentation refinement composed by several
sub-steps is performed in order to optimize the initial parti-
tion. Fig. 2 schematically depicts the proposed segmentation
protocol. The refinement protocol comprises image decon-
volution, which is applied in order to minimize the partial
volume effect caused by the PSF during image acquisition.
Next, the image is cropped around the ROI according to
the pre-segmented data, and up-sampled with cubic spline
interpolation (3):

β3 =


2
3
−

1
2
|x|2 (2− |x|) , 0 ≤ |x| < 1

1
6
(2− |x|)3 , 1 ≤ |x| < 2

0, 2 ≤ |x|

(3)

where x defines the finite support of the basis function.
In [27] concluded that cubic spline interpolation provides
the best interpolation strategy for image processing appli-
cations, both in terms of computation effort and image
induced artifacts. Segmentation refinement is performed over
the interpolated ROI. The final segmentation obtained using
the Active Contours Without Edges (ACWE), proposed by
Chan and Vese in [28], and considering the spatial constraints

FIGURE 2. Schematic description of the image segmentation protocol
proposed: in a first step the user performs a pre-segmentation of the
domain that aims to provide some high level information of the desired
ROI and adjacent structures; in a second step the pre-segmentation
provides the starting point for a fully automatic segmentation refinement
which encompasses image deconvolution, image cropping, interpolation
and segmentation by the level set method.

defined in the pre-segmentation step (4):

∂φi

∂t
= τdiv

(
∇φi

|∇φi|

)
− λ1 (I − µ1)

2
+ λ2 (I − µ2)

2

+ ηµ2

∑n

k=1;k 6=i
Sk (4)

where φi is the level-set corresponding to the pre-segmented
region Si, λ1 = λ2 = 1, µ1, and µ1 and µ2 are the
average intensity inside and outside the curve. The right hand
summation assigns the average intensity of the background
to all the remaining pre-segmented sub-regions Sk and spatial
constrains defined in the pre-segmentation step, multiplied by
a user defined cost η. The ACWE are less sensitive to curve
initialization and noise than other level-set methods. The pre-
segmentation step is more flexible, i.e. the pre-segmentation
may be a rough approximation to the target domain.

The segmentation pipeline was tested in relatively large
datasets (see Table 1). In addition, image interpolation
increases even further the computational complexity of
the segmentation process, especially in terms of memory
requirements. To reduce the computation requirements of
the algorithms, several simplifications were considered: i) the
algorithm is implemented in two dimensions (2D); ii) the
segmentation refinement is performed independently for each
region, instead of applying it to all regions at the same time
(for instance, see the multi-phase level-set method in [29]);
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and iii) curve evolution is implemented using the sparse
field method [30]. Simplifications i) and ii) help to reduce
drastically the computational complexity and memory
requirements of the segmentation refinement, by allowing
the application of image interpolation and curve evolution in
smaller ROI at each iteration.

Two refinement outputs were considered, as schematically
depicted in Fig. 2. The new segmentation can be directly
exported to the CAD modelling software via point cloud,
or downscaled to the original image resolution for further
surface or Finite Element mesh generation. To test the robust-
ness against image noise, the segmentation refinement was
tested over Datasets #1 to #5 corrupted with Additive White
Gaussian Noise (AWGN). In next section the first image
deconvolution is addressed. In section III, the performance of
phantom object (Fig. 1 (b), (c) and (d)) is evaluated against
the CATPHAN 528.

III. IMAGE DECONVOLUTION
It is known from image acquisition theory that any image
obtained from an imaging system is not perfect and is only
an approximation to the real (ideal) image. The real image
is lost due to the intrinsic nature of the acquisition process.
However, an estimate of its true distribution may be obtained,
considering the output image and some prior knowledge
about the system’s behaviour. In 2D image acquisition theory,
the imaging system is commonly considered as being linear
and spatially invariant, and the output image G(x, y) may be
correlated with the input image I (x, y) according to (5):

G (x, y) = I (x, y)⊗ h (x, y)+ n (x, y) (5)

where ⊗ denotes the 2D convolution, h(x, y) denotes the
system blurring effect of the system’s PSF, and n(x, y) is
an addictive noise term [31]. The Deconvolution problem
is intrinsically limited by the knowledge about the PSF
and the noisy processes related with the acquisition itself.
The noise term n(x, y) is typically a stochastic process that
may be originated by a multitude of processes [32]. Noise
can be efficiently suppressed by non-linear filtering, for
instance applying anisotropic diffusion as proposed in [33].
It also avoids edge bias, which is very common with linear
filtering [34], [35].

The PSF is defined by the overall behaviour of the image
acquisition system. In practice, the PSF of a given imaging
system is frequently approximated by a normalized Gaussian
function as stated by the central slice theorem, such that (6):

h (x, y, z) =
1

(2π)
3
2 σxσyσz

e

(
x2
2σx
+

y2
2σy
+

z2
2σz

)
(6)

where σx , σy, and σz denote the standard deviation in each
orthogonal direction. Two assumptions are commonly found
in literature for the PSF, namely: (i) the PSF is assumed
to be uniformly invariant in the slice plane; and (ii) the
cross-plane PSF is generally also assumed to be invariant
in the axial direction [11], [22], [36]. In practice, the PSF

is not completely isotropic and shift invariant, however such
approximation can be safely made for most CT scanners, as
well as for several other medical acquisition modalities [37].
For simplicity, one will only consider the estimation of the in-
plane blur, and hence (6) can be reduced to its 2D counterpart.

There are several approaches to determine the PSF of an
imaging system proposed in the literature. The PSF can be
determined: i) observing the impulse response of the system;
and ii) computing the system’s response to strong edges or
Edge Spread Function (ESF). The ESF can be computed
simply by differentiating the edge response to radiopaque
objects [38], [39].

The phantom objects investigated here allow the mea-
surement of PSF directly (Fig. 1 (d)), or by computing the
ESF (Fig. 1 (b) and (c)). The ESF can be easily determined
fitting a Gaussian function to the attenuation profile normal
to the objects surface. The ESF was determined according
to the following procedure: i) the reference CAD model
was superimposed to the image data; ii) computation of the
gradient near object boundaries; iii) 1D profile de-noising
using Wavelet thresholding as proposed in [40]. Recently,
the SureShrink Wavelet thresholding proved to be extremely
efficient in removing noise, when compared with more recent
techniques [41]; and iv) curve fitting over a narrow band
around the gradient maximum, in order to remove the influ-
ence of the adjacent structures. A similar approach was
applied in [42] to completely characterize the PSF using a
single image. The final estimate of the PSF was defined as
the average of all PSF estimates along the sampled phantom
edges.

Fig. 3 depicts the PSF of the Toshiba AquilionTM 64 CT
scanner obtained with the CATPHAN 528, and the results
obtained with the wire phantom, the hollow cylinder with
9.81 mm of diameter and the ceramic box.

In case of the CATPHAN 528, the PSF has a standard devi-
ation of σ528 = 0.3633 mm and a FWHM of approximately
0.86 mm; with the wire phantom a very similar estimate was
obtained, σwire = 0.3737mm and FWHMof 0.88mm; for the
ceramic phantom, the standard deviation of the scanner PSF is
slightly overestimated (σbox=0.4272mm), and underestimation
in case of the hollow cylinder (σcylinder = 0.3145 mm). The
ceramic box is the proposed phantom that most deviates from
the standard deviation of the CATPHAN 528.

Different deconvolution algorithms were tested, although
the best results were obtained using a standard iterative blind
deconvolution algorithm, namely the Lucy-Richardson. The
Lucy-Richardson algorithm to obtain the new estimates of the
original scene Îk+1 (x, y) and the PSF ĥk+1 (x, y) are defined
as (7):

Îk+1 (x, y) = Îk (x, y)
[

G (x, y)

ĥk (x, y)⊗ Îk+1 (x, y)
⊗ ĥ∗k (x, y)

]
(7a)

ĥk+1 (x, y) = ĥk (x, y)
[

G (x, y)

ĥk (x, y)⊗ Îk+1 (x, y)
⊗ Î∗k (x, y)

]
(7b)
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FIGURE 3. (a) Attenuation profiles (green) normal to the surface of the
hollow cylinder (red) to estimate the PSF; (b) the PSF of the fourth-
generation Toshiba AquilionTM 64 CT scanner with the CATPHAN 528,
the 0.1 mm wire phantom, and the calibrated hollow cylinder and
ceramic box phantoms.

where ĥ∗k (x, y) and Î
∗
k (x, y) are the complex conjugates of

ĥk (x, y) and Îk (x, y), respectively, k ∈ N0 and Î0 (x, y) =
G(x, y) is the acquired image with image noise n(x, y) being
neglected. The blind deconvolution is not dependent on
the knowledge of the system’s spatial blurring [32], [43].
However, we found that robust results may be obtained if
an accurate initial guess of the system’s PSF is provided.
An implementation of the Lucy-Richardson can be found
in MATLAB routine deconvblind. This function was used
throughout this work for image restoration.

IV. DISCRETIZATION IN DOMAIN ACCURACY
The system’s PSF may not be the only factor affecting the
resolution of the CT scan. Image reconstruction with large
slice thicknesses is commonly associated with larger model
inaccuracies [11], [43], [44]. In [45] it was demonstrated that
alongside with the slice thickness, the FOV also influences
the spatial resolution of the scan and the amount of partial
volume averaging. It was concluded that the size of the voxel
may be more critical than other error sources, such as the

FIGURE 4. (a) average (MSD) and maximum (HD) surface errors between
the Nikon Metris LK V20 gold standard and the surface mesh obtained
after domain discretization with the tested voxel sizes and with a voxel
size consistent with the FWHM of the PSF as determined in section III;
(b) average and maximum deviation normalized by the voxel size for all
voxel sizes.

surface meshing parameters. In addition, in [46] the impact
of the voxel size and meshing parameters were analysed in
the representation of a Human lumbar motion segment. It was
also concluded that the resolution of the CT scan (voxel size
and slice thickness) was themajor source of geometrical inac-
curacies of the reconstructed model. Therefore, the effect of
domain discretization (slice thickness and voxel size) cannot
be neglected, when assessing the achievable model accuracy
from a given set of CT images.

To understand the effect of pixel size in domain
accuracy, the gold-standard composite femur was dis-
cretized with different isotropic voxels sizes, namely
{5.0, 3.0, 2.0, 1.5, 1.0, 0.5, 0.2} (mm).
Fig. 4 shows the average and maximum domain error as

a function of the voxel size. The average error due to the
domain discretization varied between 1.401 ± 0.836 mm
and 0.011 ± 0.012 mm, whereas the maximum devia-
tion was 4.603 mm and 0.152 mm for a voxel size of
5.0 mm and 0.2 mm, respectively. The results show that as
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FIGURE 5. Segmentation refinement pipeline applied to the Dataset #1: (a) the original image data without noise; (b) the image data after
de-noising with anisotropic diffusion, image deconvolution, and image cropping and interpolation around the pre-segmented region; and
(c) the final segmentation contour superimposed over the pre-segmentation mask; (d), (e) and (f) the image refinement is applied to the
same image corrupted with AWGN.

the domain sampling increases both the absolute average
and the maximum error decrease (Fig. 4 (a)). The largest
domain deviations are found in small localized sharp features
or surface irregularities along the reference model, which
are lost or smoothed due to the domain sampling. For a
voxel size consistent with the FWHM of the PSF (0.88 mm)
previously determined in section III (with the wire phantom),
an average error of 0.073± 0.066 mm and a maximum devi-
ation of 0.569 mm are expected to occur, due to the domain
discretization.

In Fig. 4 (b) the average and maximum errors are nor-
malized against the sampling size. The normalized average
error decreases from 28% to 5.6% of the sampling size,
while the maximum error decreases from 92.1% to 56.1% for
domain samplings between 5.0 mm and 1.5 mm. However,
for edge lengths equal and below 1.0 mm the maximum error
shows a growth tendency, reaching 76.0% of the domain
sampling for 0.2mm. The normalized average error decreases
and becomes almost constant for smaller sampling sizes.
The maximum normalized error increases initially for larger
sampling sizes, and increases as the sampling size becomes
smaller. Interestingly, for smaller voxel sizes the average
error converges to a fixed percentage of the sampling size
(5% of the voxel edge size).

For a domain sampling of 0.88 mm (FWHM of the
PSF determined in section III) the average error due to

discretization is approximately 8% of the sampling size,
therefore image interpolation of the image beyond this value
may not add any additional information to the segmentation.

V. IMAGE SEGMENTATION AND REFINEMENT RESULTS
Two outputs may be produced after segmentation refinement:
i) a high-resolution point cloud model obtained directly from
the interpolated image data, and ii) a down-scaled version
of the high-resolution segmentation (down to the original
resolution of the CT scan). The surface mesh model obtained
from the point cloud will be hereafter referred as Point
Cloud (PC) model. Since image refinement is performed
independently in each image, the PC model is produced
directly from a set of equally spaced contours by tiling the
cloud points. The down-scaled model was generated with
Simpleware ScanIPTM v4.0, with standard pre-smoothing and
mesh refinement settings [47], [48], and will be referred sim-
ply as ScanIP Mesh (SM) model. The segmentation pipeline
was tested in both noise free and noisy images, corrupted
with AWGN with σNoise = 10 HU as shown in Fig. 5.
Both HD and MSD measures were evaluated to determine
the average and maximum error of each segmentation.

Fig. 6 shows the final PC model obtained from the
segmentation of Dataset #1, as well its comparison with
the Nikon Metris LK V20 gold standard, whereas Fig. 7
depicts the down-scaled segmentation within Simpleware
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FIGURE 6. Surface mesh obtained with the point cloud model: (a) the
point cloud obtained from the segmentation of the phantom femur from
dataset #1; (b) the surface mesh generated from the point cloud
(magenta) and reference femoral surface obtained with the Nikon Metris
LK V20 (blue); and (c) the comparison between the two surfaces using
the MSD.

FIGURE 7. Surface mesh obtained with the down scaled model: (a) the
domain pre-segmentation and final segmentation after refinement for
the dataset #1; (b) the surface mesh generated with the voxelized data
obtained after segmentation refinement and reference model obtained
with the Nikon Metris LK V20 (blue); and (c) the comparison between the
two models using the MSD.

ScanIPTM v4.0 overlappedwith the reference surface. A close
agreement between both PC and SM models and the
gold standard is clearly observed. The agreement between
the PC and SM models and the gold standard for all
noise-free and noisy Datasets regarding the two distancemea-
sures, HD and MSD, is summarized in Table 2 and Table 3,
respectively.

A close agreement between the gold-standard and the two
surface models was obtained in all Datasets. The average
error between the gold-standard surface mesh obtained with
Nikon Metris LK V20 and the PC model for DS #1 was
0.077 ± 0.075 mm (Fig. 6), whereas for the SM model the
average error was 0.151± 0.125 mm (Fig. 7). In the remain-
ing Datasets the maximum average error obtained with the
PC model was 0.178±0.170 mm (Table 2 DS #3+AWGN).
Slightly less accurate surface meshes were obtained
with the down-scaled model. A maximum average error

TABLE 2. Segmentation accuracy for the PC model according to the
dissimilarity measures HD and MSD for the noisy and noise-free Datasets.

TABLE 3. Segmentation accuracy for the SM model according to the
dissimilarity measures HD and MSD for the noisy and noise-free Datasets.

of 0.617 ± 0.501 mm was observed for the SM model
(Table 3 DS #5). The results shown of Table 2 and Table 3
allow concluding that the surface meshes produced directly
from the high-resolution point cloud provide more accurate
descriptions of the ROI for all Datasets. With the PC model
the average error is reduced between 51% for DS #1
(from 0.151 ± 0.125 mm to 0.077 ± 0.075 mm) to 26% for
DS #5 (from 0.617 ± 0.501 mm to 0.159 ± 0.164 mm)
for noise-free images, when compared with the SM model.
Similar values were observed for the noisy Datasets, which
demonstrates the robustness of the algorithm against image
noise.

The PC surfacemeshes are triangulated from the 3D points,
and model smoothness derives directly from the smoothness
of the level-set contour. On the contrary, in the SM models
the final accuracy is not only dependent on the segmenta-
tion accuracy, but also on the settings used for the surface
mesh generation. The results show that surface mesh tiling
allows an accurate definition of the femoral outer surface,
not only in high-resolution scans, but also in scans with more
“clinical” settings, such as DS #3. Surface meshing directly
from the point cloud data effectively avoids the strair-
case artifacts, commonly observed with larger slice thick-
nesses, and greatly improves the accuracy of the final
model.

In section IV, an average error of 0.073 ± 0.066 mm was
obtained for a domain sampling consistent with the FWHM
of the PSF. As expected, the image segmentation process is
an additional source of model error. Fig. 8 compares graph-
ically the theoretical average and maximum deviation from
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FIGURE 8. Comparison between the domain average (MSD) and
maximum (HD) error caused by domain discretization obtained in
section IV and the average and maximum error of the final model.

the gold standard, considering the FWHM of the PSF, and
the average and maximum errors for all PC models. For
DS #1, the MSD error obtained is in close agreement with
the theoretical discretization error: the discretization process
accounts for 95.3% and 71.9% of the final average and max-
imum error, respectively, while the whole chain of image
deconvolution, interpolation and segmentation contributes
with only 4.7% and 28.1% to the average and maximum
errors, respectively. In addition, for the lowest resolution
Dataset (DS #5) the discretization process accounts for 53.5%
of the final MSD and 54.6% of the final HD errors, with
similar values being obtained for the noisy images (Fig. 8).
Lastly, a very important statement from Fig. 8: the domain
discretization contributes more for the final model deviation
than the segmentation refinement chain.

The analysis in terms of volumetric errors is graphically
shown in Fig. 9 for all models. The maximum volume devi-
ation was found for the noise free DS #5. The PC models
underestimate the ROI in Datasets #1, #3 and #4, more pre-
cisely by −0.31%, −0.55% and −0.01%, respectively, and
overestimate it in 0.55% for DS #2 and in 1.27% for DS #5.
For the down-scaled ScanIP Mesh model (or SM model),
volume overestimation ranges from 1.52% in DS #1 to 8.09%
in DS #5 for noise free images, and from 1.73% to 7.70% for
DS #1 to #5, respectively. Interestingly, for DS #5 the average
error and volume deviation decrease with the addition of
Gaussian noise. The addition of AWGN to the image caused
a slight increase in the average intensity of the foreground,
while the average intensity of the background remained
almost unchanged. In DS #5 the net effect of adding noise to
the image was an overall increase in image contrast. There-
fore, the smaller volume error observed in DS #5 + AWGN
when compared with DS #5 is caused by the sensitivity of
ACWE to image contrast.

FIGURE 9. Volume dissimilarities between the gold standard model
obtained with the Nikon Metris LK V 20, the point cloud-based model and
SM model for noisy and noise-free images.

VI. DISCUSSION
During image acquisition the CT scanner acts as a low-pass
filter, eliminating all the high-spatial frequencies. The sharp
transitions between different anatomical regions become
unclear, and sometimes barely recognizable. The edge blur-
ring effect often leads to the overestimation of the ROI, and
the recovery of the original scene is intrinsically limited
by our knowledge about the system’s PSF. The ability to
precisely determine the PSF is fundamental to extract geo-
metrically accurate models from medical images.

In this work, three different phantom objects are used to
determine the CT PSF. Their ability to estimate the system’s
PSF is compared against the CATPHAN 528, which is the
phantom routinely used for quality control. The phantom
objects aim to estimate the PSF either directly from the sys-
tem’s impulse response, or indirectly through the estimation
of the ESF. Relatively good estimates were obtained with all
phantom objects. However, the brass wire with 0.10 mm of
diameter provided the most accurate estimate of the PSF with
a standard deviation error of only 2.9%, when compared with
the PSF obtained with the CATPHAN 528. Similar values for
the Toshiba AquilionTM 64 system were obtained in [49].

Unlike direct measurements, the estimation of the PSF
through the analysis of the system’s response to strong
edges implies additional signal processing steps. Gaussian
filtering has been associated with edge bias by several
authors [34], [35]. In addition, the ESF may be affected
by the presence of image noise during the calculation of
the gradient of the attenuation profile. Noise must be elim-
inated prior to the calculation of the gradient. In this context,
Mori and Machida [39] proposed an additional blurring
correction step to eliminate the Gaussian smoothing effect
from the estimate of the MTF estimate. Instead of correcting
the result, Wavelet thresholding was used in this work to
avoid linear signal filtering. The results show that although
less accurate than the wire phantom, the estimate of the
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PSF through the ESF and Wavelet denoising produces quite
good approximations to the real CT spatial blurring function.
The Wavelet thresholding provides the means to effectively
reduce the noise level along the 1D attenuation profile, and
to accurately estimate the ESF without the need for any
compensation procedure.

In practice, the accurate quantification of the system’s
PSF allow us to accurately recover the original image using
more standard image deconvolution algorithms. In fact, the
accurate estimate of this quantity proved to be quite important
to obtain accurate segmentations from image data. In [23] it
was concluded that reversing the blurring degradation, prior
to segmentation, is essential to construct accurate FE models
from medical imaging.

Regarding image segmentation, a new two-step segmen-
tation pipeline was proposed. The segmentation outcomes
were validated through a phantom study, where the final
models were compared against a gold-standard surface mesh.
The gold-standard representation of the phantom object was
acquired with a coordinate measuring machine Nikon Metris
LKV20with a digital line scanner LC60-D,which guarantees
28 µm of spatial accuracy.

For all Datasets, a maximum MSD of 0.178 mm from
the gold standard model was obtained. The maximum HD
was 2.187 mm, for DS #3 corrupted with AWGN (Table 2).
The accurate estimation of the system’s PSF, together with
image interpolation and level-set segmentation provide quite
good segmentations of the target geometry. In addition, the
results show that surface meshes computed directly from
high-resolution 3D point clouds provide more accurate rep-
resentations of the phantom bone, when compared with the
standard surface meshing pipeline from the voxelized data.

The surface models computed from the high-resolution
point cloud data are smooth and relatively independent from
the surfacemeshing. Surface triangulation from adjacent con-
tours (or surface tiling) also avoids staircase artifacts, due to
large section variation between consecutive slices, caused by
large slice thicknesses [50]. The advantage of using surface
tiling is observable when comparing the results obtained in
datasets #2 and #3, in which the obtained MSD differs by
only 0.016 mm. Nevertheless, the largest maximum deviation
observed in the PC models may also be a consequence of
surface mesh tiling. With surface mesh tiling, high-accuracy
models may be extracted from the image data, even when
images are acquired with more clinical settings. This may
help reducing patient exposure to the radiation, without a
significant loss in model accuracy.

The results also show that segmentation accuracy is more
dependent on the reconstruction FOV than on the slice thick-
ness. This observation in in agreement with observations
found in other phantom studies [13], [45]. In addition and
unlike previous works [24], our results also show that bone
segmentation through the level-set method is accurate and
possesses numerous advantages against other segmentation
methods. The level-set method is robust to noise, it guar-
antees contour smoothness, is topologically flexible, and

allows a straightforward incorporation of user-defined spatial
constraints.

Sampling the gold-standard model with a voxel size of
FWHM = 0.88 mm produces an MSD of approximately
8.3% of the sampling (0.073± 0.066 mm). Accordingly, the
discretisation process (image acquisition and reconstruction)
is the main limiting factor of the segmentation pipeline. The
average error due to domain sampling ranges from 95.31%
for DS #1 to 53.46% for DS #5 of the final PC model
error. Therefore, the discretization MSD between the two
models (reference and segmented) always accounts for more
than 50% of the final average error (Fig. 8). The FWHM of
PSFmay also explain the average errors obtained with dataset
#1 to #4, which are very similar despite of voxel sizes, and
the considerable increase in the average error observed for
DS #5. In dataset #1 to #4, the FWHM of the PSF is the main
limitation to the spatial accuracy of the model. However, in
DS #5 the voxel size is greater than the FWHM of the PSF
and becomes the main limiting factor.

The average errors obtained show that in the whole chain of
image deconvolution, image up-scaling through cubic spline
interpolation, and subsequent segmentation, there is almost
no information degradation or distortion, due to the proposed
image processing pipeline. In fact, this is particularly evident
in DS #1, where the whole image processing chain accounts
for only 4.7% of the final error (for noise-free images), and
14.6% for images corrupted with AWGN. Our observations
also corroborate the observations of [46], which concluded
that the domain discretization contributes in a larger extent to
the final error of the surface mesh model.

TABLE 4. Bone segmentation accuracy obtained in other studies found
in the literature.

The segmentation in two steps proposed in this work is very
similar to other methods found in the literature. In Table 4, the
main results obtained in other studies are summarized. The
data is presented according to the original papers. Therefore,
it is important to keep in mind that the results might have
been obtained in different conditions than the ones here
described. There are three studies that have an average
error smaller than the maximum average error, obtained
with the proposed segmentation refinement protocol, namely
the optimized 600 HU threshold proposed in [20], the
Levenberg-Marquardt-based algorithm proposed in [22],
and the gradient descent algorithm proposed in [23].
Regarding the optimized 600 HU threshold in [20], the
average error ranged from -0.20 mm to 0.20 mm in the
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eight femurs considered. The maximum average error is
larger than the maximum average error obtained with the new
algorithm proposed, for all Datasets. Even in lower resolution
scans (e.g. DS #3 and #5), the proposed protocol produces
more accurate results (see Table 2). Furthermore, the standard
deviation of 0.77 mm found in [22] shows that the algorithm
mainly oscillate around the true surface of the cortical bone.
In [23] slightly less oscillating results were obtained. How-
ever, for a comparable spatial resolution (DS #4), the results
in the current study have a smaller average error of 0.080 mm
(with 68.2% of the surface points within the interval of -
0.004 to 0.164 mm) for noise free data, and with an average
error of 0.103 mm (with 68.2% of the surface points within
the interval of 0.020 to 0.185 mm) for noisy data.

The practical implications of an average deviation from
the gold standard of 0.178 mm in custom implant modelling
are still unclear. In an early study, Carlsson et al. [53] found
that implant-bone surface gaps of 0.35 mm or more were
not bridged by cortical bone, and that this value is close to
the critical gap width for which direct lamellar bone appo-
sition occurs onto unloaded implants. In an animal study,
Pazzaglia et al. [54] found that there was no bone integration
at the interface of roughened titanium rods with 0.30 mm
of diametrical gaps at the bone-implant interface. The aver-
age error obtained may have minor practical implications
in the performance of the custom implants developed from
the 3D models for both orthopaedic and trauma applications.
In [20] an inward offset of 0.50 mm to the contours obtained
with the 600 HU contour was proposed to avoid custom
femoral stem over dimensioning. Endosteal contour shrink-
age is needed due to the large standard deviation (0.52 mm)
around the average error (see Table 4). Traditional surgical
techniques may play a more relevant role in the implant out-
come than the geometrical accuracy obtained during implant
modelling (see for instance [55] and [56]).

Themain limitations of the present study are directly linked
with the limitations often associated with every phantom
study. Phantom studies are flexible to parameterize and allow
the simulation of different acquisition and reconstruction
protocols and noise levels, among others. In this type of
studies, the ground truth may be accurately characterized,
and does not change under different environmental condi-
tions. Nevertheless, phantom studies may not be realistic
enough to model the complexity of the real data. The CT
images used in this analysis have good contrast and are
almost noise free. Such images are very difficult or even
impossible to obtain in practice. The ACWE are very robust
to noise but sensitive to image contrast, therefore in real data
the performance of the present algorithm may be slightly
degraded. Furthermore, although the use of ACWE enables
some degree of flexibility in the pre-segmentation step. There
is still, however, some dependency on the curve initialization.
Image under-segmentation seems to be more problematic
than over-segmentation, hence in ambiguous pixels it is better
to over-segment the domain rather than excluding the pixels.
The elimination of such a dependency and the extension of the

protocol to the third dimension, in order to obtain a 3D point
cloud instead of the current 2D contours are natural evolu-
tions to the current algorithm. These may facilitate the pre-
segmentation step and may help to overcome the limitations
of surface mesh tiling near bone ends, and allow the pro-
duction of more accurate models near articulating surfaces.
Another open issue is the accuracy of the segmentation along
the endosteal surface of the cortical bone. A high resolution
scan (such as micro-CT) may be needed to further validate
the performance of the algorithm along the inner surface of
the bone. These issues will be considered in future work.

VII. CONCLUSIONS
Currently, CT imaging is seen as the most successful
medical imaging technique. It has widespread across all
medical fields, and it is oftenly used as a complemen-
tary tool for diagnosis, as well as in the development of
patient-specific biomechanical and finite element models.
One of the most fundamental step in custom implant
development is the accurate description of theHuman skeletal
system. Therefore, it is important to develop segmentation
protocols that guarantee segmentation accuracy, especially in
a custom implant development and manufacturing pipeline.

In this work a new two-step segmentation pipeline is pro-
posed for accurate bone segmentation from CT image data.
The proposed methodology handles segmentation variability
by allowing a first free pre-segmentation step, where the
user can employ the necessary means to obtain an approx-
imation to the target segmentation. The second step is stan-
dardized, fully automatic and encompasses image restoration,
cropping, interpolation, and level-set segmentation. The pro-
posed methodology produces accurate estimates of the target
geometries with a maximum average deviation of 0.178 mm.
Results show that surface meshes extracted directly from
the high-resolution point cloud describe more accurately the
target ROI. The accuracy of the point cloud model is mainly
affected by the image acquisition and reconstruction, rather
than by the image segmentation and surface meshing pro-
cesses. In addition, the CT machine PSF can be accurately
determined using a brass alloy wire phantom with 0.10 mm
of diameter. The direct measures provide slightly more accu-
rate estimates of the system’s Point Spread Function, when
compared with indirect measures based on the Edge Spread
Function.

The proposed segmentation protocol shows some depen-
dence on curve initialization, and on image contrast. The
incorporation of the attenuation profiles normal to the level-
set curve may avoid this dependency, driving the curve to the
correct position along the bone’s boundary. In addition, point
cloudmodels fail to produce smoothmeshes near the articular
surfaces, due to the surfacemesh tiling process. The extension
of the refinement pipeline to a truly 3D procedure may prob-
ably avoid this shortcoming. However, extending the whole
refinement step to 3D, without increasing its computational
complexity is challenging.
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