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Abstract — Developments in advanced autonomous production 

resources have increased the interest in the Single-Machine 

Scheduling Problem (SMSP). Until now, researchers used SMSP 

with little to no practical application in industry, but with the 

introduction of multi-purpose machines, able of executing an 

entire task, such as 3D Printers, replacing extensive production 

chains, single-machine problems are becoming a central point of 

interest in real-world scheduling. In this paper we study how 

simple, easy to implement, Just-in-Time (JIT) based, constructive 

heuristics, can be used to optimize customer and enterprise 

oriented performance measures. Customer oriented performance 

measures are mainly related to the accomplishment of due dates 

while enterprise-oriented ones typically consider other time-

oriented measures.  

Keywords - Single-Machine Scheduling Problem; Scheduling; 

Perfomance Measures; Just-in-Time; Comparative Analysis; 

Heuristics. 

I.  INTRODUCTION  

Manufacturing scheduling consists of an important 
production management function, affecting all branches of 
industrial, commercial and services organizations. In the strict 
industrial context, a very important objective, which is usually 
imposed by clients, consists on satisfying due dates for 
manufacturing orders. 

With the developments in Computer Numerical Control 
(CNC) machines and the advanced computer assisted 
manufacturing techniques, situations on real-world 
environments involving single-machine scheduling problems 
(SMSP) have increased. SMSP can also be viewed as base 
problems, usually treated in the context of more complex 
manufacturing environments, for instance in job shops, for 
solving bottleneck problems [1-4]. Therefore, single-machine 
scheduling problems are also important while trying to solve 
more complex ones, as the solution for the whole complex 
scheduling problem can be found through a decomposition [3, 
5-7]. Many studies have been carried out over decades about 
SMSP [8-23]. In these problems not only the assumptions and 
specificities can be different, but also the objective that is 
intended to be analysed, which can led to quite difficult 
problems to solve [8, 11-16, 22, 23].  

Moreover, SMSP also remain quite promising and 
interesting scheduling problems to be explored due to its great 

potential for dealing with several distinct performance 
measures. Performance measures can be generally classified as 
external or costumer-oriented (measures related to the client, 
such as lead times or due dates) [8-11] or internal or enterprise-
oriented, such as makespan, total completion time, and 
earliness among others [12-16]. Both types of performance 
measures are important to be considered, and can be treated 
jointly, under the principles of the Just-in-Time (JIT) 
philosophy [19-23]. The Just-in-Time philosophy tries to 
minimize the earliness and the lateness at the same time. In the 
beginning most of scheduling research were focused on single-
criteria problems, as can be seen in [17] and [18]. However, as 
organizations are concerned with the request from multiple 
stakeholders, it is necessary that clients and enterprise are both 
satisfied. Although special attention should be given to the 
costumer-oriented performance measures, internal interests 
also have to be taken into account.  

In this paper two different approaches for SMSP, based on 
external and internal performance measures, as described and 
applied to a problem presented and treated in the literature as 
well as a comparative analysis is performed. In order to clearly 
refer to the main subjects underlying this work, the paper is 
organized as follows. Section II defines the scheduling problem 
treated in this work. Section III briefly describes several 
different scheduling resolution approaches, including the 
algorithms used in this research. Section IV presents the results 
obtained and a comparative analysis with results from the same 
problem presented in literature. Finally, section V presents 
some conclusions and future work.   

II. SCHEDULING PROBLEM 

The scheduling problem considered in this study consists of 
a SMSP with n jobs to be processed in order to follow, as close 
as possible, a JIT strategy. This strategy intends to minimize 
the number of tardy jobs, while also being concerned with 
minimizing the sum of costs across all jobs (earliness and 
tardiness), among other more secondary performance 
measures, which are also very important in scheduling 
approaches, in general, and in JIT-based approaches in 
particular.  

The problem of minimizing the sum of tardiness and 
earliness reflects the interest of minimizing inventory holding 
costs and maximizing client approval trough due date 



satisfaction. Additional performance measures can relate to the 
maximum completion time of jobs or makespan (Cmax) and the 

total completion time of jobs (∑Ci), which although being 

internal or enterprise-oriented performance measures, as stated 
before, are also very important.  

Therefore, we still have to pay attention to them too, as a 
balanced approach, which intends to reach solutions that try to 
obtain balanced schedules in terms of external and internal 
objectives is of upmost importance. Special attention should be 
given to this balance, which is even more important due to the 
actual economic crisis that we are still experiencing. 

A. Nomenclature and assumptions 

The SMSP studied will follow some assumptions: 

 All the jobs are available at time zero; 

 The machine can process at most one job at a time; 

 No preemptions are allowed; 

 Associated to each job j (j=1, 2, … n) there is a 
processing time pj and a due date dj. 

Therefore, the problem can be classified as 1|pj,dj|Nt, Tmax, 
Cmax, and Emax, and also (∑Ti and Tmean, ∑Ci and Cmean, ∑Ei and 
Emean), according to α|β|γ nomenclature [24].   

B. Dominance properties/ objectives 

In this paper, we will present a comparative analysis based 

on several different performance measures referred bellow, 

which are either associated to external or internal objectives:  

 Nt – number of tardy jobs 

 Tmax – maximum tardiness 

 Cmax – maximum completion time 

 Emax – maximum earliness 

 ∑Tj, Tmean – total and mean tardiness 

 ∑Cj, Cmean – total and mean completion time  

 ∑Ej, Emean – total and mean earliness 

 

We intend to analyse all this different performance 

measures and try to reach a balance, to find a good, or at least 

a satisfactory solution for the analysed problem, under the 

scope of the proposed JIT principles.  

III. SCHEDULING OPTIMIZATION APPROACHES AND 

ALGORITHMS 

Most scheduling problems can be solved optimally, 
provided that enough computational time is available. Often, 
they can be formulated as a (mixed) integer programming 
problem. Due to the NP-completeness nature that these class of 
problems, complete enumeration of all possibilities quickly 
becomes prohibitively time consuming [25, 26]. However, in 
some situations, efficient branch and bound methods, dynamic 
programming techniques, and integer programming may 
provide optimal solutions for reasonable problem sizes in 
reasonable time [27]. In [16] authors surveys several of these 
and other more complex scheduling approaches and systems, 
namely for real-time, distributed and dynamic scheduling, 
which can also be even more complex scenarios when some 
process for dealing with uncertainty is incorporated [2-5, 7, 28-
30]. 

If the computational time required for obtaining optimal 
solutions is beyond reasonable, it is necessary to use heuristic 
solutions, like dispatching procedures (which usually do not 
yield optimal solutions). Dispatching procedures with priority 

rules is one of the best known optimization technique for 
scheduling, and is surveyed in detail in [27]. Using dispatching 
rules schedules can be produced almost instantaneously. 
Because of their simplicity, they are also used quite often in 
industry and in flexible manufacturing and assembly systems. 
Dispatching rules, however tend to yield a low and 
unpredictable performance. For some simple scheduling 
problems, efficient algorithms do exist to calculate the optimal 
solutions [1, 8, 13, 23, 31]. 

For instance, the earliest due date dispatching rule (EDD) 
provides an optimal solution for the minimisation of the 
maximum tardiness for the single-machine scheduling 
problem. However, this is not the only one, the shortest 
processing time dispatching rule (SPT), in a single-machine 
problem, lead to a minimal mean completion time and mean 
lateness. This rule sequenced the jobs in a processing time 
increasing order [32]. 

Usually, real-life problems are more complex than these 
academic problems, but sometimes, by using a simplified 
model and applying the results to the real situation, the 
scheduling problem can be successfully solved (e.g., 
scheduling a factory with a single bottleneck as a single 
processor scheduling problem [1, 2, 5]. 

AI-based approaches for scheduling, sometimes known as 
knowledge-based scheduling approaches, use specific 
knowledge about the scheduling problem in their decision 
process [3, 4, 6, 7, 33]. For instance, rule-based approaches 
store scheduling rules (entered by humans) into a knowledge 
based and some web-based systems for supporting 
manufacturing scheduling decision making, which enable to 
solve quite different scheduling problems, varying from single-
-machine environments up to more complex ones, like job 
shops, manufacturing cells or other kind of flexible 
manufacturing systems [34-37]. 

In the context of AI-based approaches for manufacturing 
scheduling, meta-heuristics are one of the most important 
branches; meta-heuristics such as simulated annealing, tabu 
search and genetic algorithms have been deeply studied [1, 5, 
29, 38]. Neighbourhood search techniques (NST) are a 
simplification of meta-heuristics which are also used for MS, 
as they are quite easy to implement and to use, while enabling 
good solutions to be reached, especially when dealing with 
some more simple scheduling problems, like single stage or 
single-machine problems [17, 39, 40].  

Usually near-optimal approaches enable to obtain a higher 

performance than simple dispatching rules, but they also use a 

considerable amount of computational time [17]. Therefore, 

the selection of a scheduling algorithm depends on a trade-off 

between computational time and schedule performance. 

This paper used a software tool to collect the computational 
results. The software used includes two different approaches, a 
Hodgson’s algorithm adaptation (HAA) and a Neighbourhood 
Search Technique (NST), which are going to be better 
described in the next sub-section. 

A. Hodgson algorithm adaptation (HAA) 

The Hodgson algorithm (HA) determines the sequence of 
tasks in which the number of tardy jobs is minimal [16, 20, 22, 
23].  Let E be the set that contains all the jobs that must be 
processed and L the set of all late jobs, which starts empty. 
Thus, the algorithm integrates the following sequence of steps: 



Step 1: Sort the jobs that belong to the E set and sort them 
by increasing delivery date (earliest due date rule, EDD).  

Step 2: If none of the jobs is delayed the sequence is 
optimal. If the opposite happens, the delayed job at its k 
position (i.e. [k]) is identified. 

Step 3: Identify the entity or job with the bigger duration or 
processing time (pj) in the set of the first k jobs. Remove it 
from the set E and put it into the L set. Establish the new 
time for the conclusion of the remaining jobs on E and 
return to step 2.   

There are several priority rules, which can be used for 
establishing an initial solution as a starting point for the 
Hodgson’s algorithm, which will act as a rule that specifies the 
priority on how the jobs present in the waiting queue of a 
machine are processed. The Earliest Due Date (EDD) rule 
specifies that when a machine is free, the job that has the 
earliest due date to be processed first is selected. 

This work used a Hodgson’s algorithm adaptation (HAA) 
implementation, by using JAVA 5 language [34, 41]. As 
described before, the Hodgson’s algorithm (and HAA) ensures 
the sequence with the least number of delays or tardy jobs in a 
single-machine environment [17].  

B. Neighbourhood Search Techniques (NST) 

The Neighbourhood Search Techniques (NST) is a local 

search technique included in the scope of heuristic approaches 

that perform a neighbourhood search for the local optimal 

solution (or local optimum); and they usually are fast, simple 

to implement and flexible [17, 34, 41]. Associated to this kind 

of methods it turns out to be necessary to specify a 

mechanism, to create an initial solution or seed, which consists 

upon a neighbourhood generation mechanism, and also a 

criterion for selecting the next seed and a stopping criterion 

[17, 34, 41]. 

For some problems, efficient NST-based algorithms exist 

[17, 34, 41], but for most, optimal algorithms, require 

excessive calculation time [17]. If the optimal solution cannot 

be found in reasonable time, heuristics or meta-heuristics 

should be used [17, 34, 39-41]. The simplest heuristics are 

based on simple dispatching rules [17, 34, 39-41]. Several 

other heuristics are built on artificial intelligence (AI) 

techniques [1, 3, 4, 6, 7, 17, 28, 29, 33-35, 39-42]. 

Neighbourhood search techniques, and particularly meta-

heuristics, have also provided some powerful algorithms for 

near-optimal schedules [17, 39, 40].  

The NST procedure used in this work includes the 

following steps [34, 41]: 

Step 1: Select a seed solution for evaluating its 
performance. 

Step 2: Generate and evaluate solutions in the 
neighbourhood of the seed. If none of the solutions 
produces better performance than the seed, then the search 
ends. Otherwise continue. 

Step   3: Select the solution from the neighbourhood with 
best performance for being the new seed. 

Moreover, it is necessary to specify the following 
procedures [34, 41]: 

1. A method for obtaining a seed. 

2. A certain mechanism for generating the 

neighbourhood. 

3. A method for selecting the solution that will be the 

next seed. 

The HAA and the NST algorithms implementation used in 
this work enable to obtain two different sequences of jobs and 
resulted in quite good solutions, which are going to be 
described further in the next section. They are also compared to 
the SPT dispatching rule. 

IV. COMPUTATIONAL STUDY 

The work presented in this paper is a continuation of a 

previous work [43] with an instance of five jobs for the 

problem presented in section III. In this paper we intend to 

generalize that work. To generalize the problem analysis, we 

apply the same two methods, NST and HAA and the 

dispatching rule SPT, to fifty-six dimensions increasing the 

number of jobs, being from five to ninety nine.  

The evolution of problems results is a linear growth, for 

most of the performance measures. The results obtained for 

Hodgson Algorithm application appear to be the more 

effective for some of the performance measures, like 

minimizing the tardiness and the earliness, along with the total 

and mean earliness. However the mean earliness is only better 

for large problems with more than twenty jobs. 

The NST and SPT application to these problems reached 

better results for the total and mean tardiness and completion 

time and the mean earliness did perform better for small 

problems with less than twenty jobs.  

For all methods, the maximum completion time is the 

same, being the minimum for the respective size of problem. 

This is because none of them does introduce idle times 

between jobs for a minimized earliness, producing a sequence 

of jobs without any forced interruption.  

A. Irregular Performance Measures Analysis 

To obtain a better analysis of the considered problem, we 

did observe three irregular performance measures: 

 Difference between the maximum tardiness and 

maximum earliness; 

 Difference between the mean completion time and its 

optimal value 

 The sum of the two previous performance measures. 

In the first perfomance measure, which includes the 

maximum tardiness and the maximum lateness, we can 

observe that the methods performances are similar and the 

difference between the maximum tardiness and the maximum 

lateness is directly proportional to the number of jobs in the 

problem.  

In the second performance measure, the Hodgson solutions 

obtained a similar behavior as the previous performance 

measure but the SPT performance was null, since this 

dispatching rule guarantees an optimal mean completion time, 

and there is no difference between the mean completion time 

found and its optimal value. The NST also obtained a null or a 

very low value regarding this performance measure, which 

means that the NST obtained an optimal value for the mean 

completion time or very close to the optimum. 



In the last performance measures all three optimization 

techniques obtained similar results. 

B. Correlation with the number of jobs in the problem 

We analysed, through the use of SPSS, the correlation 

between these three performance measures and the number of 

jobs in the problem, by using the Pearson Correlation method. 

In the next table we can analyze the correlation results 

obtained through the SPSS software. We can conclude with 

95% of confidence that there is a correlation, except for the 

Cmean-Cmean* results through the use of the SPT and the 

NST algorithms. Regarding the case of the SPT results it is 

impossible to realize the correlation since the performance 

measure evaluated is a constant (zero). For the case of the 

NST results the correlation did not exist, as the results are 

near-optimal for all problem sizes. 
 

TABLE I.  RESULTS FOR CORRELATION ANALYSIS  

C. Performance Evaluation  

The performance of each method was evaluated through 

the ANOVA methodology (Table II). 

 
TABLE II.  RESUSTS OF ANOVA 

 

 

 

 

 

 

 

The performance obtained is similar, with the same 

exception already referred about the mean completion time 

performance measure (Cmean-Cmean*). For the Tmax-Emax, the 

ANOVA does indicate that there is a variance equality, which 

confirms an existence of similar results for the three methods 

(SPT, HAA and NST). The other performance measure (Table 

II), continues to verify the exception case, which seems 

natural, considering the performance of the SPT and the NST. 

So the ANOVA does indicate that we reject the hypothesis of 

the variances equality of the methods results. For the formula 

that encloses the previous two performance measures there is 

variance equality, so we can accept the hypothesis about a 

similar methods performance. 

D. Evaluation of the methods performance with size 

differenciation 

To differentiate the behavior between the small problems 

and the big ones, we considered the following categorization:  

 

TABLE III.  DIFFERENT DIMENSIONS OF PROBLEMS 

Dimension Size of problems 

Small ≤20 

Big >20 

As there are no more than thirty problems for the problems 

with a small dimension to be able to assume its normal 

distribution, it is necessary to perform a test that proves it. So 

we performed a Shapiro-Wilk test, and obtained the results 

presented on Table IV. As we can realize, it is not possible to 

reject our null hypothesis with a 95% confidence level, data 

following a normal distribution. 

 
TABLE IV.  RESULTS FOR SHAPIRO-WILK TEST 

Algorithm Sig. 

SPT 0.856 

HAA 0.534 

NST 0.609 

For one performance measure one of the methods reveals a 

better performance than the other. With the same evaluation of 

the previous point but taking into consideration the size 

differentiation for all three performance measures, we have 

been analyzing, we can conclude that the methods 

performances are similar.  

The obtained results are systematized on Tables V and VI 

for smaller and bigger problems. 

We can only reject with 95% confidence that all methods 

performances, for the Cmean-Cmean*, are not identical. In the 

other performance we assume that all three methods achieve 

similar results.  

 
TABLE V.  RESULTS OF ANOVA FOR SMALL PROBLEMS 

Performance Measure Sig. 

Tmax-Emax 0.942 

Cmean-Cmean* 0.000 

Formula 0.813 

 
TABLE VI.  RESULTS OF ANOVA FOR BIG PROBLEMS 

Performance Measure Sig. 

Tmax-Emax 0.766 

Cmean-Cmean* 0.000 

Formula 0.393 

 

Most times, the difference that turns out a method more 

effective than another, for one performance measure is not 

significant, regarding that the performance differences 

between methods are statistically insignificant. Therefore, we 

have to analyze more than one performance measure, like in 

[16, 21-23] and by using more than one approach like in [20-

23]. However, we can also enclose three performance 

measures, each one with different perspectives, in one single 

equation, allowing a more global and faster analysis. 

Moreover, we also analyze the performance measures 

behavior with the size growth of the problem, like in [8, 14, 

16, 21] and this permit to conclude about what to expect about 

the methods performance for problems with different sizes. 

 

Performance 

measures 
SPT HAA NST 

Tmax-Emax 0.997 0.998 0.997 

Cmean-Cmean*  –  0.978 -0.238 

Formula 0.997 0.998 0.997 

Performance Measure Sig. 

Tmax-Emax 0.890 

Cmean-Cmean* 0.000 

Formula 0.662 



V. CONCLUSIONS 

In this paper an implementation of the Hodgson’s method 
and a NST algorithm were proposed for solving single-machine 
scheduling problem and a comparative analysis was performed. 
The results obtained were compared to the ones referred in 
literature and our results proved to be more effective, while 
enabling to reach a more balanced solution in terms of 
customer and enterprise oriented performance measures, by 
means of JIT principles, although even more importance was 
given to customer-oriented measures, namely to the total 
number of tardy jobs and the maximum tardiness.   

The obtained results permits to conclude that most times 
minimizing the earliness may deteriorate the tardiness results. 
Therefore, it is of upmost importance to keep attention to all 
the important performance measures, for instance, external or 
customer-oriented ones, and realize that we cannot give the 
same importance to performance measures such as the earliness 
and the tardiness, as they may yield different results. 

Through the generalization of the problem, despite the 
increase of the value of almost all performance measures, their 
growth was proportional to the growth of number of jobs in the 
problem. The only exception was the performance of the NST 
for the mean completion time, which was optimal or very close 
to the optimal. The methods performances are similar 
regardless of the problem size. 

In future work, we intend to apply other methods in order to 
compare them with the obtained results, for the performance 
measures considered, and even extend the analysis for other 
important performance measures, also for larger problems, 
with an increase in the number of jobs and further extending 
the statistical tests for obtaining an improved generalized 
analysis about the problems’ performance measures behavior. 
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