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Foreword

Welcome to the Second Issue 2013 of the Journal of Science and Technology (JST)!

JST is an open access journal for the science and technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university and run 
on a non-profit basis for the benefit of the world-wide science community. 

In this issue, there are 27 articles published; out of which 3 articles are review articles, 
14 articles are regular articles and 10 articles are from Curtin University Technology, 
Science and Engineering International Conference “Innovative Green Technology for 
Sustainable Development” (CUTSE 2011). The authors of these articles vary in country of 
origin (Malaysia, Bangladesh, Nigeria, Japan, Indonesia and Australia). 

The review articles describe in details on halal perspective and detection of its 
ingredients in cosmetic and personal care products (Hashim, P. and Mat Hashim, 
D.), a review on the effects of probiotics and antibiotics towards Clostridium difficile 
Infections (Hazirah, A., Loong, Y. Y., Rushdan, A. A., Rukman, A. H. and Yazid, M. 
M.) and also a review on methodologies for measuring sustainability of product/
process (Pezhman Ghadimi, Noordin Mohd Yusof, Muhamad Zameri Mat Saman  
and Mahmood Asadi).

The regular articles cover a wide range of study, from a detection of ethanol vapours using 
Titanium Dioxide (TiO2) catalytic pellet by conventional and modified sol gel dip-coating 
method (Ang Gaik Tin, Mohamad Zailani Abu Bakar and Cheah Mooi Chen), determination 
on green compression strength of tin mine tailing sand for green sand casting mould 
(Azhar Abdullah, Shamsuddin Sulaiman, B. T. Hang Tuah Baharudin, Mohd Khairol Anuar 
Mohd Ariffin and Thoguluva Raghvan Vijayaram), a web-based decision support system 
for paddy planting management (C. Y. N. Norasma, A. R. M. Shariff, E. Jahanshiri, M. S. 
M. Amin, S. Khairunniza-Bejo and A. R. Mahmud), a development of an automation and 
control design system for lowland tropical greenhouses (W. I. Wan Ishak, R. M. Hudzari 
and M. Y. Tan), a recovery of heavy metals from spent etching waste solution of printed 
circuit board (PCB) manufacturing (A. H. M. Ali, S. Sobri, Salmiaton. A. and Faizah M. Y.), 
a production of orthophoto and volume determination using low-cost digital cameras 
(Khairul Nizam Tahar and Anuar Ahmad), a climate change resilience assessment using 
livelihood assets of coastal fishing community in Nijhum Dwip, Bangladesh (Hossain, M. 
S., Rahman, M. F., Thompson, S., Nabi, M. R. and Kibria, M. M.), a goal event detection 
in soccer videos via collaborative multimodal analysis (Alfian Abdul Halin and Mandava 
Rajeswari), on the diophantine equation x2 + 4.7b = y2r (Yow, K. S., Sapar, S. H. and Atan, 
K. A.), an electrical conductivity of anionic surfactant-doped polypyrrole nanoparticles 
prepared via emulsion polymerization (Ghalib, H., Abdullah, I. and Daik, R.), a landslide 
susceptibility mapping using averaged weightage score and GIS: a case study at Kuala 
Lumpur (Mahmud, A. R., Awad, A. and Billa, R.), a GIS modeling for selection of a transfer 



station site for residential solid waste separation and recycling (Billa, L. and Pradhan, 
B.), a comparative study on the effect of density on water absorption of particle boards 
produced from Nipa Palm fibres with HDPE wastes (Ekpunobi, U. E., Eboatu, A. N. and 
Okoye, P.-A.) and Rootkit Guard (RG) - an architecture for rootkit resistant file-system 
implementation based on TPM (Teh Jia Yew, Khairulmizam Samsudin, Nur Izura Udzir  
and Shaiful Jahari Hashim).

I conclude this issue with 10 articles arising from the CUTSE 2011 international conference; 
theoretical modeling of pseudo hydrostatic force in solid-liquid pipe flow with two layers 
(Hussain H. Al-Kayiem and Iylia Elena Abdul Jamil), improvement of coke strength by 
phenolic resin coating: experimental and theoretical studies of strengthening mechanism 
(Y. Asakuma, Y. Komatsu, S. Nishi, A. Kotani and M. Nishimura), application of markov 
chain in the PageRank algorithm (Ravi Kumar, P., Alex Goh, K. L. and Ashutosh, K. S.), 
harnessing energy from electromagnetic field: practical implementation integrating coil 
antenna and IC load (Syahrizal Salleh and Zulkifli Abd Majid), palm oil transesterification 
processing to biodiesel using a combine of ultrasonic and chemical catalyst (Supranto, 
S.), electricity generation from citronella bagasse (CB) using dual chamber microbial 
fuel cell (Nik Azmi Nik Mahmood, Mohd Nazlee Faisal Md Ghazali, Kamarul’Asri Ibrahim 
and Nur Muhammad ElQarni Md Norodin), experimental design analysis of ultra fine 
fly ash, lime water, and basalt fibre in mix proportion of high volume fly ash concrete 
(Mochamad Solikin, Sujeeva Setunge and Indubhushan Patnaikuni), experimental study 
on shear behaviour of high strength reinforced recycled concrete beam (Oh Chai Lian, Lee 
Siong Wee, Mohd Asha’ari Masrom and Goh Ching Hua), responsive façades: parametric 
control of moveable tilings (Sambit Datta and Michael Hobbs) and a numerical study of 
ground improvement technique using group of soil-column on peat (Muntohar, A. S., 
Rahman, M. E., Hashim, R. and Islam, M. S.).

I anticipate that you will find the evidence presented in this issue to be intriguing, thought 
provoking, and hopefully useful in setting up new milestones. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

I would also like to express my gratitude to all the contributors; namely the authors, 
reviewers and editors for their professional contributions who have made this issue 
feasible. Last but not the least the editorial assistance of the journal division staff is fully 
appreciated.

JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Nayan Deep S. KANWAL, FRSA, ABIM, AMIS, Ph.D.

nayan@upm.my
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INTRODUCTION

Biomass based renewable energy will play a 
critical role in meeting the future global energy 
demands. A sustainable and competitive 
agricultural biomass feedstock production 
(BFP) system is critical for the success of a 
regional bioenergy system (Somerville et al., 

Invited Paper

Systems Informatics and Analysis of Biomass Feedstock 
Production

Shastri Y. N.1, Hansen A. C.2, Rodríguez L. F.2 and Ting K. C.2*
1Energy Biosciences Institute, University of Illinois at Urbana-Champaign, USA
2Department of Agricultural and Biological Engineering, University of Illinois at Urbana-Champaign, USA

ABSTRACT

Sustainable biomass feedstock production is critical for the success of a regional bioenergy system. Low 
energy and mass densities, seasonal availability, distributed supply, and lack of an established value 
chain for the feedstock create unique challenges that require an integrated systems approach. We have, 
therefore, developed a Concurrent Science, Engineering and Technology (ConSEnT) platform integrating 
informatics, modelling and analysis, as well as decision support for biomass feedstock production. An 
optimization model (BioFeed) and an agent-based model, which are supported by an informatics database 
and made accessible through a web-based decision support system, have been developed. This article 
summarizes the recent advances in this subject area by our research team.

Keywords: Biomass feedstock, bioenergy, systems analysis, modelling, informatics, decision support

Article history:
Received: 16 February 2012
Accepted: 7 May 2012

E-mail address: 
kcting@illinois.edu (Ting K. C.)
*Corresponding Author

2010). It provides the necessary material input 
for continuous operation of the processing 
facilities, and must do so by ensuring cost-
efficiency, reliability and feedstock quality. 
Multiple tasks that comprise the BFP system 
include pre-harvest crop management, 
harvesting and handling, transport and pre-
processing, and storage (Cushman et al., 
2003). Our research programme at the Energy 
Biosciences Institute, titled ‘Engineering 
solutions for biomass feedstock production’, 
accordingly incorporates these four tasks, with 
the objective of developing new technological 
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solutions to perform these operations efficiently. However, these tasks are highly inter-
dependent, and it must be ensured that they work together in an effective, seamless manner. 
Moreover, low energy and mass densities, seasonal availability, distributed supply, and lack 
of an established value chain for the feedstock create unique challenges that pervade all stages 
of feedstock production, and require a holistic approach (Ting, 2009).

We have, therefore, taken a systems based approach and have constituted a fifth task 
of systems informatics and analysis (SIA). Using established and novel SIA techniques, 
we developed a Concurrent Science, Engineering and Technology (ConSEnT) platform by 
integrating informatics, modelling and analysis, and decision support for biomass feedstock 
production (Fig.1). A key outcome of this initiative has been the development of the BioFeed 
optimization model (Shastri et al., 2010; Shastri et al., 2011) and an agent-based simulation 
model (Shastri et al., 2011a). The article reviews our research on model development and 
application for decision support. We also discuss the role of informatics and decision support 
tools that complement the modelling and analysis work, and provide our thoughts on future 
challenges and opportunities.

 Fig.1: Concurrent Science, Engineering and Technology (ConSEnT) platform for the biomass 
feedstock production system

MATERIALS AND METHODS

Informatics and Database Development

The foundation of our work was first laid through the development of comprehensive concept 
diagrams for each stage of feedstock productions. The concept diagrams captured the scope 
of each task and were organized using an object-oriented approach to represent the tasks, sub-
tasks, technologies, and equipment in a hierarchical format (Domdouzis et al., 2009). These 
diagrams were used as the basis to develop a MySQL database, along with user interfaces for 
data input and output. The models, described later, connected to the database in real time to 
ensure concurrency between latest scientific developments and model based analysis. This 
particular approach made the model generic, thereby allowing it to be used to study different 
crops in different geographical regions.
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BioFeed Optimization Model

The overall scope and key components of the BioFeed model consider a scenario, where many 
farms are producing biomass feedstock for one or more regional biorefineries, considering 
the important operations along this value chain (Fig.2). For each farm under consideration, 
harvesting, raking, post-harvest processing, in-field transportation (roadsiding), handling, 
on-farm storage, and ensilage are modelled. Three storage options are modelled, namely, 
on-farm open storage, on-farm covered storage, and satellite covered storage. The satellite 
storage facilities are shared by all the farms, and they can include optional mechanical pre-
processing of biomass such as size reduction (Shastri et al., 2012). The transportation is 
carried out using a set of trucks bought and owned by the biorefinery. The impact of regional 
weather on the harvesting activities is modelled by incorporating the probability of working 
day (pwd) parameter in model equations (Shastri et al., 2012a). The decision variables, which 
are simultaneously optimized during the model simulation, include on-farm equipment 
selection and their operating schedule, on-farm biomass distribution, on-farm storage method 
selection and sizing, satellite storage selection and sizing, transportation fleet size selection and 
utilization of the fleet (logistics), and the biorefinery capacity. The integration of design and 
management decision making is one of the unique features of this model. Several variables can 
be pre-specified to develop user specific scenarios. The simulation period consists of one year. 
The capital as well as the operating costs associated with each operation are included in the 
objective function, which is the maximization of the total system profit by assuming a certain 
biorefinery gate price. In addition to cost minimization, the model can quantify the systemic 
impacts of technological improvement, infrastructure limitations, management decisions, and 
conduct sensitivity analysis. A novel computational scheme, called DDC (Decomposition and 
Distributed Computing), is employed for a computationally efficient solution of the model 
(Shastri et al., 2011b).

 

Fig.2: BioFeed optimization model - System level representation of the feedstock production system
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Agent-based Simulation Model

The success of the lignocellulosic feedstock based bioenergy sector will require transitioning 
to an agricultural system that co-produces food, feed, and fuel crops. In addition to scientific 
and technological development, this transition will be driven by the collective participation, 
behaviour and interaction of different stakeholders within the production system such as 
farmers, biorefinery, transportation and storage companies, custom harvesters, and farm 
consultants. Conventional engineering and macro-economic models cannot be used to study 
such complex systems. We have, therefore, developed an agent-based simulation model using 
the theory of complex adaptive systems (Shastri et al., 2011a). The first version of the model 
focuses primarily on the farmer and biorefinery agents. Each agent class is characterized by 
a set of attributes such as farm size and location for the farmer agent. These attributes take 
different values for different instantiations to capture variability. The decision making of each 
agent is modelled using rules that incorporate social, personal, and regulatory factors of an 
agent in addition to economic cost-benefit analysis. Attributes and rules are parameterized 
using data from literature. During simulation, long-term monthly delivery contracts, valid over 
multiple years, are competitively negotiated between the farmer and biorefinery agents. The 
agents modify selected attribute values based on profits or losses during the previous year to 
model learning and adaptation.

Web-based Decision Support System

The true value of systems analysis can only be realized if it can lead to better decisions. 
Unfortunately, this does not always happen because decision makers either lack access to 
the systems based tools or do not have the necessary expertise to develop and use them. We, 
therefore, developed a web-based decision support system named BPSys (Liao et al., 2011) 
that provides user-friendly access to the database and the BioFeed model. It is programmed 
in Java and enables users to build production scenario in BioFeed, select and modify data, as 
well as perform simulation and analysis, and visualize results.

RESULTS AND DISCUSSION

The BioFeed optimization model has been used extensively to study the production of 
switchgrass and Miscanthus, two perennial C4 grasses that have been proposed as candidate 
crops. A collection region of 17,400 km2 was considered. The collection region included 
284 farms in 13 counties in southern Illinois. A biorefinery was assumed to be located at 
Nashville, IL. Crop harvestable yields and harvesting seasons were taken from the literature. 
The equipment performance data were adapted from previously published literature along with 
the ASABE machinery standards ASAE EP496.3 FEB2006 (R2011).

The optimal cost of switchgrass production was 45.1 $ Mg-1, which was almost evenly 
distributed among long distance transportation, harvesting, storage, and in-field transportation 
(Shastri et al., 2011). The on-farm baler selection varied based on farm size and storage 
requirements. It was found that 25% reduction in truck waiting time for loading/unloading, 
possibly through improved queue management, reduced the total cost by 22%.
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The optimal production cost for Miscanthus was 44.7 $ Mg-1 (Shastri et al., 2010). The 
optimal pre-processing technology recommended for each farm was either baling or grinding 
(hammer mill or tub grinder). In contrast to switchgrass, pre-processing accounted for 37% 
of the total cost, reflecting the lack of efficient equipment. The production cost increased 
substantially for farms smaller than 100 ha. A supply chain configuration incorporating 
distributed storage and pre-processing at satellite storage was also studied for Miscanthus 
using three different pre-processing alternatives, namely, hammer milling, tub grinding, and 
pelletization (Shastri et al., 2012). Mandatory pre-processing at storage increased the total 
cost by 16-53% as compared to the base case, but reduced the farmers’ share of the total cost 
by 13-39%. The exact values depended on the pre-processing technology installed at the 
storage facility. The simulation results, therefore, recommended distributing the pre-processing 
operation between farms and storage facilities.

When the impact of weather in Illinois was quantified (Shastri et al., 2012a), the results 
showed that using a production system designed assuming 100% probability of working day 
(pwd) would incur an increase of actual production cost by 37% for Miscanthus and 12% 
for switchgrass. If the systems were instead optimized for typical pwd values for Illinois, the 
cost increase was less than 3.3%, but required higher investment in farm machinery by 34% 
for Miscanthus and 12% for switchgrass, respectively. Extending the Miscanthus harvesting 
season is, therefore, an option that must be rigorously evaluated.

The agent-based simulation model was used to study the establishment of Miscanthus 
production in Illinois by considering a set of 100 farmers currently growing corn and soybeans 
(Shastri et al., 2011a). The results showed that it took up to 15 years to reach stable regional 
production of Miscanthus, which was still only 60% of the maximum possible. Such a 
profile would have a significant impact on the capacity expansion, investment, and feedstock 
procurement decisions by the biorefinery. Meanwhile, a 25% reduction in the land opportunity 
cost led to a 63% increase in the stable production, suggesting that a region less attractive for 
conventional crops would be more suitable to establish Miscanthus.

CONCLUSION

In the study, the ConSEnT (Concurrent Science, Engineering and Technology) platform was 
developed by integrating informatics, modelling and analysis, and a decision support system for 
biomass feedstock production. The BioFeed optimization model and an agent-based simulation 
model constitute two key elements of this platform, and have provided valuable design and 
management recommendations for Miscanthus and switchgrass production. Such a decision-
making platform would be extremely valuable in the future for large-scale deployment of the 
bioenergy sector. Various stakeholders that can benefit from this platform include biorefineries 
operators and investors, researchers, technology development engineers, regulators, and 
university teachers for educating the industry’s next generation of human capital. Incorporating 
uncertainty in decision making and studying the full life cycle impacts of decisions are key 
future modelling challenges. The ConSEnT platform must also be further enhanced to achieve 
true concurrency between research and application.
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ABSTRACT

The term halal refers to what ispermitted by Islamic law. It is a basic need for Muslims and 
encompasses all materials used in everyday life including cosmetics.Muslims want to be assured that 
the ingredients,handling, processing, distribution, transportation and types of cosmetic used are halal 
compliant. The halal aspects of cosmetic and personal care products cover ingredients, all the processes 
involved in production right up to delivery to consumers, safety and product efficacy evaluations. In order 
to verify halal compliance of cosmetic products, a method of detecting halal and non-halal ingredients 
is very important and critically needed. Halal cosmetic standards, halal certification and the halal logo 
can be used as benchmarks for halal compliance. In view of the importance of cosmetic and personal 
care products from the halal perspective, this review will cover the halal principles, halal cosmetic and 
personal care products, ingredients, standard and certification as well as safety. The development of the 
process of detecting non-halal ingredients and authenticating halal ingredients for potential cosmetic 
applications in recent years are included in this paper.
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INTRODUCTION

Cosmetics and personal care products have 
been around for a long time. These products 
are used daily by many people, and their 
consumption is on the rise every year. The 
use of these products isconsidered a necessity 
for personal hygiene,improved attractiveness, 
skin and hair protection from harmful 
ultraviolet light and pollutants and slowing 
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down ofthe ageing process (Mitsui, 1996). Due to advancement in technology, the cosmetic 
industry is constantly looking for new and effective products that are readily available, cheap 
and safe.At the same time,information regarding the identity and the source of the ingredients 
used in cosmetics is not always readily available; therefore verification ofthe authenticity and 
acceptability of the ingredients may be needed (Lockley & Bardsley, 2000). In most countries, 
manufacturers choose to use lard as a substitute for oil because lard is cheaper and easily 
available. The use of pork and lard is aserious matterfrom the perspective of several religions,for 
instance, Islam and Judaism. Muslims require the products they use to be halal while the Jews 
require them to bekosher (Regenstein et al., 2003). The concern is the same: they are concerned 
that the products might contain ingredients that are questionable (Khattak, 2009). Halal refers 
to things or actions permitted by Islamic law for Muslim consumption (Al-Qardawi,1995; 
DSM, 2008), and its requirements extend to cosmetic and personal care products; naturally, 
then, Muslims would want to be certain that the cosmetic and personal care products they use 
are halal compliant. At the same time, Muslims and non-Muslims involved in the production 
and supply of these products need to understand the meaning of halal cosmetic and personal 
care products and the requirements of halal laws. 

There are an estimated 2 billion Muslims in the world (MITI, 2006; HDC, 2009).
In the Middle East, the growth of halal cosmetics has increased by 12% annually and the 
value of cosmetic product sales in the Middle Eastwas estimated at US$2.1 billion in 2007. 
Meanwhile, in Saudi Arabia, the total sales of cosmetic products reached USD 1.3 billion in 
2006 (Kamaruzaman, 2008). Halal products including cosmetic products have the potential of 
being offerednot only to Muslims but to the world at large (Muhammad, 2007). Today there 
is increasing awareness concerning halal cosmetics; consumers buy halal cosmetics if the 
products are available (Kamaruzaman, 2008).

Detection of non-halal ingredients to determine the halal status of any cosmetic and personal 
care products is important to safeguard the integrity of the halal products and confidence of 
the consumers. In the last few years, detection methods for non-halal ingredients have been 
developed quite extensively to assist religious authoritiesin verifying halal compliance and 
to detect the presence of non-halal ingredients.Several detection techniques such as Fourier 
transform infrared (FTIR) spectroscopy, comprehensive two dimensional gas chromatography 
hyphenated with time-of-flight mass spectrometry (GCxGC-TOF-MS) and gas chromatography 
mass spectrometry (GCMS) have been developed to detect gelatin, alcohol, fats and oils in 
cosmetic products (Rohman et al., 2009; Norakasha et al., 2009; Hashim et al., 2009b). The 
methods developed could be extended to traditional cosmetic and personal care products that 
require halal certification. This review looks at both halal cosmetic and personal care products 
and the available scientific evidence on detecting non-halalingredients. 

HALAL PRINCIPLES

According to Qur’an Surah 5 Al-Maaidah verses 87-88, halal is a Qur’anic term meaning 
‘permitted, allowed or lawful’ (Din al-Hafiz, 2008). In the same verses, the term halal and 
thoyyib (‘good’) are also included. According to Al-Qardawi (1995), the term halal means 
‘permissible for consumption and used by Muslims whereas haram is anything that is unlawful 
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or forbidden. Halal (lawful) and haram (unlawful) are clearly shown in Islam to be serious 
matters. The word thoyyib means the object it qualifies must meet the standards of quality, 
safety and wholesomeness (Che Man et al.,2009) as allowed in Islam.It does not only cover 
the requirements of religion but also sets a strict adherence to quality and hygiene compliance 
which is in line with good manufacturing practices (GMP) of the cosmetic industry (DSM, 2008; 
Amat, 2006). While the emphasis of GMP is on the standards of halal cosmetic and personal 
care products, it also extends to thoyyib, to produce clean and hygienic items (DSM,2008).
Halal covers everything from raw material sourcing to distribution of products, right up to 
delivery to consumers (Che Man and Sazili, 2010). Halal is about trust, responsibility, respect 
and strict compliance (Che Man et al., 2007).

HALAL COSMETIC AND PERSONAL CARE PRODUCTS

In the past, many Muslims used cosmetic products without thinking of the need to meet the 
halal requirement. It seems that Muslims and non-Muslims do not fully understand the meaning 
and requirements of halal. They may think halal is only about the manner in which animals 
are slaughtered for consumption by Muslims (Muhammad, 2007). The halal-ness of these 
products is very important as it might affect the worship and prayers of Muslims.There are many 
interpretations of halal. Generally, halal from the perspective of the cosmetic industry means 
the product does not contain porcine by-products and derivatives and alcohol. However, halal 
as a term has a far wider meaning than that in scope and application. The manufacture and sale 
of cosmetic and personal care products are regulated in certain countries. The United States 
Food and Drug Administration (USFDA, 2004), the EU Cosmetic Directive (EU, 1976) and the 
ASEAN Cosmetic Directive (ASEAN, 2008) have laid down certain rulesfor the manufacture, 
labelling and sale of cosmetic products. The basic requirements of these regulations concern 
the safety of consumers who use cosmetic products. The requirement for safety also applies 
to halal cosmetics to ensure that the products are indeed not harmful to the user (DSM, 2008).

The Malaysian Standard MS 2200: Part 1: 2008 prescribes practical guidelines for halal 
cosmetics and the personal-care industry on the preparation and handling of halal cosmetic 
products (DSM, 2008). The standard definition for cosmetic and personal care products is given 
as “any products or preparation intended to be placed in contact with various external parts 
of the human body (epidermis, hair system, nails, lips and external genital organs) or with the 
oral cavity to clean, perfume, change their appearance and/or correct body odors and/or protect 
them or keep them in good condition” (DSM, 2008; NPCB, 2009a). The products are not for 
treating or preventing diseases in human beings. Cosmetic and personal care products are halal 
if they comply with Islamic law. Besides the products, accessories accompanying them such 
as brushes, bottles, containers, packaging, mirrors etc. must also comply with Islamic law. 
Islamic law states that these products must not contain human parts or ingredients derived from 
human parts or contain animal by-products that are forbidden to Muslim such as from pigs, 
dogs etc. Only by-products from animals permitted by and slaughtered according to Islamic 
requirementsare permissible in cosmetic products; examples of these animals are chickens, 
cows, buffaloes, turkeys, sheep and goats. Therefore, the source of the raw materials is very 
important in the formulation of halal cosmetic products. If genetically-modified organisms 
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(GMO)are used in the products, the GMO must not contain components forbidden by Islam. 
The products must be prepared, processed, manufactured or stored and transported in a clean 
and hygienic condition. The product must not be contaminated with najs in any circumstances 
and condition. Najs is religiously-prohibited dirt (Che Man et al., 2007) or ritually unclean 
material. The product must be clean and not harmful to consumers.

Halal products must be recognised as symbols of cleanliness, safety and high quality 
(Rajikin et al., 1997), and this includes substantiation of its claim and performance. It should 
be recognised as a credible stamp of hygiene and standards (Amat, 2006). Therefore, the 
halal cosmetics can be used and accepted not only by Muslims but non-Muslims too. For 
non-Muslims, halal can become a mark of unquestioned conformance and quality in trade 
dealings with Muslims. 

Halal cosmetic production activities cover all aspects of the process and production of 
cosmetic products. Production must be carried out under strict hygienic conditions in accordance 
with good manufacturing practices (GMP)(NPCB, 2009b) and public health legislations (NPCB, 
2009a). If the cosmetic and personal care products are not prepared or processed according to 
halal requirements, they are forbidden from being used by Muslims.

All halal cosmetic production establishments are confined to halal processing only. They 
are required not to operate non-halal cosmetic processing to avoid mandatory ritual cleansing 
(DSM, 2008). Segregation at every stage is required for halal cosmetic products including 
storing, displaying and selling. All these activities must be labelled with a sign clearly carrying 
the word ‘halal’ to prevent them from being mixed with or contaminated by things deemed 
non-halal.

INGREDIENTS USED IN HALAL COSMETICS AND PERSONAL CARE 
PRODUCTS

Recently, halal aspects in the beauty industry have received great attention due to the revelation 
of the inclusion of halal and haram ingredients in cosmetic and personal care products. All 
ingredients, if they are used for halal cosmetics must be checked and must conform to halal 
requirements. This is to ascertain the purity, safety, quality and source of the ingredients. 
According to the standard (DSM, 2008), “the sources of ingredientsof halal cosmetic products 
can include halal animals (land and aquatic), plants, microorganism, alcohol, chemicals, soil, 
and water as long as they are not hazardous and najs.” The presence of alcohol, specifically 
ethanol, in cosmetics is of very great concern among Muslim consumers. According to 
Malaysian Standard (DSM, 2008), industrial alcohol is permitted. However, sources from 
alcoholic drinks are prohibited. All land animals are halal, except those that are clearly 
forbidden such as pigs and animals not slaughtered according to Islamic law. Thus, collagen 
and placenta from these animals are not permitted. Since anything from human origin is not 
allowed in halal practice, thus, human placenta and cysteine from human hair is not permitted 
in halal cosmetics. All aquatic animals are halal as long as they are not poisonous, intoxicating 
or hazardous to health. Aquatic animals are those that live in water such as fish but animals 
that live both on land and water such as crocodiles, turtles and frogs are forbidden in Islam. 
Ingredients and derivatives from plant origins can be used; this is not normally an issue. It 
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becomes an issue only if the plants are processed in an unhygienic manner or processed together 
with unlawful (haram) ingredients or if it contains najs (DSM, 2008). Therefore, the ingredients 
in cosmetic products must be stated on labels on the package for the information of consumers.

SAFETY ISSUES

Cosmetic and personal care products placed in the market must not cause any damage to human 
health when applied under normal or reasonably foreseeable conditions of use (EU, 1976; 
ASEAN, 2008; NPCB, 2009a). This is the standard of safety that cosmetic and personal hygiene 
products must fulfil. Safety of cosmetic and personal care products is regulated and required 
by law all over the world. The products are not allowed to be placed in the market unless their 
safety has been scientifically proven. Cosmetic products consist ofvarious chemical-based and 
natural-based ingredients. Many of these compounds are for general use and their properties, 
use and action are well documented. New ingredients must have proper documentation to prove 
their safety based on scientific evaluation of the ingredients (Wenninger, 1995). Safety is one 
of the requirements of halal products.The safety requirements also fulfil the halal and thoyyib 
requirement under Islamic law (Hashim et al., 2009a). A cosmetic product is halal if it is deemed 
safe (DSM, 2008). Hence, necessary safety assessmentsare required to ensure cosmetic products 
are safe for use by consumers and service providers such as hairdressers and beauticians. Care 
should be taken to avoid skin irritation and sensitisation. If the products are applied around the 
scalp, face and eyes, eye tolerance needs to be addressed as a major component of the safety 
assessment of cosmetic products. In ensuring the safety of the finished products, chemical, 
microbiological and toxicity tests are the basic requirements that need to be carried out. For 
most cosmetic products, a product deemed safe must have a pH value in the range of 5.0-6.5 
(Hashim et al., 2009a). Skin and hair have a natural pH; therefore choosing products that are 
too high or too low in pH will affect the skin and hair by either nourishing or irritating it. Skin 
has an optimal pH of 5.5 which is mildly acidic in nature. Therefore, maintaining the pH of 
skin in this range is important because it wouldhelp skin stay healthy, fight blemishes, prevent 
infections andirritation as well as slow down skin ageing (Anonymous, 2012). Examples of skin 
care products in this pH range are cleansers, moisturisers and colour cosmetics. The pH range 
of hair is 4.5-5.5; therefore the healthy range of shampoos should be 6.5. Hair care products 
with a pH higher than 7.5 would cause the hair to be dry and brittle. Cosmetic products must 
also not cause any allergic reaction to the skin and eyes. The pH level of 5.5-6.5 is the safest 
level and will not cause skin and eye irritation. The pH levels below than 3.5 and higher than 
9 would cause much irritation to the skin and eyes and should be avoided. As such, the in vitro 
skin and eye irritancy test conducted on these products should be non-irritant to mild-irritant 
(OECD, 2002; Hashim et al., 2009a). The tested results as mild irritant can be accepted as an 
indicator of a preliminary irritancy testing and used as a screening tool only. Further evaluation 
and reconfirmation need to be carried out on human subjects (in vivo). If the product tests as 
irritant, itis not released for sale as it is not safe for users (NPCB, 2009a). According to the 
Guidelines for Control of Cosmetic Products in Malaysia 2009, cosmetic products are safe if 
they comply with the toxic metals and total microbial allowable limits (NPCB, 2009a). Hence, 
the toxic metals in cosmetic products such as lead, arsenic and mercury shall be below 20, 
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1 and 5 ppm respectively; and the total microbial count is less than 1000 cfu ml-1 or cfu g-1 
(NPCB, 2009a). Careful selection of ingredients is important to make sure that the finished 
products are safe at a given concentration. Stability of the products might affect their safety; 
hence, shelf-life study and a challenge test for the preservative effectiveness must be tests that 
are frequently conducted. 

HALAL COSMETICS STANDARDS, CERTIFICATION AND REGULATION

In Malaysia, cosmetic products have to comply with local regulations and meet local quality 
control requirements (NPCB, 2009a; Hashim et al., 2009b).To get halal certification from the 
Department of Islamic Development Malaysia (JAKIM), products must fulfil the requirements 
of Malaysian Standard MS 2200:2008 (DSM, 2008) and Halal Certification Procedure Manual 
which require strict factory inspection and audit (JAKIM, 1993). The certification ensures that 
halal cosmetics are of high-quality and are ethical products i.e. products that are compliant with 
Islamic law, keep within the parameters designed for health and safety and benefits of users 
regardless of age, faith or culture.Consumers should look for the halal logo/mark that certifies 
the product as halal compliant. The certification body responsible for granting the halallogo 
(Fig. 1) in Malaysia is JAKIM.The halallabel issued by JAKIM is a registered trademark under 
the Trade Mark Act 1975. Besides JAKIM, there are other certification bodies worldwide that 
certify and award the halal logo. However, these halal certification bodiesvary in their set-up 
inimplementing, inspecting, awarding and monitoring halal certification.

Fig.1: Malaysian halal logo

NON-HALAL INGREDIENT DETECTION

Detection of the ingredient authenticity in halal cosmetic products is important to determine 
that the products, especially the oils, fats, and proteins, are halal compliant. Muslim consumers 
are concerned about the mixing of animal fats, especially any form of lard in food, cosmetics 
and pharmaceutical products; indeed, this is a cause of great concern not only to Muslims 
but followers of several other religions, for instance, Judaism (Marikkar et al., 2002). Halal 
cosmetic products must not contain or be contaminated with porcine-derived products. 
Therefore, the detection of adulteration due to one or more of the ingredients is a very important 
criterion in halal verification. 
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Cosmetic products are complex and contain several components of highly processed 
products. These highly processed products are manufactured from ingredients of animal or plant 
origins, which undergo various and usually multiple treatments either chemical or physical, 
commercially processed, and used as ingredients in the cosmetic, food and other industries 
(CFIA, 2008). Examples of the products are amino acids, collagen, sorbitol, albumin, fatty 
acids and enzymes. As such, cosmetic analysis has become quite difficult due to the usually 
high complexity ofingredient usage.

Detection of halal/haram sources from raw materials and intermediate ingredients in these 
cosmetic products may be determined using several latest techniques of various state-of-the-art 
instruments. It is a critical aspect of ensuring ingredients as well as the final products are halal. 
Analysis of adulteration of oil and fats with cheaper oil-like animal fats has become attractive 
and common in recent years. Virgin coconut oil (VCO), for instance, is an excellent material 
to be used as a softener and skin moisturiser due to its effectiveness and safe mineral oil with 
no allergic reactions (Agero & Verallo-Rowell, 2004). If VCO has been adulterated with lard 
in cosmetic cream formulations, this adulteration can be detected using Fourier transform 
infrared (FTIR) spectroscopy in combination with attenuated total reflectance (ATR) (Rohman 
et al., 2009). The finger print region of 962 and 721 cm-1 was used asa marker to differentiate 
VCO from other components in the formulation. FTIR spectroscopy with ATR and partial least 
square (PLS) regression was able to detect the presence of lard in cocoa butter at the frequency 
region of 4000–650 cm-1 (Che Man et al., 2005b) and a similar FTIR method with ATR and 
discriminate analysis (DA) was able to classify cod-liver oil samples from common animal 
fats (beef, chicken, mutton, and lard) based on their infrared spectra at the selected fingerprint 
regions of 1,500-1,030 cm-1 (Rohman and Che Man, 2009). FTIR is able to differentiate lard 
in a mixture of animal fats (lamb, cow and chicken) at selected infrared fingerprint range of 
1500-900 cm-1 (Rohman & Che Man, 2010) and differentiate mixtures of plant oils such as 
VCO, palm and olive oil in the frequency regions of 1,120-1,105 and 965-960 cm-1 (Rohman 
et al., 2010). 

Since animals and vegetables are chemically different in their fatty acid composition, the 
use of fatty acid methyl esters (FAME) profiles could beused as a basis for discriminating lard 
from other animal fats in the halal detection process. Gas chromatography hyphenated with 
time-of-flight mass spectrometry (GC-TOF-MS) in combination with two different microbore 
columns (SLB-5ms and DB-wax) may also be used. This method was, in fact, able to detect the 
differences in animal-derived fats between lard, cattle, chicken and goat in a study by Indrasti 
et al. (2010). The detection allowed the differentiation of lard from other animal fats by three 
FAMEs constituents involving methyl trans-9,12,15-octadecatrienoate (C18:3 n3t), methyl 
11,14,17-eicosatrienoate (C20:3 n3t) and methyl 11,14-eicosadienoate (C20:2 n6). These three 
FAMEs constituents are not present in other animal and plant fats.

Based on thermal profiles, differential scanning calorimetry (DSC) can be used to detect 
the presence of lard/chemically randomised lard (CRL) as adulterants in refined, bleached, 
deodorised (RBD) palm oil (Marikkar et al., 2001). The mixture of lard with other common 
animal fats such as mutton tallow, beef tallow and chicken fat from 0.2 to 20% showed that 
the lard adulteration peak could be distinctly identified at a detection limit of 1% lard/CRL.
Both lard and CRL demonstrated two major exothermic peaks at 4.9 and -16.9ºC and 10.4 and 
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-16.1ºC respectively. When the lard/CRL adulterated concentration in RBD increased from 1 
to 20%, the shoulder peak at -43.9ºC was found to gradually increase in size and shift in peak 
position towards a higher temperature. 

Lard adulterants in refined, bleached, deodorised (RBD) palm olein can be detected using 
the surface acoustic wave (SAW) sensing electronic nose (zNose) (Che Man et al., 2005a). 
The zNose produced a two-dimensional olfactory image called VaporPrintTM. This method was 
found to be reliable and could be used for rapid detection of 1% lard substances in sample 
admixtures. The VaporPrintTM demonstrated that the changes in the strength of the volatile 
compounds showed good correlation with the adulterants in RBD palm olein. The adulterated 
RBD palm olein with lard was found to produce distinct peaks in the range of 0.7-4.5 s.

Gelatin is common in food, cosmetic and pharmaceutical products as a thickening agent 
and casing for capsules. It has been used for many years in the cosmetic industry as ‘gelatin 
hydrolysate’ and is a source of collagenin topical creams, lipstick and hair care products 
(Schrieber & Gareis, 2007). Gelatin hydrolysates are important components of skin care 
products due to their ability to confer firmness, elasticity and moisture to skin, while in hair 
care products they improve hair gloss and facilitate combing. Gelatin from bovine and porcine 
by-products or derivatives that are used in food, cosmetic and pharmaceutical products can 
be detected using FTIR with ATR and discriminant analysis (Hashim et al., 2010). Using 
chemometric and principal component analysis (PCA) it was possible to yield spectra that 
were able to classify and characterise gelatin compounds using regions of FTIR spectra in 
the range of 3290–3280 cm-1 and 1660–1200 cm-1. The results of a PCA score plot showed 
that it is possible to distinguish gelatin sources (porcine and bovine) by utilising the main 
amino acids present in gelatin i.e.glycine, proline and hydroxyproline as potential markers 
(Norakasha et al., 2009). The amino acid composition of bovine skin gelatin (BSG) and porcine 
skin gelatin (PSG) can be differentiated by high performance liquid chromatography (HPLC). 
PSG contains high concentrationsof glycine (239), proline (151) andarginine (111) compared 
to BSG which has lower amounts of these substances i.e. its glycine (108), proline (63) and 
arginine (47) (Raja Mohd Hafidz et al., 2009). Based on detection and identification of marker 
peptides in digested gelatins, a new method for differentiation between bovine and porcine 
gelatin by high performance liquid chromatography/tandem mass spectrometry (HPLC-MS/
MS) was developed (Zhang et al., 2009). The gelatins were digested by trypsin enzyme, and 
the peptides were analysed for sequence alignment. The bovine and porcine Type I collagen 
contained differential sequences. A key factor affecting the peptide identification was found to 
be proline hydroxylation. Digested bovine and porcine gelatin led to the detection of peptides 
such as GPPGSAGSPGK and GPPGSAGAPGK respectively.

A method for species identification from pork and lard samples using polymerase chain 
reaction (PCR) with restriction fragment length polymorphisms (RFLP) analysis of a conserved 
region in the mitochondrial (mt) cytochrome b (cyt b) gene has been developed for halal 
detection (Aida et al., 2005). In the study, the PCR products from pork and lard digested with 
restriction enzyme BsaJI were able to generate the expected fragments of 131 and 228 bp. 
Hence, the standard restriction pattern for pork can be generated by PCR-RFLP. This method is 
a potentially reliable technique for detection of pig meat and fats from other animals for halal 
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detection. In some countries, the manufacturers choose to use lard as a substitute ingredient 
for oil because it is cheaper and easily available. 

Most Muslim consumers are very concerned about the presence of alcohol (ethanol) in 
their cosmetic products eventhough the ethanol used is industrial ethanol, which is permissible 
in Islamic law. Muslim consumers nevertheless still insist on alcohol-free products. In one 
instance as recorded by Hashim et al. (2009a), eleven cosmetic samples were tested including 
products that were attested to be alcohol-free such as attar perfume; the tests showed that the 
ethanol content of these products was below 0.06% (600 ppm). Attar perfume is the purest 
form of perfume oil that does not contain any alcoholic or chemical residues. However, with 
sensitive equipment, trace amounts of ethanol were detected in the attar perfume sample. The 
ethanol test was conducted by headspace-GC-MS equipped with DB-624 capillary column in 
the temperature programme from 50-200ºC with a holding time of 2 min for every 50ºC. The 
linear concentration range was 1-1000 ppm and the correlation coefficient was relatively good 
(R2=0.99270). The method was very sensitive as the limit of detection (LOD) was 7 ppb and 
limit of quantification (LOQ)was 34 ppb. 

CONCLUSION

Halal products are a basic need for all Muslims. Halal cosmetic and personal care products 
cover all aspects of the production process beginning with the raw materials (ingredients) and 
on from there to encompass handling, processing, storage, distribution, transportation and 
delivery to the consumer. It also includes the safety of product and product efficacy. In order 
to verify the halal compliance of products, the development of a method of detecting and 
authenticating non-halal ingredients is very important and critically needed. The introduction of 
the new halal standard MS 2200:2008 for cosmetic and personal care products is an aspiration 
to set world standards to manufacture quality halal cosmetic products for consumers. Together 
with the halal certification and the halallogo/mark, halal standards can serve as a benchmark 
for halal compliance. 
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INTRODUCTION

Clostridium difficile is one of the colonic 
microfloras which can be categorised as 
opportunistic pathogen, obligate anaerobe, 
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Gram-positive and spore-forming bacterium 
(Bruno et  al . ,  2006;  Pi tuch,  2009) . 
Approximately 3% of C. difficile tends to be 
found in intestines of healthy adults and 40% 
in neonates (Libby et al., 2009).

In 1978, C. difficile was identified as 
one of the opportunistic pathogens to have 
caused diarrhoea (Huang et al., 2009). It 
was reported that this bacterium responsible 
for 10-25% antibiotic-associated diarrhoea, 
50-75% antibiotic-associated colitis and 
90-100% cases of antibiotic-associated 
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pseudomembranous colitis, respectively (McMaster-Baxter et al., 2007).
C. difficile produces two main toxins, namely, enterotoxin A (TcdA) and cytotoxin B 

(TcdB) (Pituch, 2009). These toxins are among the virulent factors that are responsible for the 
pathogenesis of antibiotic-associated diarrhoea and pseudomembranous colitis (Pituch, 2009).

 The bacteria can be further classified as non-toxigenic strains [A-B-] (not producing both 
toxins), toxigenic strains [A+B+] (i.e. producing both toxins), and [A-B+] strains (producing 
only toxin TcdB) (Rupnik et al., 2003). In addition, C. difficile also produces toxin called 
binary toxin CDT. This toxin is composed of two non-linked components: CDTa (enzymatic 
component) and CDTb (binding component) (Rupnik et al., 2003). However, the pathogenicity 
for this toxin is still unknown (Rupnik et al., 2003).

EPIDEMIOLOGY

Prior to 2001, epidemiological information was limited due to mild manifestation and 
inexpensive treatment of C. difficile infection [CDI] (Oughton et al., 2008). After 2001, 
however, the incidences of Clostridium difficile-associated diarrhoea [CDAD] had increased 
drastically to 26% in U.S. hospitals (Miller et al., 2006). A study by Walbrown et al. (2008) 
in North America showed more than 250,000 cases of CDAD in European countries, and the 
experience of CDI was almost similar in North America (Oughton et al., 2008; Denève et 
al., 2009). The information about C. difficile and CDAD was also limited in Asian countries 
(Oughton et al., 2008). For instance in Japan, the epidemiology of CDAD has not been well 
documented (Sawabe et al., 2007). In Malaysia, data on CDI is rather limited. The only 
documented data that could be traced was published by Parasakthi et al. (1988) who reported 
seven cases of CDAD.

CDAD does not only affect adults but it can also have few impacts on infants and neonates. 
It has been reported that 26.6 - 43.5% of neonates and infants in Europe and USA are carriers 
of C. difficile (Pituch, 2009). In Japan, the carrier rates for C. difficile were 84.4% and 30.3% 
in infants under 2 years old were 84.4% and 30.3% for children more than 2 year old (Pituch, 
2009).

There are several C. difficile strains that can cause CDI. For instance, C. difficile strain 
027 causes severe colitis, higher mortality and higher recurrent rates (CA Clements et al., 
2010; Dawson et al., 2009). This strain can produce higher levels of TcdA and TcdB (Denève 
et al., 2009). In UK, strain 027 has increased from 25.9% to 41.3% and the increase pattern 
was similar to that in Canada where it reached 75.2% by the year 2003. In Japan, strain 027 
infection was documented in a hospitalized patient in 2005 (Oughton et al., 2008). This strain 
was first detected in several cases reported from in Western Australia, South Korea, Hong Kong 
and Costa Rica were reported between 2008 and 2010 (Clements et al., 2010). Moreover in 
Japan, the most common strain that was responsible for causing outbreaks in several hospitals 
was PCR ribotype smz (Sawabe et al., 2007). This PCR ribotype smz has been identified from 
the analysis of 148 isolates in a Japanese teaching hospital (Oughton et al., 2008).
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IMMUNE RESPONSE TO CDI

Patients with C. difficile diarrhoea have decreased amount of serum IgG antitoxin A (Wilcox, 
2003). This antibody is important to reduce the severity of symptoms and reduce the rate of 
recurrent diarrhoea (McMaster-Baxter et al., 2007).

Several studies have examined the success developmental rate of immune response towards 
C. difficile toxins in recurrent CDAD (RCDAD) patients. Huebner et al. (2006) demonstrated 
that when intravenous immunoglobulin (IVIG) was given to five children who had RCDAD, 
their IgG antitoxin A levels were increased. Meanwhile, when IVIG was administered to five 
adult RCDAD patients, three of them had no further recurrence with one had a recurrence 
while one had died of uncontrolled CDAD (Huebner et al., 2006).

Orally administered antibodies have been used for humans but their effectiveness is still 
inconclusive. Whey protein concentrate from the milk of C. difficile-immunised cows contains 
high level of IgA antibodies. It is safe and is able to decrease the recurrence rates up to 50% 
(Bauer et al., 2009a). However in another study, nine out of 16 CDAD patients developed 
RCDAD when it was given to them (Huebner et al., 2006).

Immunoglobulins from the colostrums of cows immunised with C. difficle toxoids were 
used to neutralize the effects of toxins A and B in-vitro and had been shown to inhibit the 
enterotoxic effects in a hamster CDI model (Huebner et al., 2006; Bauer et al., 2009a). In 
addition, anti-toxin A antibodies and anti-toxin B antibodies were also found to inhibit the 
effects of CDAD although the mechanism of immune response to toxin B has not been well 
understood (Mylonakis et al., 2001).

Clostridium difficile ASSOCIATED DIARRHOEA (CDAD) AND 
PSEUDOMEMBRANOUS COLITIS  

CDAD and pseudomembranous colitis are among the common diseases caused by CDI in 
hospitalized patients. The incidence and severity of CDAD have been shown to be increased in 
many studies. In the United States, for instance, this disease was identified as a major cause for 
hospital-acquired diarrhoea, especially among patients in long-term care facilities. The disease 
was also seen among patients aged 65 years and above (McCusker et al., 2003; Mylonakis et 
al., 2001; Pelleschi, 2008).

Usually, the colonic microflora of healthy adults is resistant to C. difficile colonization 
(Poutanen et al., 2004). However, the protection conferred by the colonic microflora will 
decrease when patients are treated with antibiotics. This causes an increase in the number of 
C. difficile in the colon, which may lead to severe diarrhoea or pseudomembranous colitis 
(McMaster-Baxter et al., 2007; Pelleschi, 2008).

The aetiology for CDAD is believed due to the release of to be toxins A and B (Pelleschi, 
2008). When the spores enter the colon, C. difficile will proliferate and release toxins A 
and B (Miller et al., 2006). Once the toxins are secreted, toxin A will activate macrophages 
and mast cells and subsequently the inflammatory mediators will be released. Activation 
of these cells causes disruption of the cell wall junction, resulting in an increase in the 
permeability of the intestinal wall and subsequently diarrhoea. Meanwhile, toxin B degrades 
the epithelial cells in colon (Pelleschi, 2008). In addition, production of hydrolytic enzymes 
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leads to pseudomembranous colitis and watery bloody diarrhoea (Miller et al., 2006). 
Pseudomembranous colitis is a term used for severe CDI (Wilcox, 2003). Most patients will 
present with severe diarrhoea. It usually occurs within 1-2 weeks after the commencement of 
broad-spectrum antibiotics (Huebner et al., 2006).

SIGNS AND SYMPTOMS OF CDAD AND PSEUDOMEMBRANOUS COLITIS

The clinical manifestations of CDAD range from mild to severe symptoms which include 
malaise, lower abdominal cramps, nausea, vomiting, fever, loss of appetite and leukocytosis 
(Miller et al., 2006; Koo, 2008; Mylonakis et al., 2001). The symptoms of CDAD may appear 
on the first day or up to 6 weeks of the antibiotic therapy (Mylonakis et al., 2001). The stool 
can become watery, voluminous and non-bloody (McMaster-Baxter et al., 2007). As for 
pseudomembranous colitis, the common signs and symptoms are painful abdominal distension, 
watery diarrhoea, fever, and colonic bleeding (Tsourous et al., 2007; Mylonakis et al., 2001).

DIAGNOSIS

Currently, CDI can be diagnosed either by laboratory methods or endoscopy (Wilcox, 2003). 
In laboratory diagnosis, the bacterium is isolated and cultured but this method is very time 
consuming. However, epidemiology of C.difficile strains in a ward or hospital is determined 
by using this method.

The detection of the toxin B cytotoxicity can be performed by using tissue culture assay 
(Mylonakis et al., 2001). This test is the most sensitive (94%-100%) and specific (99%) for 
diagnosing CDI but it takes approximately 1 to 3 days (Mylonakis et al., 2001). The most 
frequently used method to detect the toxins of C. difficile is by ELISA test kit, which is easy to 
perform but it has low level of sensitivity (Wilcox, 2003; Mylonakis et al., 2001). Immunoassays 
are known to be the best method to perform cell cytotoxicity assay with sensitivity and 
specificity in the range of 85-95%. Toxins tcdA, tcdB, cdtA and cdtB can also be detected by 
using real-time polymerase chain reaction (RT-PCR) (Huang et al., 2009).

Diagnosis by sigmoidoscopy remains as the optimum way of distinguishing different 
pathological conditions in the large intestine. Common sigmoidoscopic findings are yellow 
adherent plaques measuring 2-10 mm in diameter, which are formed by pseudomembranes 
that are found scattered over the colonic mucosa and interspersed with hyperemic mucosa 
(Bonasera et al., 2004).

ANTIBIOTIC SUSCEPTIBILITY

Currently, antimicrobial therapy is the mainstay of treatment for CDI (Huang et al., 2009). 
Many studies have shown the use of metronidazole and vancomycin as the primary treatment 
for CDI as they are the most active agents in vitro, with narrow MIC50 and MIC90 ranges (Huang 
et al., 2008). Metronidazole commonly acts as the first line treatment, while vancomycin is 
normally used for the second line therapy (Johnson, 2009).

Fluoroquinolones and rifaximin have also been used in CDI treatment (Johnson et al., 2007; 
McCusker et al., 2003). Cases of fluoroquinolones-resistant C. difficile have been reported 
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in CDI (Huang et al., 2009). For example, 37.5%, 46.4%, 12% and 7% of C. difficile isolates 
have been reported to be resistant to moxifloxacin in European countries, Shanghai, Germany 
and France, respectively (Huang et al., 2009). Of interesting note, the use of fluoroquinolones 
has been documented as one of the main risk factors for CDAD (Miller et al., 2006; McCusker 
et al., 2003).

Rifaximin is commonly used for the treatment of patients with traveller’s diarrhea. 
However, this antibiotic can also be used to treat CDI as well. A study had reported that eight 
patients who had multiple RCDAD responded to rifaximin, except for one person who needed 
a second administration of rifaximin for complete resolution (Johnson, 2009).

Broad-spectrum antibiotics such as penicillins, cephalosporins and clindamycin can 
contribute to the changes of colonic microflora and cause the continuation of CDAD (Surawicz, 
2003; Poutanen et al., 2004). In addition, the administration of meropenem and piperacillin 
or tazobactam may have an effect on other gut flora and probably increase the risk of CDI 
(Huang et al., 2008).

Giving antibiotics to all CDI patients is not a routine practice. This is because some patients 
will recover spontaneously from the disease but this happens mainly in mild cases of CDI. Thirty 
three percent of mild CDI patients had spontaneous recovery (Bauer et al., 2009b). Meanwhile, 
other studies showed that once the antibiotics were discontinued, 15-23% of CDAD patients 
had spontaneous recovery (McMaster-Baxter et al., 2007). However, there were possibilities 
that the recurrence would be increased if patients took another antibiotic for the second time 
after discontinuing the first antibiotic (Bauer et al., 2009b).

One of the problems of antibiotic usage is resistance. There were reports showing 7.7% 
and 6.3% cases of antibiotic resistance towards metronidazole in Spain in 1994 and 2002, 
respectively. There was a drastic increase from 20% to 47.2% in Canada, and this occurred 
after the patients had received metronidazole (Miller et al., 2006).

There was also resistance to vancomycin and this has been increased every year (Huang 
et al., 2009). For example in Scotland, it has been reported that the increase of vancomycin 
resistance was from 2.7% (1999-2000) to 21.6% (2005) (Huang et al., 2009). According to 
McMaster-Baxter et al. (2007), 3% of C. difficile isolates had intermediate level of resistance 
towards vancomycin; however the clinical implication of this finding was not studied.

RECURRENCES OF CDI AND PROBIOTIC

Recurrent CDI has seldom encountered in hospitalized patients. This usually occurs in 20-35% 
of the patients post 5-8 days of antibiotic therapy (Huebner et al., 2006). It had been stated that 
the recurrence could probably be due to the decrease in the colonisation resistance (Johnson, 
2009). Apart from the use of antibiotics, other known risk factors for CDI recurrence are as 
follows: low level of immunization (anti-toxin IgM and IgG), older age, female sex and renal 
disease (Johnson, 2009; Huebner et al., 2006).

As an alternative, probiotics have been used as an adjunct treatment for CDI. Probiotics 
are living microorganisms which can provide benefits to the host (Miller, 2009). Commonly 
used probiotics are Lactobacillus species and Bifidobacteria species. They are available either 
in yogurt or food supplements. Probiotics are also found in the human colon. Approximately 
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102-106 of Lactobacillus species and 108-1012 of Bifidobacterium species form parts of the 
intestinal flora. However, the composition of the probiotics in the colon will decrease as the 
subjects get older (Salminen et al., 2004).

Probiotics should be taken after the administration of antibiotics. Usually, the effect of 
probiotics will be seen over certain time duration. According to several studies, probiotics 
recipients had a remarkable reduction in recurrences when these were administered to them 
for 21 to 38 days (Huebner et al., 2006).

Clinical evidence has supported the use of probiotics for the treatment of gastrointestinal 
infections, inflammatory bowel diseases and cancer (Saarela et al., 2000). Now, many scientists 
believe that the use of probiotic can prevent exacerbation of CDI. For instance, S. boulardii 
has successfully reduced CDI occurrence. On the other hand, L. rhamnosus GG has shown 
mixed results in CDAD prevention (Graul et al., 2009; Lawrence et al., 2005).

According to Gerding et al. (2008) and Miller (2009), the most effective way to 
prevent recurrences is by combining S. boulardii with a standard therapy (metronidazole or 
vancomycin). In their reports, 11 out of 13 patients with multiple recurrences of CDI had no 
further recurrences. Another study has shown that the rate of RCDAD in 60 patients decreased 
to 50% after combining S. boulardii with the standard therapy (Huebner et al., 2006). The 
high dose of vancomycin, with S. boulardii, had reduced the recurrence of CDI; however, this 
would not be effective if the low dose of standard therapy was prescribed with or without the 
combination with S. boulardii (Gerding et al., 2008).

The combination of Lactobacillus plantarum 299v with metronidazole had also been used 
in several studies. Unfortunately, this combination did not yield good results since recurrences 
occurred in four out of eleven patients, as compared to six out of nine patients who had received 
only metronidazole and placebo (Huebner et al., 2006).

Studies in Valley Lutheran Medical Centre and Mesa Lutheran Hospital have demonstrated 
the effectiveness of combining Lactobacillus species and Bifidobacterium species on CDAD. 
In particular, the results showed that CDAD in the year 1999, 2000 and 2001 had decreased 
to 66%. This finding indicates that the combination of probiotics with antibiotic therapy could 
be helpful in decreasing CDAD (Graul et al., 2009). 

There are varying opinions against the use of probiotics as an adjunct therapy. It has been 
reported that probiotics are not effective in treating C. difficile and in fact may be harmful 
to human. Gerding et al. (2008) claimed that the current literature did not support the use of 
probiotics for CDI. It has been reported that Lactobacillus may cause bacteraemia whereas 
S. boulardii may cause fungemia in both immunocompetent and immunocompromised hosts 
(Gerding et al., 2008; Miller, 2009).

OTHER ALTERNATIVE TREATMENTS

Other novel alternative treatments for CDI have also been developed. A study on vaccine was 
conducted among healthy volunteers. The parenteral vaccine that inactivates toxins A and B 
demonstrated an increase in antibody levels. A combination of vaccine with vancomycin in 
three patients with multiple episodes of RCDAD showed no further recurrences (Huebner et 
al., 2006).
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Faecal transplant is another innovative novel treatment. This approach has been used 
among patients who experienced CDI recurrence. A study was carried out among 18 patients 
who had suffered from recurrent C. difficile colitis. Their stools were treated with vancomycin 
hydrochloric tablet (250mg) and omeprazole capsules (20mg) for four days prior to the 
transplant procedure. Nasogastric tube was used to transfer the faeces obtained from healthy 
donors to these patients. As a result, 16 out of 18 did not experience any recurrence after the 
treatment (Aas et al., 2003).

A randomized trial using faecal transplant was done in the Netherland. In that study, 
vancomycin was given to patients with recurrent CDI. In order to reduce C. difficile load, 
gastrointestinal lavage was performed using Kleanprep [macrogol]. The donor faeces were 
then transferred to the patients through a nasoduodenal tube (Bauer et al., 2009a). Johnson 
(2009) showed that by using faecal transplant, 90% of 67 patients had reduced number of 
CDI recurrence.

Another alternative treatment that has been explored was tolevamer. Tolevamer is a polymer 
that has been tested in hamster CDI model and shown to be highly effective for C. difficle toxins. 
However, the use of this particular polymer in human needs further study (Bauer et al., 2009a).

CONCLUSION

C. difficle is a type of bacterium that causes a spectrum of diseases in human. The most 
challenging part in the CDI treatment is the recurrence cases of C. difficile and the high chances 
for patients to develop CDI recurrence. Metronidazole-resistant C. difficile is also need to be 
considered during the treatment. Thus, re-evaluating the use of metronidazole as the first-line 
treatment is needed in areas with high resistant rates. In addition, alternative ways should be 
explored to overcome this problem.

Probiotics have been shown to give some promising results in treating CDI patients. 
However, the use of probiotics as an adjunct treatment for CDI needs further investigations. In 
particular, the safety aspect and quality control of probiotics should be emphasized especially 
in immunocompromised patients. There is also a need for scientists to do more experiments 
and explore new types of probiotics. This will enable physicians to choose from a wider range 
of probiotics and develop a better combination to be used as adjunct treatments.
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ABSTRACT

Academic and corporate interest in sustainable product and process development has risen considerably 
in recent years. This can be seen by the number of papers published and in particular by special issued 
of journals. This paper reports the results of a review of published peer-reviewed literature from 1987 
to 2012 to provide an up-to-date picture of sustainability and sustainable assessment. A structured 
methodology is followed to narrow down the search from around 3500 papers to 111. A variety of 
different sustainability assessment methodologies are reviewed in two classified research areas: product 
sustainability assessment and process sustainability assessment. In presenting a detailed taxonomy of 
product and process sustainability assessment methods, the paper also outlines the advantages and 
weaknesses of the sustainability assessment methods. The review sheds light on the weak points of 
current research in this area. The paper also highlights several key issues which have to be taken into 
account in attempting to develop a product or process sustainability assessment research paradigm for 
future applications in manufacturing systems.
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INTRODUCTION

Life in a fast changing world has led to an ever 
increasing uncertainty about what is in store 
in the future. Nowadays,dramatic changes 
in environment and economy may occur in 
just a few years and it is difficult for society 
to adjust themselves to these changes due to 
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lack of time (Phillis et al., 2009). The human population is always growing but the earth will 
not be able to support the extraordinarily rapid growth of population due to limited capacity 
(Tsoulfasand Pappis, 2006). Therefore, a lower level of resource usage should be the order 
of the dayso that future generations will have an undiminished or even enhanced stock of 
natural resources and other assets (Munasinghe & Lutz, 1991).The Brundtland Commission in 
1987 defined the concept of sustainability as development that meets the needs of the present 
without compromising the ability of future generations to meet their own needs. Sustainability 
is also defined or described by many researchers (Barbier, 1987; Common & Perrings, 1992; 
Dovers, 1990; Lele, 1991; Opschoor & Van der straaten, 1993; Pearce et al., 1989; Ravetz, 
2000; Strange & Bayley, 2008).

Sustainability seems to be an attractive proposition because of its meeting points with 
environmental concerns, manufacturing and product design activities (Rusinko, 2007). As a 
matter of fact, reducing the total life-cycle cost of products andthe prevention of environmental 
problems can lead to improving sustainability (Kaebernick et al., 2002). Integrating and 
transforming environmental requirements into product design and development is becoming an 
outstanding issue (Brent & Labuschagne, 2004). Environmental requirements increase costs as 
it generates more design constraints. Consequently, Kaebernick et al. (2002) were concerned 
about current product designs which are focussing on reducing cost and increasing quality and 
profit. Addressing these concerns, Conteras et al. (2009) stated that by integrating all aspects 
of environmental requirements in every stage of product design and development can lead to 
possible solutions to these difficulties.

Interest from the manufacturers, decision makers, policy makers and also the public in the 
impact level of any manufactured product or manufacturing process on society has increased 
dramatically (van Weenen, 1995). However, to date only a few studies have been reported 
that concern sustainability assessment, which, in fact, are not focussed on process or product 
sustainability assessment. Diwekar et al. (2011) attempted to describe developments in process 
design for environmental considerations. Singh et al. (2012) provided an overview of various 
sustainability indices applied which are practically implemented to measure sustainable 
development. Mayyas et al. (2012) focused on current sustainability research within the 
automotive industry through a comprehensive review of the different studies on the life cycle 
of vehicles, disposal and end of life analyses and the different sustainability metrics and models 
used to quantify environmental impact. To our knowledge, there is no review paper addressed 
in the literature on compiling information specifically on sustainability assessment of a typical 
product or process. Consequently, it is high time to have an extensive review of the related 
literature. This paper provides a synthesis of the following issues: sustainability, sustainable 
development and sustainable product design with emphasis on existing tools and methodologies 
for measuring the sustainability level of any manufactured product and the manufacturing 
process. It aims to compare these methods with one another with a focus on their weaknesses 
and advantages. Finally, some topics for future research are presented.
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LITERATURE-REVIEW METHODOLOGY

Our review reports on the academic publications regarding existing tools and methodologies 
for measuring the sustainability level of any manufactured product and manufacturing 
process over the 17 years from 1996 to 2012. This review also contains the most cited 
academic publications regarding sustainability and sustainable development. Consequently, 
it was important to establish an efficient method to process this amount of literature while, 
at the same time, capturing the important elements of the overall picture. Fig.1 presents the 
building blocks of the search methodology employed. In this paper, the articles were identified 
according to searches done through the Scopus citation database (http://www.scopus.com). 
Scopus is possibly the largest citation database in which 19,500 peer-reviewed journals from 
more than 5,000 publishers are indexed (Elsevier, 2011). The Boolean keyword combination 
“(sustainable product OR process) AND (assessment OR measurement)” was applied to 
conduct the literature search. Keywords such as “sustainability”, “sustainable assessment”, 
“sustainable process”, “sustainable product” and “sustainability indicator” were used to search 
the databases. www.sciencedirect.com, www.springerlink.com, www.scopus.com and the 
web-based GoogleScholarTM tool (including all the most popular academic search engines) 
were selected as the main databases to be searched. Around 3,500 papers were generated at the 
outset. With the help of Scopus searching tools such as “Limit to”, this number was narrowed 
down to 578 papers. Further filtering, based firstly on abstract reviewing and secondly on full-
text reading, resulted in a set of 111 relevant papers. Table 1 reports journals including at least 
two papers. They account for 44 total papers out of 111. The top contributor is the Journal of 
Cleaner Production. This is not surprising as sustainable product and process development fall 
in the field of practising cleaner production.

TABLE 1 
Journals accounting for at least two papers

Journal Papers
Journal of Cleaner Production 17
Clean Technologies and Environmental Policy 9
Ecological Economics 4
Journal of Sustainable Product Design 2
Process Safety and Environmental Protection 2
Materials and Design 2
Computers in Chemical Engineering 2
Resources, Conservation and Recycling 2
International Journal of Sustainable Manufacturing 2
Environmental Impact Assessment Review 2

DEFINING SUSTAINABLE DEVELOPMENT

Our Common Future publication (Bruntdl and Commission Report, 1987) report triggered 
governments, local authorities, businesses and consumers to define and adopt strategies 
for sustainable development. The Earth Summit which was held in Rio de Janeiro in June 
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Fig.1: Literature-review methodology

1992 was one of the most noticeable activities that focussed on the concept of sustainable 
development. Agenda 21 was the outcome of the Summit which is an action plan for pursuing 
sustainable development (UNCED, 1992). Sachs and Warner (1995) believed that sustainable 
development would be an outstanding issue in the 21st century. Giudice et al. (2006) explained 
that development process should contain environmental protection as one of its integral parts 
to achieve sustainable development. In Table 2, some definitions of sustainable development 
are presented along with their references.
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TABLE 2 
Definitions of sustainable development

No. Definition

1

Sustainable development argues for: (1) development subject to a set of constraints which 
set resource harvest rates at levels not higher than managed natural regeneration rate, 
and (2) use of the environment as a “waste sink” on the basis that waste disposal rates 
should not exceed rates of managed or natural assimilative capacity of the ecosystem 
(Pearce, 1988).

2

Sustainable development means basing developmental and environmental policies 
on a comparison of costs and benefits and on careful economic analysis that will 
strengthen environmental protection and lead to rising and sustainable levels of 
welfare (World Bank, 1995).

3
Sustainable development is about maintenance of essential ecological processes 
and life support systems, the preservation of genetic diversity, and the sustainable 
utilization of species and ecosystems (IUCN et al.,1991).

4

The term “sustainable development” suggests that the lessons of ecology can, and 
should be applied to economic processes. It encompasses the ideas in the World 
Conservation Strategy, providing an environmental rationale through which the 
claims of development to improve the quality of (all) life can be challenged and tested 
(Redclift, 1987).

5

Sustainable development involves a process of deep and profound change in 
the political, social, economic, institutional, and technological order, including 
redefinition of relations between developing and more developed countries (Strong, 
1992).

6
Sustainable development is a balancebetween the available technologies, strategies 
ofinnovation and the policies of governments (Vollenbroek, 2002).

7
Development that improves the quality of human life while living within the carrying 
capacity of supporting ecosystems (IUCN, 1980).

ADVANTAGES OF SUSTAINABLE PRODUCTS

A product that has little possible impact on the environment can be classified as a sustainable 
product (Ljungberg, 2007; Maxwell et al., 2006; Maxwell & van der Vorst, 2003; Vinodh & 
Rathod, 2010; Huand & Bidanda, 2009; Kaebernick et al., 2003; Hanssen, 1999; Rydberg, 
1995). However, the use phase of a product’s life cycle can have an outstanding impact on the 
environment (Jarvi & Paloviita,2007). As shown in Fig.2, Mcauley  (2003) pointed out that the 
use phase of the motor vehicle has the highest percentage (almost 87%) of a vehicle’s life cycle 
energy consumption. Table 3 presents the variety of reasons indicating that sustainable products 
have the ability to boost both tangible and intangible corporate profits (USA Sustainable 
Products Corporation, 2002).

Satisfaction experienced by the end customer is an important feature of a good sustainable 
product. According to the estimations, 90% of all good products cannot find a way to stay in the 
market (Patrick, 1997). Risk of failure of a newly launched sustainable product in the market 
is high and, therefore, proper information for customers is needed to make them understand 
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the basis on which the product can be considered as a sustainable one (Ljungberg, 2007).
“Triple bottom line” balance focusses on achieving economic success, environment 

cleanness and social responsibility all together and is considered as the central concept 
of sustainability, or sustainable development (Elkington, 1998; Hacking & Guthrie,2008; 
McDonough & Braungart, 2002; Fairley et al., 2011). Othman et al. (2010) stated that “Design 
for sustainability” is a concept and also a design philosophy. By this, a variety of design 
methodologies have been developed for improving process design, product design, material 
design etc. at different points and for different lengths of time .

Product designs that focus on eliminating waste and use of toxic materials and facilitating 
end-of-life activities will reduce costs and bring benefits to the manufacturer in the long run 
(Fiksel et al., 1998; Jaafar et al.,2007; Afrinaldi et al., 2009; Mat Saman et al., 2010; Zakuan 
et al., 2011). End-of-life activities should be handled at a dedicated treatment facility in which 
the consumer of the product will not incur any additional expenses. For instance, Fig.3 shows 
the recycling and recovery rate of End-of-Life of Vehicles (ELVs) at European Union in 2008.
Dinh et al. (2009) stated that,“A sustainable product or process is one that constraints resource 
consumption and waste generation to an acceptable level, makes a positive contribution to the 
satisfaction of human needs and provides enduring economic value to the business enterprise.”

SUSTAINABILITY INDICATORS

Measuring environmental, social and economic impacts is important in assessing sustainability. 
When doing so, it is critical to select vital indicators. In general, sustainability assessment 
indicators can be divided into two groups, that is, hard and soft.

Quantitative evaluation of a process using formulas is the main feature of hard indicators. 
Some examples of indicators used by different researchers are net present value (NPV) and 
rate of return (ROR) (Ulrich, 1984; Baasel, 1990)ineconomic performance assessment; life 
cycle assessment (LCA) (Harding et al., 2007; Kasai, 1999; Guo et al., 2002; Klopffer & 
Rippen, 1992) and waste reduction (WAR) algorithm (Young & Cabezas, 1999; Heikkila,1999; 
Cabezas et al., 1999) in environmental performance assessment; and fault tree assessment 
(FTA) (Volkanovski et al., 2009) and chemical exposure index (AIChE, 1998) in safety-related 

Fig.2: Energy consumption in auto life-cycle (Mcauley, 2003)
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Fig.3: The recycling and recovery rate of ELVs at European Union in 2008 (Eurostat, 2010)
 

TABLE 3 
Advantages of sustainable products 

No. Advantages of sustainable products Explanations
1 Faster product time to market Sustainable products will overcome the 

competitiveness existing in the market.

2 Fewer regulatory constraints Sustainable products will satisfy all environmental 
laws and regulation existed in any country.

3 High demand Costumers will be satisfied by using sustainable 
products instead of conventional products.

4 Improved employee health and 
safety

Incorporating social sustainability into the 
assessment is involved with increasing the 
employees health and safety

5 Reduced costs for raw materials and 
manufacturing

Competition among suppliers and manufacturers 
will ensure that material and manufacturing 
resources are provided at a cheaper rate than for 
conventional products.

6 Delivery of value-added products to 
consumer

Sustainable products are more value-added than 
conventional products due to their reduced costs of 
raw material and manufacturing and also improved 
manufacturing processes.
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social responsibility assessment.
On the contrary, soft indicators depend solely on the designer and expert’s knowledge 

and experiences. This would be categorised as qualitative evaluation due to different levels of 
understanding; these can be very subjective but at the same time are still very important. Soft 
indicators can be scaled numerically using proper ranking and scaling techniques (Othman et 
al., 2010). Several types of sustainability indicators have been used for different types of studies 
(Krajnc & Glavic, 2003; Azapagic & Perdan, 2000; Yan et al., 2009; Lems et al., 2003; Petrie 
et al., 2007; Pop-Jordanov, 2003; Tokos et al., 2011; Okkonen, 2008; Korhonen et al., 2004; 
Block et al., 2007; Jain, 2005). However, most product indicator frameworks focus exclusively 
on economic or environmental performance; very few address societal concerns (James, 1997).

EXISTING TOOLS AND METHODOLOGIES FOR MEASURING 
SUSTAINABILITY LEVELS 

Several tools and methods can be applied in measuring the sustainability level of a product 
or process. Basically, each of these tools has some advantages and limitations. In this review, 
an attempt was made to list down all the published methodologies in the field of sustainable 
product and process assessment. The existing tools for measuring sustainability are described in 
the following sections. For the purpose of space limitations, main points of each methodology 
and their applications are described in each section. More detailed information is available in 
the related original articles.

Weighted fuzzy assessment method (WFAM)

WFAM is a product assessment methodology recently introduced by Ghadimi et al. (2012) 
which tries to incorporate expert knowledge in its assessment process. This effort was done with 
emphasis on weighing the assessment elements and sub-elements based on the expert opinions 
of any industry in whichthey are intended to be applied. This methodology was proposed for 
use as a road map for manufacturers to move towards manufacturing more sustainable products, 
and a the possibility of a simple improvement to product sustainability that could lead to 
sustainable manufacturing was illustrated. A case study of the automotive industry showed the 
efficiency of the proposed method. One of the challenging issues stemming from this method 
is dealing with the cradle-to-grave boundary that only covers the raw material extraction point 
and manufacturing stages of the lifecycle. The authors claimed that WFAM can be extended 
to embrace the whole lifecycle stages and be utilised as a fully functional assessment method, 
which can be considered as an advantage; this has not yet been done. Other than that, all three 
aspects of sustainability have been considered in this assessment methodology.

Sustainable process index (SPI)

The sustainable process index (SPI) was introduced by Krotscheck and Narodoslawsky (1996) 
for evaluating industrial process based on mass and energy balances and measures total 
environmental impact. The advantages of SPI are the use of natural concentrations of substances 
in the atmosphere, ground water and soil as a reference, which makes SPI independent of 



Methodologies for Measuring Sustainability of Product/Process: A Review

311Pertanika J. Sci. & Technol. 21 (2): 303 - 326 (2013)

varying legal norms. The disadvantage of SPI is that it evaluates only sustainability in its 
environmental dimension. The general idea of SPI is to compare mass and energy flows induced 
by human activities with natural mass flows on a global as well as local scale. The boundary of 
analysis for SPI is considered as “cradle-to-grave”, which covers all four life-cycle stages from 
raw material extraction point and manufacturing until use and recycle stages. Sandholzer and 
Narodoslawsky (2007) refined this methodology into an easy applicable form to facilitate the 
process of calculation. SPI was used by other researchers for measuring environmental impact 
of processes (Ku-Pineda & Tan, 2006; Narodoslawsky & Krotscheck, 2004; Narodoslawsky 
& Krotscheck, 2000).

Product sustainability index (PSI)

A new comprehensive evaluation methodology was developed by Jawahir et al. (2007) to 
assess the sustainability content of any given manufactured product, as displayed in Fig.4. 
This new method considers all three components of sustainability (economy, environment 
and society), over total lifecycle (pre-manufacturing, manufacturing, use and post-use). This 
system will assist product developers and manufacturers in achieving sustainability targets. 
This methodology requires joint effort and commitment from legislators, product developers, 
manufacturers, researchers etc. to standardise the scoring system and to sub-group the 
influencing factors that affect product sustainability. Other researchers have used PSI for 
assessing the product sustainability level (Ungureanu et al., 2007; de Silva et al., 2009; Jayal 
et al., 2010).

Fig.4: Major elements contributing to design for sustainability (Jawahir et al., 2007)
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Fuzzy method for sustainability evaluation 

This method helps designers and decision makers to develop sustainable products and process 
with consideration for environmental, economic and social concerns. This method can focus on 
the cradle-to-grave boundary of analysis. One of the important advantages of this methodology 
is the ability to handle severe uncertainty; another is its ability to evaluate qualitative and 
quantitative data simultaneously due to its integration with the fuzzy logic approach (Hemdi 
et al., 2011). Also, Phillis and Andriantiatsaholiniaina (2001) developed a model based on 
fuzzy logic which provides a mechanism for measuring development sustainability (Phillis & 
Kouikoglou, 2009; Andriantiatsaholiniaina et al., 2004). Ghadimi et al. (2011) developed a 
Graphical User Interface (GUI) that simplifies the use of Hemdiet al. (2011) methodology. The 
efficiency of the developed GUI was illustrated by a case study on an automotive component.

AHP (analytic hierarchy process) with fluctuant weight analysis

Integrated analysis of environmental and economic aspects of sustainability by expanding 
the domain of LCA is believed to be valuable by many researchers. The structure of the 
AHP model for the integrated assessment of environmental and economic performances of 
chemical products was developed by Qian et al. (2007).This method covers two dimensions 
of sustainability which are environmental and economic sustainability. In the AHP model, the 
top level of the hierarchy specifies the goal, and the intermediate levels specify the criteria 
and sub-criteria, which reflect successive categorisations of environmental performance and 
economic performance. The lowest level corresponds to the input associated with chemical 
product alternatives. One advantage of this method isthat some initial guidelines for judging 
the feasibility of using a certain product can be perceived based on the obtained results. 
AHP algorithm has also been used by other researchers in the area of product and process 
sustainability assessment (Choi et al., 2008; Perez-Vega et al., 2011; Pineda-Henson et al., 
2002).

Methodology for process design for sustainability (PDfS)

The methodology for integrating sustainability considerations into process design as described 
here follows the usual stages in process design i.e.

 ● Project initiation

 ● Preliminary design

 ● Detailed design and

 ● Final design

It covers the three roots of sustainability. In this method, identifying the sustainability 
criteria seems to be the starting point. Cradle-to-grave boundary is applied in PDfS which can 
respond to the need fora systems approach based on life-cycle thinking. Azapagic et al. (2006) 
stated that at this initial stage of designing the sustainable process, there is a need for a complete 
amount of data and information. Stages of PDfS are shown pictorially in Fig.5. Identification 
of relevant sustainability criteria and indicators, comparison of alternatives, sustainability 
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assessment of the overall design and identification of hot spots in the life-cycle of the system 
are enabled by the proposed methodology. Consequently, the most sustainable performance of 
the plant and product over their whole lifecycles would be ensured by designing the processes 
according to this proposed method.

A modular-based sustainability assessment and selection (m-SAS)

Othman et al. (2010) presented m-SAS which covers all three roots of sustainability in its 
process evaluation for systematic assessment and selection of sustainable process design 
alternatives.Analytical process hierarchy (AHP) was applied to assist designers in alternative 
design selection. Fig.6 shows an overview of the framework. It includes four modules that 
are commonly part of the design stages and are systematically integrated to assist case model 
development, data acquisition and analysis, team contribution assessment and decision support 
process. Two biodiesel processes were investigated to show the efficiency of the proposed 
method. Considering both soft and hard indicators enables m-SAS that not only offers a 
quantitative evaluation but also imparts a knowledge-based solution, thereby providing the 
decision makers with important and holistic information for achieving sustainable design. 

Fig.5: Stages in process design for sustainability (adapted from Azapagic et al., 2004)

 

 

Fig.6: Overview of the modular-based sustainability assessment (m-SAS) framework  
(Azapagic et al., 2006)
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Life cycle index (LInX)

LInX has been proposed by Khan et al. (2004); it takes the advantages of LCA to select 
and make decisions for designing product/process. However, Bailey et al. (2010) used this 
methodology in a different field instead of in large industrial systems. This systematic indexing 
system contains five aspects which are the environment, health and safety (EHS), technology, 
cost and socio-political considerations. Each of these aspects has some parameters. For instance, 
technology has four parameters. Computing weights for each basic parameter and sub-indices 
are done by an analytical hierarchy process. One of the important limitations of this method 
is related to its boundary of analysis, which is “cradle-to-grave”,which covers just the first 
two life cycle stages (raw material extraction and manufacturing) while the two other stages 
are excluded. Therefore, the use and end of life activities are not covered in this methodology.

Green Pro

A systematic methodology for cleaner and greener process design was proposed by Khan et al. 
(2001) such as Green Pro. The objective of this method is to design processes with minimum 
impact on the environment through utilising life cycle analysis principles and optimisation 
framework. One outstanding advantage of this method is that it considers environmental 
objectives together with technology and economics at the design stage so as to determine cost 
efficient solutions, right at the early design stage.Cradle-to-grave boundary of analysis is taken 
into account in this methodology instead of conventional process boundary in order for a more 
precise evaluation.The basic algorithm of Green Pro is presented in Fig.7.

Fig.7: The basic algorithm of Green Pro (Khan et al., 2001)
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Green Pro I

Khan et al. (2002) modified Green Pro methodology using a holistic and integrated 
methodology, Green Pro I, for process/product design which employs the Multi Criteria 
Decision Making (MCDM) approach of fuzzy composite programming (FCP). Advantages 
of this methodology can be summarised as being more robust against uncertainty in the data 
andbeing simple and applicable at the early design stage of any process which makes it more 
efficient than the previous version. Although it seems that Green Pro-I could be applicable for 
designing processes, the social aspect of sustainability is missing, which can be considered 
as a weakness. This method was also used by Sadiq et al. (2005) for green and clean process 
selection and design.

Eco Indicator 95

The Eco Indicator 95 is a quantitative distance-target based on LCA methodology (Goedkoop et 
al.,1996). A displayed in Fig.8, by setting a target level for a particular environmental effect, the 
gap between the environmental impact and the target level will be measured. The more serious 
impact is the one that obtains the higher weight according to the measured gap. Not covering 
the economic aspect such as cost, resource depletion and technology can be considered as this 
methodology’s weakness. However, it is an applicable tool for evaluating any type of product 
and is also understandable by any product designer who does not have a deep knowledge of 
environmental issues. Other researchers have used Eco Indicator 95 methodology in their 
research activities (Zabaniotou & Kassidi, 2003).

Fig.8: General framework for Eco Indicator 95 (Goedkoop et al., 1996)
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Eco Indicator 99

Goedkoop and Spriensma(2001) developed Eco indicator 99 based on the damage-oriented 
method for life-cycle assessment which is a modification of Eco Indicator 95. Human health, 
ecosystems and mineral resources are the main three damage categories. Eco Indicator 99 has 
the advantage of being a generalised tool to evaluate any product and is also well documented 
as an international standard (Li & Zhang, 2008). However, economic index of sustainability is 
not encompassed in this methodology. There are also several works in the literature related to 
assessing environmental sustainability using Eco Indicator as their assessment methodology 
(Dehghanian & Mansour, 2009; Bovea & Vidal,2004; Gernuks et al., 2007).

DISCUSSIONS AND KEY ISSUES

At the present time, developing sustainable products and designing sustainable processes 
are gaining attention due to the rising awareness of environmental changes, resource and 
energy prices. Both manufacturers and consumers look forward to manufacture and use more 
sustainable products. Lack of a broad literature review in the area of sustainability assessment 
methodologies seem to be missing in the existing literature. This paper tries to fill this gap in 
the literature. Table 4 presents a summary which covers all the 12 methods discussed in this 
paper together with their sustainable elements, boundary of analysis and method of analysis.

Based on the discussion ofthe 12 methodologies, it can be perceived that each of these 
methodologies has some advantages and weaknesses that can be considered for future work. 
There are some key issues that can be mentioned as follows:

Weaknesses:

1. Many of these methods are not able to assess the sustainability of products or processes 
regarding the three dimensions of sustainability. For instance, SPI mainly quantifies the 
environmental impact of the processes. This methodology, however, does not deal with 
other sustainability aspects such as social impact and economic impact. 

2. Most of these methods are not able to analyse qualitative data, which can be considered as 
a great defect. It is the same for many of the discussed methods such as Eco Indicator 99, 
LiNX and PSI. This defect is due to the fact that large tracts of related data are expressed 
as opinions and ideas, which cannot be analysed using quantitative methods.

3. WFAM,  m-SAS, Green Pro and Eco Indicator 95 are contained in a group of methodologies 
where the boundary of analysis is cradle-to-grave, which can only cover raw material 
extraction and manufacturing stages of process/product lifecycle. This review paper provides 
useful gathered information which can be applied in extending each of these methodologies 
with respect to their discussed weaknesses.

Advantages:

WFAM was noticed to be the only methodology that considered expert opinion in its assessment, 
which was undertaken by weighting their assessment elements and sub-elements. Using Multi 
Criteria Decision Making (MCDM), experts’ knowledge was incorporated into the assessment 
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process. Fuzzy method for sustainability evaluation was used to assess both qualitative and 
quantitative data simultaneously. This ability was incorporated into this methodology by 
integrating fuzzy logic in its assessment procedure. Eco Indicator 99 and 95 proved to be 
promising tools in quantifying the environmental impact of each product. SPI provides reliable 
measures in evaluating industrial processes and can be applied to rate technologies from the 
viewpoint of sustainable development. LInX may be useful for government and researchers 
to be considered as sustainable tools in measuring smaller systems.

TABLE 4 
Summary of existing sustainability assessment methodologies

Name of methodology Sustainable elements Boundary of analysis Method of analysis
Weighted fuzzy 
assessment methodology 
(WFAM)

Environment, 
economic and social

Cradle to gate Quantitative and 
Qualitative

Sustainable process index 
(SPI)

Environment Cradle to grave Quantitative

Product Sustainability 
Index (PSI)

Environment, 
economic and social

Cradle to grave Quantitative

Fuzzy method for 
sustainability evaluation

Environment, 
economic and social

Cradle to grave and
Cradle to gate

Quantitative and 
Qualitative

AHP with fluctuant weight 
analysis

Environment and 
economic

Cradle to grave Quantitative

Process design for 
sustainability (PDfS)

Environment, 
economic and social

Cradle to grave Quantitative and 
Qualitative

Modular-based 
sustainability assessment 
and selection (m-SAS)

Environment, 
economic and social

Cradle to gate Quantitative and 
Qualitative

Life Cycle Index (LiNX) Environment, 
economic and social

Cradle to gate Quantitative

Green Pro Environment and 
economic

Cradle to gate Quantitative

Green Pro I Environment and 
economic

Cradle to gate Quantitative

Eco Indicator 95 Environment and 
social

Cradle to gate Quantitative

Eco Indicator 99 Environment and 
social

Cradle to grave Quantitative
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Unavailability of relevant data:

Besides the advantages of the introduced methodologies, one of the main concerns in this area 
could be addressed as unavailability of appropriate information. All of these methodologies 
are data driven methods, which means that they can be fully operative if all the needed data 
are provided. This prospective allows the assessment of products and processes to be limited 
to the available provided data. To solve this issue, full cooperation and coordination of all 
practitioners of sustainability assessment such as company managers, CEOs and government 
authorities would be most constructive.  

Integrated assessment methodology:

From this review of 12 assessment methodologies it can be perceived that there is an absence 
of a hybrid methodology which can integrate the assessment procedure of both manufacturing 
process and its manufactured product simultaneouslywhile considering the manufacturing 
line’s entire supply chain and the optimisation of the manufacturing line in order to achieve 
continuous improvements.

CONCLUDING REMARKS

A broad literature review has been produced to give the reader a comprehensive discussion 
ofthe main topics related to different sustainability assessment methodologies in the field of 
manufacturing processes and manufactured products. A discussion of sustainable development 
was provided in this paper. Also, some challenges associated with advantages of sustainable 
products were highlighted such as end-of-life activities and use phase of product life-cycle. 
Moreover, various sustainability indicators have been presented with their application in 
different fields of research. The rest of the paper discussed the 12 existing methodologies 
developed for sustainability assessment of products and processes. In conclusion, it can be said 
that this review may be found to be useful by both practitioners in companies and academics 
as it outlines major lines of research in the field. Furthermore, it discusses specific features 
of sustainable products or process design assessment as well as the limitations of existing 
research; this should stimulate ideas for further research.
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ABSTRACT

The present investigation deals with the development of ethanol-vapour-sensing materials coated 
with the semiconducting oxide TiO2. Thick films of anatase TiO2 were deposited using the sol-gel 
dip-coating technique on alumina substrates by conventional alkoxide sol and modified sol added with 
Degussa P-25 as the sensing medium. It was shown that crystallised TiO2 anatase was obtained at the 
annealing temperature of 500oC. The fabricated TiO2 sensors exhibited highest sensitivity at the sensing 
temperature of 350 ºC. Sensitivity towards the ethanol vapour was further increased with UV light effect. 
The enhancement of the sensitivity of the modified catalytic pellet can be explained by the crystallite of 
anatase TiO2 and the effect of the photocatalytic of TiO2. The high sensitivity of the TiO2 film deposited 
with modified sol revealed that the modified sol could be a new alternative in the development of a TiO2 
ethanol sensor.
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implementation and reliability (Ruiz et al., 
2004). Among the metal oxides, TiO2 is one 
of the mostly investigated materials in a wide 
range of applications e.g. in the field of optics, 
electrical insulation, solar cells, antibacterial 
coatings and polluting gas sensing (in the 
anatase phase) (Taurino et al., 2004).

Homoudi et al. (2007) reported that the 
TiO2 semiconductor is markedly inert and 
has stable a crystalline structure. Anatase 
and rutile are different in the opacity and 
physical properties. Anatase phase is an n-type 

INTRODUCTION

Metal-oxide semiconductor (MOS) gas 
sensors have been extensively studied to 
improve the sensing properties towards 
combustible and toxic gases. The advantages 
of the MOS are their low cost,  easy 



Ang Gaik Tin, Mohamad Zailani Abu Bakar and Cheah Mooi Chen

328 Pertanika J. Sci. & Technol. 21 (2): 327 - 334 (2013)

semiconductor and its resistance has been found to decrease on reduction with gases. On the 
other hand, rutile phase exhibits p-type conductivity. An anatase TiO2 thick film was developed 
for the alcohol sensor that operated at 400 and 500oC (Garzella et al., 2000). The improvement 
of the TiO2 as an effective ethanol sensor was carried out in this research.

TiO2 can be obtained by different deposition techniques such as chemical vapour deposition 
(CVD), sputtering and sol-gel (W. Chen et al., 2004; Garzella et al., 2000; Zhang, Zhou, & Lei, 
2005). Sol-gel techniques were studied in this research due to the simple low-cost synthetic 
route, excellent compositional control and the feasibility of producing sensing film on the pellet 
shapes when dip coating is used (Mohammadi & Fray, 2007). In this research, the conventional 
sol and modified sol for the fabrication of a good ethanol sensor based on sensitivity was 
carried out. Other than that, the effect of UV light on the sensitivity of the sensors was studied 
to understand the photocatalytic properties of TiO2. 

METHOD

In this work, the conventional TiO2 sol preparation is adapted from Takahashi et al. (Takahashi 
& Matsuoka, 1988). A 0.5 M solution of titanium isopropoxide (TTIP) in isopropanol was 
prepared and subsequently Diethanolamine (DEA) with molar ratio of DEA/TTIP = 4 was 
added to the solution. The solution was stirred at room temperature for 2 hours and subsequently 
water with molar ratio of H2O/TTIP = 2 was added drop by drop under vigorous stirring. A 
clear sol was obtained, sealed and left for ageing for at least one day. The modified TiO2 sol 
was adapted from Balasubramanian et al. (Balasubramanian et al., 2004). The modified sol-
gel solution was prepared by addition of a calculated amount of TiO2 Degussa P-25 to the 
sol solution. The powder was added slowly with vigorous stirring to prevent the formation of 
agglomerates. A thick, white, viscous solution was obtained. 

The substrate used is the alumina disk pellet with diameter 2cm and thickness 2mm. The 
alumina disk substrate was prepared by pressing 1.5g of advanced alumina powder (Sumitomo 
Chemical AA05) with a hydraulic press. The substrate was dried and sintered at 1200oC for 4 
hours. The substrate was rinsed with DI water and dried in an oven at 100oC for 4 hours before 
it was deposited by TiO2. The sensing film was deposited on the substrate by dip coating in 
conventional and modified sol for 15 seconds. The coated pellet was dried for 10 minutes in 
ambient temperature. The completely dried pellet was then dipped in sol for 15 seconds again. 
The dip-coating procedure was repeated 5 times to obtain 5 layers of coating. The selection of 5 
layers of TiO2 coating was based on the literature that 5 layers of TiO2 gave a better response in 
sensing hexanol (Katarzyna et al., 2005). The dried, coated pellet was then calcined at 400ºC, 
450ºC and 500ºC respectively. The synthesised metal oxide gas sensor was characterised by 
Scanning Electron Microscope SEM (JSM-6460 LV) and X-ray Diffraction (Philips PW 1710).

The DC resistance of the pellet sensor was measured using the multimeter (Keithley 6517A) 
with an applied voltage range of 5V in a laboratory-fabricated experimental setup as shown in 
Fig.1. Mass flow controllers were used to control the flow rate of the purified air into the gas 
chamber and to evaporate the ethanol from the water bath. The ethanol vapour concentrations 
were determined using an offline gas chromatograph. An external heater was used to heat and 
control the working temperature of the sensors. The catalytic sensor was examined by measuring 
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electrical resistance in the air and followed by the ethanol vapour flowing through the gas 
chamber within the operating temperature range of 100oC to 400oC. Ethanol sensitivity was 
defined as S=RA/RV, where RA and RV are the electrical resistance of the pellet in air (ohm) and 
in ethanol vapour (ohm) respectively (Ang et al., 2011). The sensitivity of the pellets towards 
1000ppm ethanol at different operating temperatures was performed. The effect of the UV 
light on the gas sensor sensitivity was studied accordingly.  

RESULTS AND DISCUSSION

Fig.2 shows the XRD patterns of the TiO2 catalytic pellet with conventional sol (CO5) and 
modified sol (MO5) annealing at 500oC. XRD was used to study the crystalline structure and 
phases of TiO2 catalytic pellet. The observed peaks in Fig.2 could be indexed based on the TiO2 
anatase phase structure. The peak at 25.4o corresponds to the TiO2 anatase (1 0 1) reflection 
and other small peaks at 37.7o and 47.8o correspond to (0 0 4) and (2 0 0) respectively (Al-
Homoudi et al., 2007). There is no significant evidence for the rutile phase of TiO2 in the XRD 
patterns. The transition from anatase to rutile required higher annealing temperature. The 
annealing temperature of 500oC was suitable to achieve complete anatase of TiO2 (Y. Chen & 
Dionysiou, 2006; Kermanpur et al., 2008), which is an n-type semiconductor that is suitable 
for gas-sensing application. 

According to Senguttuvan et al. (2007), gas-sensing properties of a metal oxide strongly 
depend on the gas’ morphological features. A high surface area facilitates the chemisorptions 
process by increasing the adsorption and desorption rates (Alterkop et al., 2003). Fig.3(a) and   
Fig.3(b) show the SEM micrograph of TiO2 films as grown and after annealing at 500oC by 
conventional sol and modified sol respectively. Fig.3(a) clearly shows that the surface of film 
prepared without Degussa P-25 in the sol is smooth with less grain formed whereas the surface 
of the film prepared by modified sol exhibit a lot of clusters or grains due to the incorporation 

 Fig.1: Schematic of the gas sensor testing measurement rig
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of P-25 powder in the films (Chen & Dionysiou, 2006). More grains tend to give a higher 
surface area for the chemisorptions during the detection of ethanol.  

Fig.4 shows the sensor resistance in the air as a function of operating temperature for the 
catalytic pellet CO5 and MO5. Pellet CO5 gives higher resistance, reflecting that the grain 
(cluster of crystallites from P-25 particles and alkoxide hydrolysis) growth in CO5 is lower. 
When the grains formed are fewer, the surface area that facilities the chemisorptions process 
will be reduced and the electrical conductivity will be reduced (Ruiz et al., 2004). When O2 
is adsorbed onto the TiO2 surface, it traps electrons from the TiO2 material due to the strong 
electronegativity of the oxygen atom to produce the negatively charged and chemisorbed 
oxygen adsorbates as shown in the reaction (1) below. When the concentration of electrons in 
the n-type semiconductor is decreased according to (1); the resistance of the material increases.

(ads)22 OeO −− →+     (1)

When ethanol vapour is introduced to the TiO2 catalytic pellet, Alessandri et al. (2007) 
propose that the interaction of ethanol vapour with the surface chemisorbed oxygen can take 
place in the following surface reactions (2) and (3). Therefore, after the ethanol vapour is 
introduced to the sensor pellet, the resistance of the pellet decreases due to the increment of 
the electrons from the reaction (3).

2 5 (g) 2 3 2C H OH O CH CHO H O+ → +    (2)

2 4 ads 2 2C H O O CO H O e− −+ → + +       (3)

The response sensitivity for the catalytic pellet coated with modified sol and conventional 
sol is shown in Fig.5. The sensitivity for the MO5 is higher than for the CO5. The maximum 

 

Fig.2: XRD patterns of TiO2 pellet with conventional sol (CO5) and modified sol (MO5) annealing at 
500oC
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(a) (b) 

Fig.3: SEM micrographs of the TiO2 catalytic pellet of (a) Conventional Sol (b) Modified sol over the 
calcination temperature of 500oC (bars: (a) and (b) 1micron)
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Fig.5: Sensor response to 1000ppm ethanol as a function of temperature for TiO2 catalytic pellet
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sensitivity to ethanol is achieved by the MO5 ~1.97 at the 350oC operating temperature. 
However, the maximum sensing response for CO5 only reaches ~1.83 at 350oC operating 
temperature. With the higher surface area of the MO5, the surface reaction between the ethanol 
vapour and the oxygen adsorbates is higher and, therefore, the sensitivity of the MO5 is higher 
than that of the CO5. 

Other than that, the sensitivity of the TiO2 sensor  towards the ethanol vapour of MO5 in the 
presence of UV light was also studied. The sensitivity of the MO5 is increased gradually when 
the UV light is provided. It was clearly shown that the sensitivity of the MO5 in the presence 
of UV light is achieved at ~12.32 at operating temperature 300oC with an increment of 3 times 
compared to the MO5 without UV light. This result implies that UV light stimulates surface 
defects and enhances the catalytic properties of the sample, leading to a dramatic increase in 
the sensitivity of ethanol. 

According to Yang et al. (2003), the major process occurring at the surface of the TiO2 is 
the reduction of the electron acceptor ( 2O−

ads) by photo-generated electrons, as shown in the 
Eq. (1). For an n-type semiconductor oxide, the adsorption increases the charge carrier density 
at the interface and decreases the depletion region. The absorption of UV light increases the 
density of ionic oxygen on the TiO2 surface and, hence, provides more active sites for further 
reaction with ethanol vapour. With the UV light, the interaction between the surface and the 
oxygen molecules can be enhanced, speeding up the reactions and shifting the equilibrium of 
the reaction to a lower operating temperature. 

The results suggest that the Degussa P-25 had modified the physical characteristics of the 
sensor, that is, the forming of anatase crystallites TiO2 with more grains and increasing the active 
sites on the surface of the catalytic pellet, resulting in better interaction with ethanol vapours. 

CONCLUSION

Catalytic pellets were successfully developed for detection of ethanol vapour by sol-gel 
dip-coating method. From the XRD, the single anatase phase of TiO2 was formed at the 
annealing temperature of 500oC. The active surface for the reaction between the target gases 
and the oxygen adsorbates on the MO5 was increased with the increased growth of the grain 
on the MO5. With the higher active surface area, the sensitivity of the MO5 was increased 
compared to the CO5. With the addition of UV light, the maximum sensitivity of the MO5 was 
achieved at the 300oC operating temperature. This suggests that the Degussa P-25 in modified 
sol is beneficial to improve the performance of the gas sensor compared with the use of the 
conventional alkoxide sol by improving the grain growth and the anatase TiO2 crystalline. 
Further work on the optimisation of sensitivity to ethanol based on the structure of catalytic 
pellets such as number of layers of TiO2 coating and thickness of substrates can be carried ou t . 
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ABSTRACT

Tailing sand is the residue mineral from tin extraction that contains between 94% and 99.5% silica, 
which can be used as moulding sand. It is found in abundance in the Kinta Valley in the state of Perak, 
Malaysia. Adequate water content and clay in moulding sand are important factors for better strength and 
casting quality of products made from tailing sand. Samples of tailing sand  were investigated according 
to the American Foundrymen Society (AFS) standard. Cylindrical test pieces of Ø50 mm×50 mm in 
height from various sand-water ratios were compacted by applying three ramming blows of 6666g each 
using a Ridsdale-Dietert metric standard rammer. The specimens were tested for green compression 
strength using a Ridsdale-Dietert universal sand strength machine. Before the tests were conducted, 
moisture content of the tailing sand  was measured using a moisture analyser. A mixture bonded with 
8% clay possesses higher green compression strength compared to samples bonded with 4% clay. The 
results also show that in order to achieve maximum green compression strength, the optimum allowable 
moisture content for mixtures bonded with 8% clay is ranged between 3.75 and 6.5% and for mixtures 
bonded with 4% clay is 3-5.5%.
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INTRODUCTION

Tailing sand is the residue mineral from tin 
extraction, which contains between 94% and 
99.5% silica and is found in abundance in the 
Kinta Valley in the state of Perak, Malaysia 
(Mackay, 2000). The objective of this study 
was to investigate the effects of moisture 
content on green compression strength of 
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tailing sand from four identified tin-mining locations in Perak State for their potential for 
use in making green sand casting moulds.  Samples were taken from Taiping (4.8648532N, 
100.7061714E), Tronoh (4.4410824N, 101.0034513E), Batu Gajah (4.447543N, 101.061044E) 
and Tanjung Tualang (4.2995955N, 101.0588551E) (Google Earth, 2010).

The green compression strength of the tailing sand was studied to determine the maximum 
compressive stress that a mixture (tailing sand, clay and water) is capable of sustaining when 
prepared, rammed and tested according to standard procedure by the British Cast Iron Research 
Association (BCIRA). This is because sufficient strength of moulding sands is required during 
the withdrawal of the pattern from the mould and during pouring processes where the mould 
must retain shape independently without distortion or collapse. Usually, green compression 
strength for typical moulding sands run from about 30 to 150 kN/m2 (Loto, 1990). For instance, 
green sand properties for moulds prepared by jolt/squeeze machine are about 70-100 kN/m2 
at 3-4% moisture and bonded with 5-5.5% clay (Heine et al., 1967).  

Clay and water are the control additions in influencing the mechanical properties of 
moulding sand such as green compression strength. Incorrect amount of clay and water in 
the mould mixture can cause casting defects. When water is exposed to radiant heat from the 
metal, moisture is driven back from the mould surface, condensing in a wet, weak underlying 
layer that can easily fracture to produce expansion defects in castings such as scabs, rat-tails 
and buckles (Brown, 2000). Meanwhile, if clay content is higher in the mould mixture, the 
permeability and refractoriness of the moulding sand will decrease; thus, clay should be made 
in the order of 5-7% to produce moulds with better strength and higher permeability (Griffiths, 
1990). Due to this fact, 4% and 8% clay was selected for this research.

Water present in the moulding sand to about 1.5% to 8%, activates the clay in the sand, 
causing the aggregate to develop plasticity and strength. Control of moisture in the moulding 
sand is necessary to develop the best properties (Heine et al., 1967). Suitable water content is 
the principal source of the strength and plasticity of moulding sand. Water in moulding sands 
is often referred to as tempering water. Too little water fails to develop adequate strength and 
plasticity. The clay adsorbs the water up to a limiting amount. Only the water rigidly held 
(adsorbed) by the clay appears to be effective in developing strength. This is due to increasing 
thickness of the water films, causing the clay to become less stiff and the sand grains to be 
held further apart (Webster et al., 1980). Additional water, however, can act as a lubricant, and 
makes the sand more plastic and more mouldable although strength may drop (Heine et al., 
1967). Therefore, excess moisture must be avoided as it lowers permeability and increases the 
chance of a blown casting and may also lead to plasticity and deformation of the mould. Low 
permeability and green compression strength encourage entrapment of gas and the washing 
away of sand by molten metal (Griffiths, 1990). 

Clay will act as a binder agent where it mixes with water to bind the sand particles and 
should be controlled due to the fineness of the particles. Clay can thus be made in the order of 
5-7% to produce moulds with better strength. Increase in strength occurs because as the clay 
content of the moulding sand increases, its binding strength (properties) also increases which 
leads to increase in strength (Olasupo, 2009). The development of bond strength depends upon 
hydration of the clay; the green strength of a moulding mixture increases with water content 
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up to an optimum value determined by the proportion of clay. Beyond this value, additional 
free water causes the green strength to diminish (Beeley, 2001). 

Fig.1 shows the relationship between clay content and addition of water on green 
compression strength for green sand casting moulds.

Fig.1: Relationship of clay content and percentage of tempering water on green compression strength 
from R. E. Grim and F. L. Cuthbert (Heine et al., 1967)

MATERIALS AND METHODS

A mixture was prepared by mixing 1000g of dry sand with 4% of bentonite clay by weight, and 
milled for 5 minutes. Then, water was added to the mixture starting with 20ml (approximately 
2% moisture). The mixture was milled approximately for 3 minutes and then a sample was 
tested for moisture using a moisture analyser as shown in Fig.2.

The moulding sand mixture was tested for moisture using a moisture tester as shown in 
Fig.2. Approximately 10g of sand mixture was weighed out and put on the plate inside the 
tester. Then, the mixture was heated up and a reading was obtained within 3 minutes depending 
on moisture content of the mixtures.

A test piece of Ø50 mm×50 mm in height was prepared by weighing  out specimens ranging 
from 138g to 150g depending on the sand/clay/water ratio. The mixture was then transferred 
to the Ridsdale-Dietert Metric Standard Rammer as shown in Fig.3 to form the test piece 
and was stripped using a strip block as shown in Fig.4. The test piece was then tested with a 
Ridsdale-Dietert universal sand strength machine as shown in Fig.5. After the readings were 
obtained, an addition of 20ml water was added until the moisture content reached approximately 
9%, where the mixture became too wet and unmouldable. The procedure was repeated for a 
mixture bonded with 80g clay.
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Fig.2: Equipment for foundry sand testing. Moisture analyser(top left), Ridsdale-Dietert metric 
standard rammer (top right), strip block (bottom left) and Ridsdale-Dietert universal sand strength 

(bottom right)

RESULTS AND DISCUSSION

The results of the tests on the green compression strength and moisture content of the tailing 
sand-clay mixture are presented in graphs  in Fig.3 to Fig.6.

The results of the tests carried out showed that the green compression strength for all 
samples bonded with 4% and 8% bentonite clay increased incrementally with the increasing 
percentage of water added. The reason for this is that when the dried mixture (sand and clay) 
was mixed with water, the presence of water activated the clay, causing the aggregate to 
develop plasticity and strength. The strength had increased when the clay adsorbed the water 
up to its limiting amount. After reaching the maximum strength at 3.0-5.5% moisture for a 
mixture bonded with 4% clay and 3.75-6.5% moisture for a mixture bonded with 8% clay, the 
strength started to decrease. The was due to the additional water which acted as a lubricant 
and increased the thickness of the water films so that the clay became less stiff and was unable 
to hold the sand grains apart, thus making the mixture more plastic and causing the strength 
of the mixture to drop. 

The results also show the comparison of green compression strength for mixture bonded 
with 4% clay and 8% clay. Mixture bonded with 8% clay had greater strength compared to 
mixture bonded with 4% clay. This can be observed from Fig.3 to Fig.6, where the strength 
curve for mixture bonded with 8% clay is higher than for 4% clay. This is because when the 
mixture contains more clay, more particle-bonding agent exists in the mixture, and this will 
increase the strength of the mixture when water is added. 
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The result indicates that the optimum allowable moisture content to achieve maximum 
strength for a mixture bonded with 8% clay is higher than for a mixture bonded with 4% clay, 
as shown in Fig.3 to Fig.6. The reason is that when a mixture has more clay, more water is 
required to develop maximum strength. The optimum allowable moisture content for mixture 
bonded with 4% clay is 3.0-5.5% moisture and for samples bonded with 8% clay it is 3.75-6.5% 
moisture. These results are within the requirement for foundry sand, where moisture content 
is in the range of 1.5% to 8% to develop green compression strength.

CONCLUSION

The results indicate the influence of moisture on green compression strength for tailing sands 
bonded with 4% and 8% bentonite clay. The mixture bonded with 8% clay was found to 
have higher green compression strength and needed more water to achieve maximum green 
compression strength compared to a mixture bonded with 4% clay. The optimum allowable 
moisture content for a mixture bonded with 4% clay is 3-5.5% and for a mixture bonded with 
8% clay is 3.75-6.5% moisture, and this is acceptable. Too little or too much water will have 
an effect on the strength of moulding sand as well as on permeability. Therefore, a test on 
permeability is necessary to determine the working range and the potential for tailing sand as 
aggregates for making green sand casting moulds.
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ABSTRACT

Precision farming offers numerous benefits and advantages to the farming community for farm 
productivity improvement. Previous research has led to the development of the offline-based Precision 
Farmer©. Our current research extends further the previous work by developing a Web Paddy GIS©. 
The need for this arises due to limitations of Precision Farmer© such as portability, offline system 
accessibility and affordability by the end users, who include semi-literate farmers. This new system 
has been developed to function on Windows and Linux platforms. A user satisfaction assessment was 
conducted on website acceptability, and performance testing was made. This study demonstrates that 
Web Paddy GIS© can successfully run on both platforms. However, the Linux platform has proven to 
be superior to Windows, based on factors such as CPU usage, speed and user satisfaction. This paper 
presents a novel management tool of Web-based precision farming for the semi-literate paddy farming 
community of a developing country. The development of the Web Paddy GIS© is very useful for paddy 
farmers, farm managers, decision makers and researchers.
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INTRODUCTION

Background information

Site-specific crop management is a technique 
that is designed to utilise various technologies 
to provide spatially referenced information for 
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better decision making. This management technique is also known as Precision Farming (PF) 
(Isgin et al., 2008; Auernhammer, 2001; Zhang et al., 2009; Camilli et al., 2007). Agricultural 
practices and profitability benefit through the utilisation of this technique. Many researchers 
have proven that it can assist to increase crop productivity. Population growth makes the 
highest demand on rice productivity and on the sustainability of global rice farming and 
supplies (Matsumura et al., 2009). Previously, Precision Farmer© was developed as a paddy 
Decision Support System (DSS) for managers and farmers (Azhan et al., 2008) to assist users 
in rice farming. DSS can help decision makers to aid their decision process (Antonopoulou et 
al., 2009). Precision Farmer© is very useful for users because it provides rich information on 
pests and diseases, scheduling of farming activities, farmer information and most importantly, 
contains a soil remedial fertiliser variability map function which provides a fertiliser application 
map. However, as the system is an offline system, it has major limitations as it requires 
installation of the software at the user’s local computer. Consequently, the motivation for the 
investigated solution in this paper is to have an online internet-based version of the previously 
developed Precision Farmer©.

Internet Geographic Information System (GIS) is a topic of growing interest and is highly 
beneficial for many applications such as forestry, aquaculture, road network and agriculture. In 
developing countries like Malaysia, the agricultural sector may greatly benefit from Information 
and Communication Technology (ICT). The opportunity for the use of ICT in precision 
farming is in addressing the problems of humankind (Schuler, 2007). In rural areas, agriculture 
productivity can be increased by using ICT (Thadaboina, 2009). Moreover, according to Simao 
et al. (2009), by using sophisticated ICT, we may not have to employ traditional computers. 
Web-based GIS provides farming information updates through online knowledge, consultation 
and spatial data (Jayasinghe & Machida, 2008; Kirilenko et al., 2007). Resource limitations 
such as time, data and communication can be resolved by using information technology and 
Spatial Decision Support System (SDSS) tools (Engel et al., 2003; Jarupathirun & Zahedi, 
2007; Antonopoulou et al., 2009; Lemmens et al., 2007). 

Open Source software development aimed at developing map-server applications using 
free software is now rooted in the GIS community (Steiniger and Hay, 2009). Web GIS 
technologies can provide data dissemination and have little or no online geoprocessing 
capabilities (Marcheggiani et al., 2009; Rao et al., 2007; Martino et al., 2007; Tsou, 2004). 
According to Flemons et al. (2007), the Web-based analysis in the raster data environment is 
slow and more complicated than a desktop upload. In this research we overcome this problem 
with the use of the Linux platform as it helps to analyse data faster. The development takes 
into account and fully utilises the open source and software. The merits of open source as we 
know are that it is free of charge, the coding can be shared with everyone in the world and it 
allows more support from others for any problem in the system. 

Research on Web-based DSS 

Antonopoulou et al. (2009) proposed a Web-based DSS capable of assisting farmers in the 
selection procedure of appropriate alternative crops. The crops involved were maize, soybean, 
sorghum, rapeseed and cardoon. They developed the DSS and offered its services via the 
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internet. Zhang and Goddard (2007) presented an integrated method to help design and 
implement a Web-based DSS in a distributed environment. They focussed on the software’s 
architecture and framework. Zhang (2009) implemented a Web-based DSS as a component-
based application that helps to transform a traditional DSS into a dynamic and evolvable 
distributed system. Martino et al. (2007) described a Web GIS application design approach 
that uses only basic functions like pan, zoom, data organisation and attribute table tool display.

Efficient management of paddy planting is hampered by lack of information. If the PF 
process is applied efficiently and effectively in the paddy field, it will be very beneficial in 
reducing cost, energy, time and environment. The Web Paddy GIS© is developed based on 
the PF principle and the database techniques accordingly so that users can easily access the 
information free of charge and apply the knowledge to their paddy field. 

One of the major challenges in agriculture is to optimally plan cropping initiatives, 
fertiliser management, soil condition farming, and post harvesting. Analysis of spatial temporal 
variability in soil and yield data is generally performed with the help of relatively expensive 
commercial GIS software. Furthermore, it is costly to share the data and maintain the software. 
This research proposes a method to overcome this situation. Our approach allows centralised 
data management, data sharing between users and data evaluation using open source. Linux is 
one of the open source software. In this research we did for both platforms to make sure that 
by using open source, the performance of the system can be improved. 

Web GIS DSS for paddy PF in Malaysia is a new field and no local references are available. 
Many researchers have developed web GIS but most of them do not use open source software; 
for example, Deepak et al. (2008) and Rowshan et al. (2008) used commercial software which 
is very costly and requires an annual license. Furthermore their work focussed on the irrigation 
aspects of paddy farming. Another is the Rice Irrigation Management Information System 
(RIMIS) developed by Rowshon et al. (2008). It was originally developed for allocation of 
irrigation water. It is an offline system that focusses only on irrigation and uses the commercial 
software, ArcMap. It is a very good system but it needs to be improved in terms of cost 
effectiveness because it uses commercial software. Another system for rice application is 
the Web-based Paddy Irrigation Productivity Assessment (WEB-PIPA) that was developed 
by Deepak et al. (2008). It focusses on a database for online irrigation. WEP PIPA involves 
spatial data but does not perform internet mapping. This is a system for database management 
of irrigation. The Web Paddy GIS© makes important improvements through the use of DSS, 
open source software and operating in the Linux environment. 

Decision Support System for Precision Farming

DSS can perform analysis and provide a decision using computer-based tools (Matthews et al., 
2008). There are many previously documented examples of DSS applied to crop production. 
Some of these are: Major Fields Crops (MAFIS-DSS) (Antonopoulou et al., 2009), a web-based 
decision support tool and zone mapping application for precision farming (ZoneMap) (Zhang 
et al., 2009), Worlds Inventory of Soil Emission Potentials (WISE) (Gijsman et al., 2007), 
Integrated Water Resource Management (IWRM) (Awad et al., 2009) and Web-based National 
Agricultural Decision Support System (NADSS) (Zhang & Goddard, 2007). These DSSs are 
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aimed at information and knowledge dissemination as well as providing domain expertise to 
farmers and farm managers. ZoneMap has been developed as a tool that is simple to use with 
efficient and easy-to-use tools. The WISE database is one of the most comprehensive soil 
databases in the world with better sample distribution. The IWRM can assist in water resource 
management through a reduction of information redundancy, elimination of unnecessary 
expenses and the establishment of regional cooperation. NADSS provides computing and 
renders a suite of drought indices that can quantitatively describe the intensity, duration and 
magnitude of events at multiple windows of resolution with the aforementioned needs in mind. 
The current work is a DSS for the precision farming of rice. 

The Web Paddy GIS© is an extension of a previously developed off-line system for 
precision farming of rice by Azhan et al. (2008). They used commercially available ArcGIS 
and Visual Basic software in their system called Precision Farmer©. In this work, an on-
line work system was developed integrating all the components including PF, DSS, paddy 
management (irrigation, yield monitoring, soil and etc.) into one system. By using open source, 
no commercial license is required, implementation is easy and the sharing of information is 
free of charge. So the application developed for this research will be cost effective for the 
farm managers and farmers. There will be an opportunity to share open source web-based 
GIS between farm managers and farmers. In addition, the incorporation of DSS in Web Paddy 
GIS© makes it a complete system. This is in contrast to other previously developed web DSS 
for crop management which used commercial software and focussed on a single aspect. The 
Web Paddy GIS© solution can fill the gap by centralising all PF components in one system by 
using open source software.

METHODOLOGY

Architecture of Web Paddy GIS©

Fig.1 shows the architecture of Web Paddy GIS©. It consists of 3 tiers (i.e. client tier, Web tier 
and server tier). The client tier is utilised by Web users. In the client tier, users make requests 
through a Web-based Graphical User Interface (GUI) (e.g. in MapGuide Viewer, the Web tier 
will retrieve data from the server tier and submit them to users in the client tier). The MapGuide 
Web Server extension is accessed through the MapGuide Web Application Programming 
Interface (API) and is an internal component that performs the backend processes. 

MapGuide Maestro is used for data editing and uploading to the server. In the server itself, 
there are a number of Web technologies used, Apache Web Server, MapGuide, and Maestro 
MapGuide. Users can visualise the maps such as maps of the paddy lot, fertiliser distribution, 
soil series and boundary of the study area in the map application. All the maps are displayed 
in a web portal based on MapGuide Viewer. 

Decision Support System (DSS)

Fig.2 displays the flow chart of the DSS Web Paddy GIS©. It contains a list of five components: 
disease and pest information, scheduling, control, fertiliser map and Leaf Colour Chart (LCC) 
information. When users key in the name of a disease or pest, the results will be displayed from 
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available information in the database. The results will show the estimated amount of pesticide 
to be applied based on the recommendations provided by the DOA. When users key in the date 
for planting paddy, a table that contains the date, activity, action and inputs needed for better 
management will be displayed. Users can find the yield and fertiliser map of previous seasons 
and they can compare the paddy production for each season based on these results. Users can 
know the nitrogen (N) content in the leaf based on the LCC chart, which is adapted from the 
International Rice Research Institute (IRRI). nitrogen application for the plant is necessary to 
assist in healthy plant growth and for the environment (Islam et al., 2007). Results from the 

 

Fig.1: Architecture of Web Paddy GIS©
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Fig.2: Flow chart of DSS in Web Paddy GIS©
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LCC show the quantity of N- fertiliser needed (Islam et al., 2008). A combination of all these 
results enables the managers or farmers to take action and make plans for better management 
in the next season. This will assist them to make good decisions and to work effectively.

System development in Windows platform

Software requirements for the Web Paddy GIS© on the Windows platform are MapGuide Server 
Open Source, MapGuide Web Extension, PHP 5.2.1, Apache, MySQL and Feature Data Object 
(FDO) (Rbray, 2007). Installation of the MapGuide Server and Extension is uncomplicated and 
straightforward. Microsoft Windows Server 2003 Standard Edition was used in this research.

System development in Linux

Software requirements for the Web Paddy GIS© on the Linux platform are the same as for 
Windows. Linux is free platform. However, there are many types of Linux; this research used 
Fedora Core 6. The Linux operating system is typically used by enterprises due to its reliability. 
In addition, Mono software is needed to install MapGuide Maestro. Mono is an open source 
alternative platform for Microsoft.Net technology (Rbray, 2007). The installation steps are not 
user-friendly for those who are not familiar with the Linux environment. All of the installations 
utilise the command-line prompt. All software is installed in Fedora Core 6. 

Data preparation

Raw data were collected from various government agencies, specifically Remote Sensing 
Malaysia (RSM), Department of Agriculture (DOA), Integrated Agriculture and Development 
Area (IADA), Barat Laut Selangor and Universiti Putra Malaysia (UPM). Table 1 shows the 
data collected from each of these agencies. The data were converted into a spatial variability 
map, which allowed them to be utilised by farmers in the process of precision farming. The 
point-soil sampling from which the maps were created is also included in the Web Paddy GIS© 
to enable users or farmers to access the status of nutrients in their paddy plots for every season. 
Fig.3 shows the method of converting the point sampling to Shapefile format. The raw data 
were in Microsoft Excel database format. This data were converted to Shapefile format and 
the projection was defined. Then, using Precision Farmer©, the fertiliser maps were produced. 
Shapefile (*.shp) is a GIS data set representing the point, line and polygon (ESRI, 1998). The 
map is in a Rectified Skew Orthomorphic system (RSO) projection. The maps were prepared 
for uploading using MapGuide Maestro by initially creating a new folder connected with the 
database, after which a layer, map and layout were created. Subsequently, the fusion application 
was chosen, and finally, the maps were ready to be viewed through the Web-based map browser. 
All layers were uploaded and overlaid with others using MapGuide Maestro so that users could 
make decisions and forecast the forthcoming yield (Fig.1). 

The assumption for this work was that all data provided by the various government agencies 
and those obtained through research work by UPM were reliable. Hence the system was 
applicable to the study area. The application of the system to other granny areas will require 
additional data collection relevant to those area.
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TABLE 1 
Sources for data acquisition

No Type of data Source of data
1 Boundary Sawah Sempadan map MRSA, 2007
2 Block C map UPM, 2007
3 Paddy lot map UPM, 2007
4 ECa Zone map UPM, 2007
5 Soil Sampling map UPM, 2007
6 Fertiliser map UPM, 2008
7 Soil Series map DOA, 2007
8 Rice Check information IADA, 2007
9 Pest and Disease information DOA, 2007
10 Controlling pests and Diseases DOA, 2007
11 LCC information MRSA, 2007
12 Yield Value IADA, 2007
13 Farmers information IADA, 2007
14 Yield map UPM, 2007
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Fig.3: Data acquisition process

Performance evaluation on Linux and Windows

Although Linux is open source and free whereas Windows is a commercial product that is 
widely used, we wanted to test the implications of using Linux on the performance of the 
system. Testing was performed on the same machine and both operating systems were run 
in Virtual Machine Software (VMware) mode. The testing involved “zoom in”, “zoom out”, 
“zoom rectangle”, “pan”, “select” and “measure” functions. A good Web-based GIS application 
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relies on its extensible functionality and the performance of presenting requested data to 
the users. Usually, users utilise the zooming functions to search the map content, and this is 
really beneficial. Consequently, these functions were tested to prove their effectiveness in the 
Web Paddy GIS©, where the Linux platform performed the function faster than the Windows 
platform. Users usually search their map and use the zoom function for map browsing or to 
do analysis-like buffering and so on. These activities were tested and the results were plotted 
on a graph.

User Satisfaction Test

User satisfaction tests were performed for both platforms. Questionnaire forms were designed 
and given to 36 users (farm managers and farmers) in 8 lots involved in this study. They were 
given the opportunity to use and explore the Web Paddy GIS© and at the end of the session they 
completed the questionnaires. A translated copy of the questionnaire is given in Appendix 1. 

Web Paddy GIS© model  

Fig.4 shows the components of Web Paddy GIS© in a diagram adapted from the DSS structure 
of Engel et al. (2003). Web Paddy GIS© is targetted at farmers, and all functionalities in the page 
help users to understand the results. Web Paddy GIS© can be used as a DSS tool; for example, 
users can request the fertiliser application map from the Web Paddy GIS© for each season. The 
maps are served using MapGuide Open Source. The maps will then appear in a web browser 
(Mozilla Firefox). Next, the user will interactively zoom to the location of interest. The fertiliser 
map will then show the location of the map and the attributes for N, P and K values. It shows 
the needed amounts for N, P and K for each plot and season. The maps produced by the system 
are reliable as they have gone through the validation process. Fertiliser recommendation maps 
can be used by managers and farmers to make a decision on the amount of fertiliser that is to 
be applied variably across their plot. Managers can follow and record these values for making 
comparisons for future and past seasons. Finally, the maps can help them make good decisions 
about how much input farmers apply for each plot and season.

RESULTS

Graphical User Interface (GUI) of Web Paddy GIS©

Fig.5 displays the GUI of Web Paddy GIS©. This page contains seven sections i.e. the main 
menu, introduction, agricultural information, e-paddy, pest, disease and weed control, forum 
and gallery. Web Paddy GIS© provides two language versions i.e. the Malay (Malaysian national 
language) version and the English version for worldwide use. The introduction page shows the 
map of Tanjung Karang. Fig.6 shows the map of Tanjung Karang from Google Maps. A single 
button click allows users to access the map directly from the web page.

Next is the agriculture information page, which provides access to the scheduling 
application. Scheduling is an application for deciding on the paddy planting schedule. Users 
input the date when they will start planting the rice crop, and the table will be updated 
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Fig.4: Description of Web Paddy GIS© as a DSS

Fig.5: The main menu for Web Paddy GIS© (English version)

 
Fig.6: Map of Tanjung Karang from Google Map
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accordingly. This schedule is very important for farmers, farm managers and others. Fig.7 
shows the schedule with activities and the days on which they are to be performed.

Fig.8 shows the information on pests and diseases related to the rice crop. Users can 
search for pests and diseases to see related pictures. This is very important as it allows users to 
understand what can happen to their paddy field. Fig.9 shows the picture of “Hawar Seludang” 
disease, clearly identifying the pest in visual form for users.

The LCC is an inexpensive plastic, ruler-shaped strip containing four panels that range in 
colour from yellowish green to dark green (Witt et al., 2005). It is an easy-to-use diagnostic 
tool for monitoring the relative greenness of a rice leaf as an indicator of the plant’s N status. 
It allows farmers to estimate plant nitrogen demand in real time for efficient fertiliser use and 
high rice yields. IRRI in collaboration with the University of California Cooperative Extension 
released a standardised LCC with improved quality assurance for the reproducibility of colours 
and enhanced matching of the colors to the reflectance spectra of rice leaves (Witt et al., 2005). 
The Web Paddy GIS© provides information about the LCC online, allowing farmers to read 
the instructions on how to use the LCC and how much N fertiliser to add based on the chart 
(Fig.10). If a user has a Personal Digital Assistant (PDA), he may go online for the LCC as 
the LCC information can be accessed online through a portable PDA. 

Fig.11 shows how to control the diseases and pests. A user can key in the name of the 
diseases or pests and the Web Paddy GIS© will show the controller type that suits that particular 
disease or pest. The information shows the name, amount, time and source of the control.

 

  

Fig.7. Result for Scheduling after keying in the date for planting

Fig.8: Information on pests and diseases
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Fig.9: Picture of pest and disease

Fig.10: Leaf Colour Chart as a guide for farmers to check nitrogen deficiency

 

Fig.11: Choosing the type of control for pest
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Table 2 shows the description of each section. Web Paddy GIS© has proven benefits for 
management and has the potential to assist farmers to increase production efficiency provided 
all steps are completed. The GIS Info module is an application map from soil sampling and 
season yield. Users can compare their yield from one season to another. Information also plays 
a central role in the DSS process (Simao et al., 2009). 

Fig.12 also displays the map browser which allows users to browse (zoom in/out/pan) 
maps, change displayed layers and perform measurements and buffering. Users can view their 
map by clicking on the box of the menu layers. Users can also check the attributes by clicking 
on the right-hand side. This will show the attributes for each layer selected with the fertiliser 
map attributes so that users may see precisely how much fertiliser to apply and where to apply 
it. This will optimise their inputs, leading to efficient plot management. 

One of the advantages of Web Paddy GIS© is the existence of a website forum. The 
forum provides an opportunity for users, especially farm managers and farmers, to share their 
experience and knowledge. These facilities also allow users to interact, communicate and 
network with others. Users are required to register in the forum, after which they may login 
using their username and password. They may create topics, promote their farms and upload 
photos in the forum. The topics are followed by experts who can provide guidance for farmers 
and managers.

TABLE 2 
Description of each section

No Section Description
1 Main menu Welcoming notes

Website links to other organisations like DOA, RSM and MARDI
2 Introduction  Concept of PF

Map of Tanjung Karang using Google Earth application
Acknowledgments

3 Agricultural 
information

Crop scheduling for better management
Pest and disease information
Pest and disease pictures

4 E-paddy Map (Spatial data), fertiliser map, boundary map, soil series map, soil 
sampling map
Yield information for each season, name, no of plot and personal 
details
User manual for paddy planting
Soil Sampling Map
LCC information and how to use the LCC
Yield map for every season and for all criteria

5 Controlling pests 
and diseases 

How to control fungus, weeds and pests

6 Gallery Photo gallery
7 Forum Forum discussion for users to interact with each other. They can also 

share their paddy planting experience and knowledge. 
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Performance evaluation on Linux and Windows

The performance of Web Paddy GIS© was tested using the function from MapGuide Viewer on 
two different platforms i.e. Linux and Windows. Fig.13 shows the performance of Web Paddy 
GIS© on Linux and Windows for each activity i.e. zoom-in, zoom-out and zoom rectangle, 
pan, select and measurement. The Linux platform has lower CPU usage than the Windows 
platform. This shows that the accessibility and flexibility of Linux is better than those of the 
Windows platform.

The zoom-in function required 40% CPU usage on Linux but 100% CPU usage on 
Windows. This means that Windows uses the CPU more than Linux does, thus slowing down 
the process. For the zoom-out function, performance on Linux was 70% while for Windows, 
it increased to 99%. Again, it appears that the Linux platform is better than the Windows 
platform. On Linux, CPU performance was 29% better than on Windows. Fig.13 displays 
the speed of Linux vs. Windows platforms; the speed of the Linux platform is faster than that 
of the Windows platform. In addition, passive speed for the Windows platform is 50% lower 
than for the Linux platform. 

 

Fig.12: Map visualisation using MapGuide viewing
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User satisfaction with Web Paddy GIS©

A questionnaire was designed for feedback on user satisfaction. The questionnaire begins with 
a survey of personal details such as age and experience in using computers. The evaluation 
survey involved 10 structured questionnaires, semi-structured interviews, and one-on-one 
testing of 18 farmers and 8 farm managers. From the analysis recorded using Ms Excel, it was 
found that 70% of the respondents think that Web Paddy GIS© makes their work more effective 
(Fig.14). Fig.15 shows the percentage of user satisfaction for Web Paddy GIS©. Four percent 
of the respondents were very satisfied with Web Paddy GIS©, 69% were satisfied and 27% 
were not satisfied. This shows that a high percentage of respondents were satisfied with Web 
Paddy GIS©. The farmer’s responses show that more than 70% were satisfied and less than 
30% were not satisfied with this website. The GUI is also user-friendly and easy to understand. 
Users were also satisfied with the latest information provided by Web Paddy GIS©. It can be 
used by both managers and farmers. The questionnaire is given as Appendix 1.

Web Paddy GIS© provides the DSS tools to distribute data and information. It may also 
be used as a database, reducing data redundancy. In addition, it runs on Windows and Linux 
operating systems platforms, which may be beneficial for developers working on both systems.

DISCUSSION 

Web Paddy GIS© provides a new solution for farmers to share and search information pertaining 
to the management of their paddy fields through digital spatial data. According to Steinerger 
(2008), by integrating information management, the complexity of PF processes can be made 
simpler and flexible for farmers. This research accomplishes this aim. Web Paddy GIS© allows 
users to search their map, find pest and disease information and schedule management tasks. A 
major advantage of Web Paddy GIS© is that all the software used is open-source. According to 
Xia et al. (2009), the cost for commercial mapping software or internally developed software 
is much higher than for open-source software. This is an important contribution to aid poor 
rice farming communities in developing and under-developed countries. 

The understanding of crop production systems can be increased through the development 

  
(a) Testing of various Linux and Windows functions (b) Comparison of speed between Linux and Windows

Fig.13: Results of testing each function to compare Linux and Windows
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of educational materials available on the Internet (Fitz et al., 2009); with the development of 
this Web-based application, all users will have access to a variety of information that is essential 
for land management decisions (Ellis et al., 2005). Web Paddy GIS© provides information 
that will help users to manage their paddy farms. According to Nikkil et al. (2009), there are 
usability problems in agricultural information systems. Web Paddy GIS© is a knowledge base 
for users to acquire information about their plot, production for each season, information about 
pests and diseases as well as how to control pests and diseases with a user-friendly GUI. In 
order to control their pests and diseases, users can select the pest or disease from a scroll bar, 
and information on chemical product and input amount will be displayed. All the information 
can be searched from the Web Paddy GIS© and extended to the internet. 

Web Paddy GIS© has an extensive search capability that provides users with good references 
to identify and understand pest and disease management and variable rate application of 
fertilisers and pesticides. As farmers are generally conversant in their own native language, the 
approach adopted in this research was to provide an online system for Malaysian farmers in the 
Malay language. The farmers and managers easily understand the contents and the information 
accessed. This is in agreement with Zhang et al. (2009) that to implement precision agriculture, 
ease of use is important. An English version is also provided for international users. 

Fig.14: How effectively users work using Web Paddy GIS©

Fig.15: User satisfaction with Web Paddy GIS© usability
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Farmers showed their satisfaction with the possibility of consulting the information. 
Results show that more than 70% of the respondents were satisfied with the Web Paddy GIS©. 
According to Sante et al. (2004), a long wait to visualise maps is one complaint forwarded 
by most farmers. Using the Linux platform, however, solves the problem because Linux runs 
faster than Windows. This was proven in the testing evaluation conducted in this research. 

CONCLUSION

Web Paddy GIS© at its initial stage proved to be a useful and necessary tool for users, especially 
farm managers and farmers. The results proved that the installation in Linux was successful 
based on evaluations and that Linux has good potential. MapGuide Maestro is simple, easy-
to-use and flexible, which is similar to commercial packages. The implementation progress 
was observed and the capability of the server was tested by the users. MapGuide Maestro 
provides a user-friendly GUI. This makes the development process of the system menu easier. 
It also offers an alternative for online mapping. Although Web Paddy GIS© is for paddy 
precision farming on the web, the concept can be applied elsewhere for similar applications. 
An evaluation of the performance of Web Paddy GIS© was carried out in terms of stability and 
efficiency. Linux provides a way to design and develop the application using free software 
technologies (Manca et al., 2006). Linux has its own advantages; it is free and easy to integrate 
with other applications. Normally, most server applications and analysis services run on the 
Linux platform as they are easily integrated together as with large systems. The environmental 
application will be able to benefit from real-time data output, making protective management 
and preparation more efficient. The use of the open source Web Paddy GIS© application will 
thus benefit end-users immensely.
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APPENDIX 1

QUESTIONNAIRE (TRANSLATED FROM BAHASA MELAYU)

I am Nik Norasma Che’Ya (GS19340), a Master’s student in Universiti Putra Malaysia, and I 
am currently developing the Web Paddy GIS©. I hope you can complete this questionnaire so 
that improvements can be made. Thank you. 

Personal information:

1. Are you a farmer or farm manager?

     Farmer     Farm manager

2. How old are you?___________________(years)

3. Have you ever used a computer?

      Yes     No

4. Have you ever used the Internet?

     Yes     No

Questions:

1. Is Web Paddy GIS© easy to use?

     Very Easy      Easy     Difficult

2. Did you encounter any problems when using Web Paddy GIS©?

     No problem     Some problems     A lot of problems

3. Is the information on rice cultivation that is provided easy to understand?

     Very easy      Easy     Difficult

4. Was the information clear?

     Very clear      Clear     Not clear

5. The information I want is easily found in this website:

     Yes      No

6. Web Paddy GIS© has all the functions to create a remedial action map:

     Strongly agree     Agree     Disagree
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7. Web Paddy GIS© will help the performance of any daily tasks in rice cultivation to be 
more effective.

     More effective     Effective     Not effective

8.  The web interface is attractive:

     Very attractive     Attractive     Not attractive

9.  The colours, texts and photos on the webpage are clear and easy to read:

     Very clear      Clear     Not clear

10. Overall, are you satisfied with the current developed system of Web Paddy GIS©?
       Very satisfied      Satisfied     Not satisfied 

THANK YOU
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INTRODUCTION

Agriculture is one of the most important 
industries all over the world. Even in the holy 
Quran, 83 verses were revealed concerning 
agriculture and this can be seen as a form of 
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worship to the creator Almighty, Allah. As 
reported in the writing of a famous Islamic 
scholar, Imam Nawawi in Kitab Sahih, the 
best work or effort for human beings is 
agriculture.

In Malaysia rapid population increase 
has led to a high demand for food in terms of 
quantity and quality, a trend that has attracted 
the government’s attention (Wan Ishak, 2007). 
In order to enhance crop production in the 
country, several enhancements and techniques 
have been conducted on the fabrication of 
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agricultural machines (Wan Ishak et al., 2008a, 2008b). However, crop cultivation in lowland 
tropical areas has not reached optimal crop production as crops are still subjected to various 
stresses such as heavy rainfall, insects, exploration and extreme solar radiation. These stresses 
can be prohibited if the crops are cultivated in greenhouses. The initial objective of greenhouse 
environment control is to create ideal climate conditions for plant growth (Nelson, 2003). The 
Malaysian lowland environment has high relative humidity (RH) of more than 80% which 
limits the utilisation of various methods of greenhouse cooling, especially during hot hours 
of the day. Plants from tropical climates need higher humidity. Both temperature and relative 
humidity are interrelated. When the temperature is high, plants transpire heavily and when it 
is low, they tend to reduce transpiration, which reduces growths. To moderate the transpiration 
rate of the plant, the control system of greenhouses should provide higher humidity when the 
temperature is high especially to reduce transpiration (Ramin & Wan Ishak, 2007).

The application of a mechanisation and automation control system in greenhouses has 
generated the most suitable conditions and environment based on the features and growth 
requirement of each crop (Wan Ishak et al., 2004). For vegetables to grow competently in a 
greenhouse, continuous control of temperature and relative humidity at exact optimum levels are 
required. In addition to this, other parameters have to be controlled in the greenhouse include 
CO2 concentration, light and nutrient composition. Generally, the values of relative humidity 
and temperature measured in a greenhouse are defined in terms of vapour pressure deficit 
(VPD), a term referring to the difference between saturated and actual vapour pressure. VPD 
analysis introduces an approach to develop a better basis for environment control for lowland 
greenhouses in Malaysia. In short, VPD functions as an excellent indicator of the condensation 
potential and provides a valuable way to measure climate conditions in greenhouses (Prenger & 
Ling, 2007). A VPD calculator given by Autogrow Systems Ltd. (2011) was used to calculate 
VPD based on data captured in this research.

In order to incorporate greater use of computer applications in agriculture, an automatic 
temperature and relative humidity control system with a closed-loop ON/OFF control algorithm 
was developed using Programmable Interface Controller (PIC) in this research. Chili or hot 
pepper was chosen and planted in this project as chili is one of the most important economically-
grown vegetables in the lowland and is probably second only to tomato. This is evident from 
the Malaysian cuisine which uses the chili in a wide range of dishes. Chili is also the main 
ingredient in the processing industry, which churns out huge amounts of chili products such 
as chili sauce, dried pepper and pickled pepper. 

The objectives of this experiment were: (i) to develop an automation and control system 
for greenhouses; (ii) to develop a data acquisition system to model the growth of the chili plant 
in a greenhouse; (iii) to be able to monitor the growth of the chili plant; and (iv) to evaluate the 
performance of the developed system in terms of water requirement, temperature and humidity 
control in the greenhouse. Environment control in a greenhouse is quite challenging due to the 
nature of the variables which form a complicated dynamic system, influenced by changes of 
several internal and external factors.
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METHODOLOGY

The study was conducted in a lowland tropical greenhouse of dimensions 10m x 4m. The 
greenhouse was fully covered with polyethylene film at Institut Teknologi Maju (ITMA) UPM 
as shown in Fig.1. To validate system performance, a number of experiments were carried out 
in February 2010. In this project, 27 Chili Kulai (Titisan 15) in vegetative stage were planted 
using the fertigation system in polybags in the greenhouse and 3 Chili Kulai were planted in 
an open field beside the greenhouse as a control experiment. The plants were placed in an 
area of dimensions 6m x 3m with a total of 27 polybags with 9 polybags for each row in the 
greenhouse. Fig.2 shows the chilli kulai species that was chosen for this project. 

Plants were grown in an automatic control system in the lowland tropical greenhouse 
with a mechanically ventilated and cooling system using a circulation swamp cooler, vent 
and fogger which provided control and coordination of temperature and relative humidity. 
The fertigation system was used to provide water and nutrient for the crops. The fertigation 

 

 

Fig.1: The greenhouse structure used in this research

Fig.2: Chilli kulai (Titisan 15)
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system allowed sufficient water and a nutrient solution to be supplied directly to the plant’s 
root zone. Sufficient water and fertiliser were supplied to the crops automatically through a 
system using a daily timer. The temperature and relative humidity were recorded and saved 
in EEPROM every half an hour.

The data acquisition system for temperature and relative humidity was developed using 
a microcontroller and installed in the greenhouse at Institut Teknologi Maju (ITMA), UPM. 
Temperature and relative humidity were monitored along the planting process in order to 
maintain the environment at an optimal VPD. The system was monitored and validated with 
the calculated VPD set-points for chili kulai (Titisan 15). The ideal VPD was set at 0.85 kPa 
in this research since this value is the ideal value for most crops (Prenger & Ling, 2007).

Software Programming

The programme was compiled on aPIC16F876A chip and the PIC training kit was installed 
in the greenhouse for automatic control purposes during planting. The I/O pins of the training 
kit were connected to output actuators which were controlled by relays. After installing the 
system, planting was done. Sensory data were received by microcontroller during planting and 
stored in EEPROM memory. Finally, analysis of data was done using an online VPD calculator 
(Autogrow Systems Ltd, 2011). 

The system as tested in a controlled operation. The flow chart of the programme is shown 
in Fig.3. One temperature and one relative humidity sensor were installed inside and outside 
the greenhouse. The ideal VPD value was set at 0.85 kPa in this research since this value is the 
optimum value for chili kulai. On the other hand, VPD with 0.85 kPa also represents RH=55% 
and T=17°C at the same time. Thus, RH=55% and T=17°C were used as temporary set-points in 
this project. The logic for this was that if RH were 55%, the system would proceed to the next 
command and would check the value of the temperature to see if it was in set-point. Fogging 
was automatically turned on when the system received a signal from the PIC I/O pin if the 
RH value was lower than 55%. The actuator continued in on-mode until there were no error 
signals sent to the input from the sensor. However, the PIC sent a signal to activate the fans 
if the RH were greater than 55% as wet conditions are extremely suitable for crop growing. 
The programme counter runs itself every minute. The overall performance of the system in 
maintaining the temperature and relative humidity around the set-point was observed to be 
satisfactory. The PIC controller was required to generate the appropriate control signal applied to 
the controlled system and the actuators in greenhouse. The feedback elements, temperature and 
relative humidity sensors were the components required to establish the functional relationship 
between the primary feedback signal and the controlled output. Fig.4 shows the PCWH C 
Compiler software and the PIC programmer used in this study.

Mini28PIC Training Kit

A 28-way PIC training kit was used in this project and the PIC16F876A was selected as the 
‘brain’ of the system. This training kit consists of PIC16F876A chip, LCD module, LED, 
buzzer, serial EEPROM, +5V converter, temperature sensor (LM35), humidity sensor, RS232 
interfacing module, motor driver and switch input. The reason for selecting this type of PIC 
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Fig.4: The ‘PCWH C Compiler’ software (left) and the PIC programmer (right) used in this study

Fig.3: Flow chart of the programme used to control the system
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as the microcontroller in this research was because it is an efficient tool that is very suitable 
to develop a simple and small project. It was used to collect the real-time data which can be 
shown in computer interfacing.

In this project, data from temperature and relative humidity were sent to the PIC via the I/O 
pins as input for the controller. Pins a0 and c0 were used as temperature and relative humidity 
input signals respectively while the pin of PORT B was used as the output for LCD display on 
the training kit. Pins a1, a2 and a3 of PORT C were used as the output to activate actuators in the 
greenhouse. Fig.5 shows the training kit and its components that were used in the research. The 
data from the temperature and humidity sensors were sent to PIC controller as the input signal 
and were converted to digital form through internal analog to the digital convertor (ADC) inside 
the controller. Output signals were sent to activate the actuators after running the programme.

Strip board

A strip board was developed and used to supply 5V to trigger relays in the controller box 
and regulate the DC adapter voltage from 12V to 5V. It consisted of an LM 7805, pin header, 
resistor and capacitor. LM35 is a simple but accurate 3-pin temperature sensor. It is included 
in the training kit to determine the temperature in the greenhouse at a certain time and period. 
Its temperature range is from 2°C to 100°C. This temperature range allows the sensor to detect 
the temperature value in the greenhouse where the temperature is different throughout the day. 
Fig.6 shows the circuit diagram of the strip board and the temperature sensor, LM35.

Graphical User Interface (GUI)

A Graphical User Interface (GUI) was developed by using Microsoft Visual Basic 2006 
software. This GUI was developed to help the user to ensure that actuators are activated based 
on the temperature and relative humidity set-points. 
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Fig.5: The PIC training kit and its components
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 This GUI showed the system check-list for the actuators according to the temperature and 
relative humidity. The user gets the optimum temperature, relative humidity and VPD values 
according to the type of plant cultivated. This GUI can be used for other crops in subsequent 
studies. 
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Fig.6: Layout of circuit diagram of strip board and temperature sensor, LM35

Fig.7: Readings for temperature, relative humidity and VPD inside the greenhouse
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RESULTS AND DISCUSSION

The data related to temperature and relative humidity inside and outside the greenhouse were 
captured during the planting period. Part of the data is shown in Fig.7. A VPD calculator 
(Autogrow Systems Ltd, 2011) was used to calculate the VPD based on the data collected. 
Fig.8 shows the online VPD calculator interfacing.

At the start of the research, the plants experienced transplanting shock when they were 
transplanted into bigger polybags. However, after a few weeks of adaptation, plant growths 
were found to be healthy. There were no flowers and fruit obtained in the vegetative stage. 
However, in the flowering stage, the maximum number of flowers obtained in the open field 
was 11. After 3 months, in the fruiting stage, the two plants fruited 7 chilies. 

The average height of the plants in vegetative stage inside the greenhouse was much greater 
than the average height of plants in the open field. This is because the greenhouse plants were 
growing in a sheltered environment (greenhouse) and water was supplied automatically by 
fertigation . The plants in the open field were watered manually and exposed to the natural 
environment. The chili yield from the open-field plants was higher compared to that from the 
greenhouse plants although the number of flowering plants inside the greenhouse was higher 
than in the open field. It is believed that the process of pollination was not successful due to low 
presence of pollinators such as insects and wind inside the greenhouse. If this problem can be 
effectively solved, it is believed that the yield of chilies inside the greenhouse would be higher. 

 

Fig.8: The Online VPD Calculator
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The relative humidity (RH), temperature (T) and VPD for the chili plant are 55%, 17°C 
and 0.85 kPa respectively. GUI will run when it meets these conditions:

i. RH=55% and T=17°C

No actuator was keyed in in the GUI check-list box for conditions that reached RH = 
55% T = 17°C . This was due to the fact that the temperature and RH had reached optimum 
conditions inside the greenhouse. This, therefore, illustrates that no actuator was activated by 
the control system.

ii. RH=45% and T=34°C

“Fogging” was activated as in the system check list when RH reached 45% and T reached 
34 °C. Based on the scope of the programming that was written, the fogger was activated if the 
RH were less than the set-point, 55%. The fan and the swamp cooler would then be deactivated.

iii. RH=55% and T=20°C

When conditions inside the greenhouse reached RH=55% and T=20°C, all the actuators 
were activated via the GUI system check list. RH reached its set-point but T was higher than 
its set-point. Therefore, all actuators were activated to lower the temperature in the greenhouse 
until it reached the set-point, 17°C. This means that the user need not be present in or near the 
greenhouse to know which actuator is running as this can be monitored and adjusted by the GUI.

CONCLUSION

A data acquisition system to control the temperature and relative humidity of a greenhouse 
was successfully developed and used to record data every 30 minutes inside and outside the 
greenhouse. The data acquisition system was able to monitor the growth of the plants in the 
greenhouse via the control system. A PIC controller was successfully used and interfacing with 
a computer (read data) was achieved. The plant i.e. chili yield in the control sector i.e. an open 
field was observed to be higher compared to that of the greenhouse although the number of 
flowering plants inside the greenhouse was higher than in the open field. It is believed that the 
process of fertilisation was not successful due to low presence of pollinators such as insects or 
wind inside the greenhouse. If this problem can be successfully addressed, it is believed that 
the yield of chilies inside the greenhouse will be higher. Due to the fact that the greenhouse 
provides a shelter for plant cultivation under a roof system, the environment parameters can 
be controlled to suit the type of crop using computer applications and a sensory system.
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ABSTRACT

The process of etching is the most crucial part of the work of manufacturing printed circuit boards (PCB). 
In the etching process by nitric acid, a spent etching waste solution of composition 250 g/L HNO3, 30-40 
g/L Cu, 30-40 g/L Sn, 30-40 g/L Pb and 20-25 g/L Fe is produced. High metal concentrations in the spent 
etching waste solution make it a viable candidate for the recovery of metals. Recovery of metals from spent 
etching waste solution is a significant concern as the recent growth in production of printed circuit boards 
has generated a drastic increase of spent etching waste solution each year. This study concerns itself with 
the recovery of metals from spent etching waste. In this study a dilution was made in order to increase 
the pH of the solution as spent etching waste solution has high acidity, and the electrowinning method 
was performed to recover metals from the spent etching waste solution. Glassy carbon and platinum were 
used as cathode and anode in order to investigate the electrodeposition of metals and cyclic voltammetry 
investigation suggests that the deposition of metals on glassy carbon electrodes occurs at four different 
overpotentials mainly at -0.15 V, -0.35 V, -0.45 V and -0.75 V. Microscopy observation demonstrates 
that there is a deposition of metals by applying the potentials in a set of current-time transient study for 
a duration of 60 seconds and the metals recovered formed as aggregates.
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INTRODUCTION

Etching waste solution produced in the 
process of printed circuit board manufacturing 
contains tin, copper, iron and lead as by-
products. In the etching process by nitric acid, 
spent etching waste solution of composition 
250 g/L HNO3, 30-40 g/L Cu, 30-40 g/L Sn, 
30-40 g/L Pb and 20-25 g/L Fe is produced 
(Man-Seung et al., 2003). In recent years, it 
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has been reported that the average rate of worldwide printed circuit board (PCBs) manufacturing 
increases by 8.7% with total value of 51.5 billion USD worldwide and this number is higher 
in Southeast Asia by 10.8% (Kui et al., 2009; WEEC, 2009). Technological innovation and 
intense marketing are factors accelerating the production rate of electric electronic equipment 
(EEE) and shortening the lifespan of EEE.[4] As the demand for production of EEE increases, 
the discharge of etching waste solution has become a major economic as well as environmental 
concern as it contains significant amounts of heavy metals and acid and has to be treated as 
hazardous waste.

Conventionally, etching waste solution resulting from the etching process is neutralised 
by adding sodium hydroxide, resulting in metal-bearing sludge. The neutralised sludge is 
incinerated and the residues dumped in special landfills (Man-Seung et al., 2003; Chang-Hoon 
et al., 2009). Due to the emission of nitrogen monoxide during the incineration and leaching of 
heavy metals from the dumped residues, the disposal of etching waste solution by neutralisation 
fails to solve the waste problem; in addition, the sludge contains a lot of valuable components 
that should be recovered economically (Man-Seung et al., 2003; Tiina et al., 2007).

At present, several methods exist for the treating and regenerating of etching waste such 
as solvent extraction (Man-Seung et al., 2003; Chang-Hoon et al., 2009), evaporation (Man-
Seung et al., 2003), membrane technology and electrowinning (Tiina et al., 2007; Department 
of Environmental Protection, Florida, 2006). A comparison of the existing current treatments 
shows that electrowinning is the most well established technology for metal deposition from 
solution. Electrowinning can recover element metals directly from aqueous solutions in a 
single-stage process without the addition of reagents (Shafreeza, 2006; Walsh, 2001; Juttner 
et al., 2000). Electrowinning technologies are more efficient, green, compact and economical 
compared with existing technologies in terms of efficiency in metals recovery and clean 
technologies that help to prevent the production of unwanted by-products which in many cases 
have to be treated as waste.

In this study, we focus on recovery of heavy metals in etching waste solution produced 
in PCB manufacturing by electrowinning as an initial investigation for metal recovery from 
etching waste solution. 

THEORY OF ELECTROWINNING

Electrowinning is a process where metals are deposited at the cathode from an electrolyte by 
the process of reduction. The term ‘electrowinning’ is often used in many technologies such as 
electroplating, electrodeposition and electrorefining. The process usually features as a process 
that is usually carried out in three electrode electrochemical cells that consist of a working 
electrode, a counter electrode and a reference electrode. Both working and counter electrodes 
are connected to a power supply. 

The deposition of metals is achieved by applying a negative charge on the working 
electrode, and the metallic ions which carry a positive charge will be attracted to the cathode. 
When the positive charge of the metallic ions reaches the cathode, it receives an electron to 
reduce the positive-charged ions to their metallic form and causes them to be deposited on 
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the electrode surface as a thin layer. The electrodepositing mechanism for metal recovery 
on an electrode surface is very simple. It is basically a simple electron transfer and may be 
represented as:

Mn+ + nē → M

MATERIALS AND METHODS

Reagents

Experiments were conducted using a synthetic etching solution and prepared in the ratio shown 
in Table 1. A 3.5 M HNO3 solution was prepared by diluting 240.6 mL of 14.545 M HNO3 in 
distilled water and diluting it to 1000 mL. The final concentration of nitric acid in the synthetic 
etching solution was 250 g/L. 30 g/L Cu, 40 g/L Pb, 40 g/L Sn and 20 g/L Fe, dissolved in nitric 
acid (HNO3). The mixtures were stirred using a magnetic stirrer at 250 rpm for 30 minutes. 
The concentration of the synthetic spent nitric etching solution was analysed by inductively 
coupled plasma-atomic emission spectroscopy (ICP-AES) Optima 7300 from Perkin Elmer. 

TABLE 1 
Chemical composition of the synthetic spent nitric etching solution

Element
Copper  
(g/L)

Lead  
(g/L)

Tin  
(g/L)

Iron  
(g/L)

HNO3 

N
Concentration 30 40 40 20 3.5

Due to the high acidity of the etching waste solution, a dilution was made to increase the 
pH of the solution to pH > 2 in order to meet the requirements of the potentiometer to work at 
its optimum condition. The initial pH of the etching solution was -1.67 and a dilution of 100 
times was made of the solution to increase the pH to 2.1.

Electrochemical experiments

Linear sweep voltammetry

Linear sweep voltammetry was performed to measure the current at the working electrode while 
the potential between the working electrode and a reference electrode was swept linearly in 
time. The linear sweep experiments were carried out at 0 to -1.0 V at scan rates ranging from 
5-50 mVs-1. In linear sweep voltammetry experiment, reduction of species is registered as a 
peak in the current signal at the potential at which the species begins to reduce.

Cyclic Voltammetry

Cyclic voltammetry was performed to determine the potential for metal nucleation on glassy 
carbon electrodes. The voltammetry experiments were carried out from -1 to 1 V at scan rates 
ranging from 5-50 mVs-1. Surface area available for the deposition was 1.0 cm2.
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Current-time transient

Current-time transient for studying the deposition of metals in spent etching waste solution was 
accomplished by applying the potential voltage of each reduction peak gained in linear sweep 
voltammetry for 60 seconds. Metals deposited on the electrode were analysed by scanning 
electron microscopy (SEM) and energy-dispersive spectrometry (EDS).

Electrochemical system

Flat cell system

A Princeton Applied Research Model K0235 Flat Cell was used to study the electrochemical 
characteristic of the synthetic etching waste as well as the growth mechanism of the metals. 
K0235 Flat Cell is a cylindrical cell and consists of a glass cylinder clamped horizontally 
between two end plates. One end plate houses the working electrode and the other houses the 
counter electrode. The placement of the counter electrode is directly opposite to the working 
electrode. The reference electrode is housed in a luggin well, with a fixed Teflon luggin capillary 
protruding from the bottom of the well.

Electrochemical Instrumentation

All electrochemical experiments performed with flat cell, such as linear sweep, cyclic 
voltammetry and chronoamperometry were carried out using a potentiostat VersaSTAT 4 
from Princeton Applied Research and operated by a PC using VersaStudio software. Two-
electrode electrolytic cells were set up using a glassy carbon as cathode and platinum as anode. 
Experiments were conducted at room temperature. Current-potential data on the experiment 
were collected and interpreted using Microsoft Excel. 

Microscopy imaging

Scanning Electron Microscopy (SEM) and Energy-Dispersive Spectrometry (EDS) 

Microstructural properties of the deposited particles and the microscopy images of metal 
deposits were analysed using a S-3400N SEM model from Hitachi High-Technology 
Corporation and Thermo Scientific NORAN System Six (NSS) Energy Dispersive Spectrometry 
(EDS) system. SEM analysis for metals deposits were recorded at 3000 magnification and at an 
acceleration voltage of 15kV and the deposit characterisation was performed to investigate the 
influence of deposition overpotential over time and used to characterise elemental constituents 
of the metal deposited on the electrode.
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RESULTS AND DISCUSSION

Electrowinning experiments

Linear Sweep Voltammetry

Linear sweep voltammetry was performed to measure the current at the working electrode 
while the potential between the working electrode and a reference electrode was swept linearly 
in time. The linear sweep experiments were carried out at 0 to -1.0 V at scan rates ranging 
from 5-50 mVs-1. 

Reduction of species was registered to peak in the current signal at the potential at which 
the species began to be reduced. Fig.1 shows the linear sweep voltammetry for the glassy 
carbon at scan rate of 50 mVs-1. It can be seen that the voltammograms are characterised by 4 
peaks; first peak at -0.15V, second peak at –0.40V, third peak at -0.55 V and followed by the 
fourth peak at –0.75 V. The peaks are labelled A, B, C and D.

Cyclic voltammetry

Cyclic voltammetry was performed to determine the potential for metal nucleation on glassy 
carbon electrodes. The voltammetry experiments were carried out from -1 to 1 V at scan rates 
ranging from 5-50 mVs-1. Surface area available for the deposition was 1.0 cm2. Fig.2 shows 
the polarisation curves for etching waste solution when polarised from -1.0 to 1.0 V at scan 
rates of 5, 10 and 50 mVs-1.

Fig.2 shows that as the scan rate increased, the total current also increased and the reduction 
peak shifts to more negative overpotentials. This could be due to slow electron transfer kinetics 
on the electrode surface, ohmic drop in the solution or the kinetics of the nucleation and growth 
process (Shafreeza, 2006; Chrzanowski & Lasia, 1996).

 

A B C D 

Fig.1: Linear sweep voltammetry of spent etching solution at 50 mVs-1
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Fig.3 shows that the reduction of metals occurs between -0.15 V and -0.75 V and no peaks 
were observed for the anodic cycle for cyclic voltammetry at 5 mVs-1. Fig.3 also shows four 
peaks. The first hump was observed at -0.75 V followed by a peak observed at potential -0.55 
V. The third peak was observed at -0.35 V and exhibits a higher peak compared to the earlier 
two peaks. The final peak was observed at -0.15 V. 

Current-time transients

Current-time transient for studying the deposition of metals in spent etching waste solution was 
accomplished by applying the potential voltage of each reduction peak gained in linear sweep 
voltammetry for 60 seconds. Metals deposited on the electrode were analysed by SEM and EDS.

Fig.4 shows the current-time transient for nucleation of metals on the glassy carbon at 
-0.45 V; the graph comprises two regions of interest, A and B. In region A, there was a sharp 
decay in the first two seconds mainly due to the capacitive charging and decay of local currents 
(Shafreeza, 2006; Walsh, 2001). After the initial decay, the maximum current can be observed 
from the transient; the transient exhibited a hump at region B. 

Between points A and B, the electroactive area on the substrate surface increased due to 
the continuous formation of new nuclei as well as the increase in the size of the existing nuclei. 
Diffusion zones were developed during this stage, and as the radius of each nuclei increased, 
the diffusion zones began to overlap (Shafreeza, 2006). 

In region B, the cluster of nuclei continuously grew and the formation of new nuclei 
occurred on the metal being deposited rather than the substrate which led to large particle 

 Fig.2: Cyclic voltammetry of spent etching solution at 5 mVs-1, 0 mVs-1and 50 mVs-110 mVs-1and 50 mVs-1
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A 

B 

Fig.3: Cyclic voltammetry of spent etching solution at 5 mVs-1

Fig.4: Current-time transient for nucleation of metals on glassy carbon at -0.45 V
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aggregations. The decreasing of the current is mainly due to the combined effects of the 
depletion of the diffusion layer as well as the coagulation of nuclei. 

The deposited metals on glassy carbon were analysed using SEM. As shown in Fig.5, 
deposition at -0.45 V formed in large aggregates and the distribution of the aggregates on the 
surface of the electrode was not even. Electrode surface was still visible as shown in Fig.5. 
X-ray diffraction patterns of metals deposited on the glassy carbon at -0.45 V were analysed 
using Energy Dispersive Spectrometry (EDS). Based on the weight percentage from EDS 
analysis, Pb dominated with 62.29% by weight while Sn with 3.61% and Fe with 2.40%. In 
order to determine the average particle size of metals nuclei, 6 areas were chosen at random 
from the micrographs of the substrate surface with each area being 100 µm2. Based on Fig.5, 
the average particle size of metals deposited on the glassy carbon at -0.45 V overpotentials 
was 20.6 x 10-12 m2.

Fig.6 shows the current-time transient for nucleation of metals on glassy carbon at -0.75 
V. A sharp decay was observed in the first three seconds as in region A. After the initial decay, 
the current transient exhibited a hump at region B.

Comparing Fig.4 and Fig.6, as the applied potential is lowered, the maximum current 
became more pronounced and its height and position increased as the applied potential 

 

Fig.5: SEM images of metals on glassy carbon at -0.45 V deposition over potentials with 3K magnification

 

A B 

Fig.6: Current-time transient for nucleation of metals on glassy carbon at -0.75 V
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became more cathodic. The SEM image of metals deposited on the glassy carbon at -0.75 V 
overpotential is shown in Fig.7.

As shown in Fig.7, deposition at -0.75 V formed aggregates and the distribution of the 
aggregates on the surface of the electrode was even. The size of the aggregates deposited was 
smaller compared to the size of the aggregates deposited at -0.45 V. The average particle density 
of metals deposited on the glassy carbon at -0.75 V overpotentials was 18.1 x 10-12 m2. Based 
on the EDS analysis, Cu deposited with 38.53% by weight, O with 51.87% and C with 2.76%. 

Fig.8 contains representatives scanning electron micrographs of metals deposited on glassy 
carbon electrodes of each potential voltage. The figure shows the deposits after 60 seconds of 
each potential application. Based on Fig.8, as the applied potential is lowered, deposited metals 
started to form as aggregates and the deposition on the surface of the electrodes was even. 

 Fig.7: SEM images of metals on glassy carbon at -0.75V deposition overpotentials at 3K magnification

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

B 

C D 

A 

Fig.8: SEM images of metals on glassy carbon at deposition overpotentials at 3K maginification : 
(A) -0.15 V (B) -0.45 V (C) -0.55 V (D) -0.75 V
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CONCLUSION

Spent etching waste solution contains a significant amount of heavy metals such as copper, iron, 
lead and tin. Since the discharge of etching waste is a major economic as well as environmental 
concern, this paper aimed to investigate if the heavy metals in spent etching waste solution 
can be recovered. 

Due to the high acidity of the etching waste solution, a dilution was made to increase the 
pH to pH > 2. The initial pH of the etching solution was -1.67 and a dilution of 100 times was 
made to the solution to increase the pH to 2.1. 

Glassy carbon and platinum were used as cathode and anode in order to investigate the 
electrodeposition of the metals. Cyclic voltammetry investigation suggests that the deposition 
of metals on the glassy carbon electrodes occurs at four different overpotentials mainly at -0.15 
V, -0.35 V, -0.45 V and -0.75 V. Microscopy observation demonstrates that there is a deposition 
of metals by applying the potentials in a set of current-time transient studies for a duration of 
60 seconds where the metals recovered formed as aggregates.

Based on this study, we can conclude that heavy metals in spent etching waste solution can 
be recovered by electrowinning methods. Unfortunately, selective recovery cannot be done as 
the metals recovered formed as aggregates and not as a single element. Due to the high acidity 
of etching waste solution, a future work with respect to eliminating acid in etching waste by 
solvent extraction can be done in order to increase the pH of the solution to replace the dilution 
method as acids and metals concentration in etching waste solution is relatively high and with 
effective recovery, acids and metals from the waste stream can be recycled to the main process 
and, thus, would greatly simplify any further treatment of the wastewater.
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INTRODUCTION

Landslides are a common occurrence in many 
countries including Malaysia. Many of the 
landslides that have occurred in Malaysia have 
involved the loss of lives and high costs for 
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ABSTRACT

The objective of this study was to investigate the capabilities of low-cost digital cameras in 
volume determination. Low-cost digital cameras are capable of many applications including aerial 
photogrammetry and close-range photogrammetry. Low-cost digital cameras have the potential to be 
used in landslide monitoring and mapping. In this study, a low-cost digital camera was used as a tool 
to acquire digital images of a model of a simulated landslide. The model was constructed using cement 
and sand with the dimensions of 3m in length and 1m width. Digital images of the simulated model were 
acquired using the technique of aerial photogrammetry and were subsequently processed using digital 
photogrammetric software. A portion of the simulated model was excavated to simulate a landslide and 
volume determination was carried out for the excavated sand. The results showed that low-cost digital 
cameras can be used in photogrammetric application including volume determination.
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the parties involved in clean-up and follow-
up work. Landslides can occur anywhere 
in Malaysia without any warning (Talib & 
Taha, 2005). Most of these landslides occur 
to manmade slopes and natural slopes based 
on slope gradient. The Malaysian government 
has spent millions of Ringgit Malaysia (RM) 
to manage landslide-prone areas. Landslide 
analysts are engaged in efforts to find the best 
method to determine the volume of soil loss 
after a landslide at the lowest cost (Suhaimi 
Jamaludin & Ahmad Nadzri Hussein, 2006). 
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The best method should be established by landslide analysts to estimate the clearance cost after 
a landslide.  There are many methods of mapping landslides. Aerial  photogrammetry, which 
utilises aerial photographs, is one of the methods that can be used for mapping a landslide 
area. The aerial photographs show images of the features on the ground, allowing for easy 
interpretation of the information on the ground. Aerial photographs are usually captured 
using a metric camera. A metric camera is very expensive and should be handled by skilful, 
professional personel (Wolf & Dewitt, 2004). 

Today, there are many low-cost and high resolution digital cameras of different makes 
and models that are available in the market. The rapid development of digital technology has 
created oppurtunity for low-cost digital cameras to be used in acquiring digital images for 
photogrammetry. These images, which  are good quality,can be used in many applications at 
certain degrees of accuracy.  Low-cost digital cameras today provide different image resolutions 
from low to high. The term “low cost” refers to the low price of the digital camera i.e. less than 
RM1000 and “high resolution” refers to image resolution of more than 0.5 megapixel. The 
image resolution is defined by the sum of the number of horizontal pixels multiplied with the 
number of vertical pixels (Tahar & Ahmad, 2011). In this study, a Nikon Coolpix L4 digital 
camera which has an image resolution of about 4 megapixels (i.e 2272 pixels x 1704 pixels) 
was used (Fig.1).

 Close-range photogrammetry is a technique in photogrammetry which can be used for 
obtaining object information from the object to a camera position of less than 100 metres 
(Atkinson, 1996). Images or photographs can be acquired from locations or positions in the air 
or on the ground. In this study, the close-range photogrammetry technique is used with a low-
cost digital camera attached to a fixed platform. A fixed platform is a platform of fixed height; 
the low-cost digital camera is attached to a hole drilled on plane wood at a fixed height. In 
this study, the fixed platform was used to acquire digital aerial images of a simulated landslide 
model for volume computation. 

In the photogrammetric method, a pair of aerial images or photographs with 60% overlap 
and 30% sidelap is commonly used; these images should comprise well distributed ground 
control points (GCPs) in the overlap area. The photogrammetric method allows a digital 

Fig.1: Nikon Coolpix L4 used in the study
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elevation model (DEM) to be generated automatically with a sufficient number of tie points 
established in the overlap area. In this study, images acquired from the low-cost digital camera 
were processed to generate a DEM and the material subsequently excavated from the simulated 
model was used to compute its volume.

METHODOLOGY

This study involves several phases, including volume determination from a simulated landslide 
model. These phases include flight planning, data collection, data processing and result 
documentation and analysis. Fig.2 shows the flowchart of methodology used in this study. 
This study only deals with the fixed platform to obtain digital aerial images of a simulated 

Fig.2: Methodology flowchart
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landslide model. The simulated model was constructed using sand and cement with dimensions 
approximately 3m by 1m. Before photogrammetry work was carried out, all camera information 
was considered. In digital images, the main issue of importance is pixel size. Pixel size can be 
calculated using the following formula:

x f
X H

=
 (1)

where x   = number of pixel on the image of an object
X  = length of the object
 f   = focal length
H  = flying height

Pixel size is calculated based on the number of pixels of the object image, length of an 
object in real measurement, focal length of the camera and flying height during acquisition 
of the digital aerial image. After pixel size is calculated, the area of ground coverage can be 
determined. The area of ground coverage for an image is determined by multiplying the scale 
of the photography with its dimensions (i.e. length and width). 

Flight planning

In this study, flight planning involved calculation of the study area, establishment of GCPs, 
calculation of flying height and calculation of pixel size. The area of the simulated model 
was calculated to ensure all segments were covered in the image acquisition stage. In 
photogrammetry, each pair of overlap photographs should be overlapped by 60% in order to 
get a 3D photogrammetric product of good quality. 

The details of data acquisition are shown in the methodology flowchart where 11 
photographs were captured to cover the whole simulated model in only one single strip with a 
flying height of 1.2m above ground. The flying height was determined based on pixel size and 
ground dimension. There were 33 GCPs well distributed along the entire simulated model and 
were established using a total station. GCPs were marked at random on the simulated model 
and were used in image processing. The coordinates of each GCP were determined using the 
intersection method for X and Y coordinates while the Z coordinate was determined using 
the tacheometry method where the Z coordinate is transferred from one point to another point 
utilising slope angle, horizontal distance and vertical distance.  

Camera calibration

In this study, self calibration bundle adjustment was carried out for camera calibration. The 
low-cost digital camera was calibrated to obtain camera calibration parameters and the best 
results for image processing. All the camera calibration parameters were utilised in image 
processing for interior orientation using digital photogrammetric software. Fig.3 shows the 
position of the camera in camera calibration using the convergence method. The convergence 
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method involves several camera positions in space during camera calibration using a calibration 
plate. The calibration plate comprises 36 points at different heights and it was arranged in grid 
form. The image of the calibration plate was captured at four positions. The angle and distance 
between the camera and plate calibration was approximately the same for the four positions. 

The camera calibration process was carried out before it was used for capturing images of 
the simulated model. The results of the camera calibration are shown in Table 1. There were 10 
parameters involved in the camera calibration including focal length (c), principal distance (Xp, 
Yp), radial lens distortion (K1, K2, K3), tangential lens distortion (P1, P2) and affinity (B1, B2).

TABLE 1 
Camera Calibration Results

Camera Id Nikon Coolpix L4
c (mm) 7.741 

Xp (mm) 0.104
Yp (mm) -0.078

K1 3.6905e-003
K2 -1.0933e-004
K3 6.4657e-006
P1 1.0691e-004
P2 1.1137e-004
B1 -2.4149e-003
B2 -6.0582e-003

Fig.3: Camera calibration utilising the convergence method
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DATA PROCESSING

Digital aerial images of the simulated model were acquired and then processed using 
photogrammetric software. In this study, ERDAS Imagine software was used for the production 
of photogrammetric products, such as DEM, contour lines and orthophoto. During the interior 
orientation, camera focal length and pixel size were obtained. GCPs were used for the exterior 
orientation process. This software needs at least four GCPs in each overlap photograph in 
order to perform aerial triangulation. The distribution of the GCPs and tie points for this study 
is shown in Fig.4. The figure shows the distribution of GCPs and tie points after performing 
aerial triangulation which involved interior and exterior orientations. Figure 4 also shows the 
footprint of a strip of digital images of the simulated model where the square represents the 
GCPs and the triangle represents tie points. There are 33 GCPs and 381 tie points used by 11 
digital images. The tie points were selected automatically using the software based on image 
matching where the user could select any number of required tie points. It should be noted 
that if the surface is homogeneous, such as same tone, colour and texture then the software 
will fail to determine the tie points. Therefore, it is necessary that the material used, as was the 
case for the experiment, should be of different colours and textures i.e. not be homogeneous.

RESULTS
Two major results were obtained in this study i.e. digital orthophotos and DEM. The orthophoto 
for each overlapped pair is mosaiced in order to portray the whole simulated model. The DEM 
(Fig.5) and orthophotos (Fig.6) were generated after performing interior orientation, exterior 
orientation and digital mosaic operation. DEM is generated using a combination of GCPs and 
tie points after aerial triangulation, and the quality of the DEM and digital orthophoto depends 
on the accuracy of the GCPs. It should be noted that if the quality of the GCPs is poor then the 
results of the DEM and the digital orthophoto are less accurate.

The accuracy of the assessment of the DEM and the digital orthophoto was based on RMSE, 
mean and standard deviation of 30 sample dataset after image processing. The accuracy of the 
digital orthophoto and DEM are illustrated in Table 2.

TABLE 2 
Accuracy of Digital Orthophoto and DEM

GCP RMSE(m) Mean(m) Std Dev.(m)
X 0.002 0.001 0.001
Y 0.001 0.001 0.001
Z 0.214 0.147 0.163

ANALYSIS

The objective of this study was to investigate the capabilities of low-cost digital cameras in volume 
determination. In this study, some portion of the simulated model was excavated to simulate a 
landslide. DEMs were generated before and after the excavation. The DEMs before and after the 
landslide simulation were used as a primary data for volume calculation. Fig.7 shows the differences 
between the DEMs before and after the landslide simulation. It can be seen that the pixel value for 
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Fig.4: Footprint for a strip of 11 digital aerial images

 

Fig.5: Digital Elevation Model (DEM)

Fig.6: Mosaic of digital orthophotos
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the DEM had changed after the excavation or simulated landslide. The two different images were 
observed in the DEM before the simulated landslide and after the simulated landslide. Contour 
lines were generated for both situations to determine the flow of landslide behaviour. The shape of 
the contour lines had changed after the simulated landslide (Fig.8). This figure also shows contour 
lines superimposed on the DEM in the landslide region. The contour lines followed the direction 
of the landslide. The data obtained from the DEM and orthophotos were used to generate a TIN 
(triangular irregular network). A TIN is a generated model for visualising three-dimensional models, 
in this case, the three-dimensional model of the simulated landslide region. 

Fig.9 shows the three-dimensional visualisation before and after the simulated landslide. 
The TIN models were produced using ArcGIS 9.3 software. Fig.9 also shows the behaviour 
of the contour lines in the excavated area, which is indeed different compared to before the 
landslide. The DEMs of the area before and after the landslide were cropped in order to perform 
the calculation of soil loss volume in the landslide simulation area. Fig.10 shows an example 
of the landslide area that was cropped for volume calculation. 

In this study, two surface profile graphs were produced before and after the landslide 
simulation, as shown in Fig. 11. The graphs clearly show the change of surface before and after 
the landslide. In general, the volume of soil loss can be calculated by subtracting DEMs before 
the landslide and after the landslide. The surface volume tool available in the ArcGIS 9.3 software 
was used to calculate the volume of soil loss automatically. The formula to calculate the volume 
of soil loss is as follows: 

 Volume of soil loss = Volume before landslide - Volume after landslide              (2)

The area of the landslide was 0.000026m² and the volume of soil loss calculated was 
0.002043m³. This result was later validated by comparing it using the conventional method 
where the excavated soil is placed in a cylinder of diameter 23cm and height 5cm. The volume 
of soil in the cylinder was found to be 2077.38cm³ or 0.002077m³. The difference in volume 
between the two methods is 0.000034m³ or 1.64% and can be considered as acceptable as the 
difference is very small. 

Fig.7: Digital Elevation Model before (left) and after landslide simulation (right)

 
        (a)                                                                                  (b) 
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Fig.8: Contour line overlapping with DEM before (left) and after landslide simulation (right)

 
 

 
 

Fig.9: Superimposition of the TIN on the contour lines before (left) and after the landslide (right)

Fig.10: Cropped landslide area before (left) and after the landslide (right) simulation

Fig.11: Surface profile graph before (left) and after the landslide (right)
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CONCLUSION AND FUTURE WORK

From this study, it can be concluded that volume determination can be performed using low-cost 
digital camera images. Low-cost cameras might be used in many applications which do not 
involve a big budget. However, the accuracy of the photogrammetric product from a low-cost 
digital camera also depends on the accuracy of the GCPs. If good quality GCPs are used then 
good quality DEMs and orthophotos can be produced. This study successfully demonstrates 
that low-cost digital cameras are capable of generating DEMs and orthophotos of a simulated 
model. For future work, the low-cost digital camera can be attached to a mobile platform, known 
as an unmanned aerial vehicle (UAV), to acquire digital aerial images of the simulated model 
and subsequently processed using the procedure adopted in this study. The results obtained 
from this mobile platform can be compared with the results obtained using a fixed platform as 
done in this study to determine the better method. Finally, it can be concluded that the low-cost 
digital camera has great potential for use in many applications which require high accuracy. 
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ABSTRACT

The fishermen of Nijhum Dwip in Noakhali, Bangladesh have lived in an extremely dynamic environment 
facing tropical cyclones, tidal surges, embankment erosion and salinity intrusion that affect life and 
livelihood options. This study was conducted to identify human, physical, financial, natural and social 
assets for analysing fishing community resilience. Landsat TM imagery and asset database of 25 
thematic layers were analysed with ENVI and GIS capabilities to identify and prioritise the resilience 
of coastal fishing community. The resilience assessment focussed on 25 basic criteria, and the weights 
were determined by a pairwise comparison matrix of Analytical Hierarchy Process according to the 
effectiveness of the criteria. The study identified natural assets with 48% importance as the most 
significant in fishermen resilience. The vector of effectiveness indicated that human, financial and social 
assets showing importance of 18%, 15% and 13% respectively are moderately significant, where the 
physical asset with only 5% importance is the least significant in fishermen resilience. The results suggest 
that natural assets with experienced human resource and financial support as well as excellent social 
relationship are the appropriate option for enhancing coastal fishing community resilience to withstand 
climate change disaster events.
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INTRODUCTION

Human-induced climate change is under 
way (IPCC 2001), and the future climate 
of Bangladesh, like much of the world, will 
be warmer. The majority of the world’s 
200 million fisherfolk (fishermen and other 
fishing-industry workers and their dependents) 
live in areas that are highly exposed to human-



Hossain, M. S. et al.

398 Pertanika J. Sci. & Technol. 21 (2): 397 - 422 (2013)

induced climate change, and depend for a major part of their livelihood on resources whose 
distribution and productivity are known to be influenced by climate variation (Allison et al., 
2005). Obviously, coastal areas are one of the most vulnerable places due to sea-level rise, 
increased level of inundation and storm flooding, coastal erosion, seawater intrusion and 
increased temperature (Torresan et al., 2008). Communities in the coastal areas tend to be 
dependent on climate sensitive resources, and coastal people do not have the means to adapt 
fast enough (Ziervogel et al., 2006). Out of an estimated 37 million people living in 21 coastal 
districts in Bangladesh, about 20 million have been affected by the rising sea. Coastal fisheries 
in Bangladesh are predominantly low-investment, multi-species and multi-gear fisheries 
(Chowdhury et al., 2011). Population growth and overexploitation increase pressure on coastal 
fisheries and are recognised causes for their decrease. Climate change effects are likely to put 
further pressure on resources and livelihoods. Worldwide, fish products provide at least 20% 
of the protein intake of 1.5 billion people and support the livelihoods of approximately 520 
million people (FAO 2009).

This article applied the ‘Sustainable Livelihood Approach (SLA)’ in an effort to understand 
fishing community resilience based on level of dependency upon the available assets. SLA 
provides a way of thinking about livelihoods of poor people in the context of vulnerability (DFID 
1999). The application of SLA in the form of climate change adaptation helps researchers and 
practitioners identify pressing constraints and positive strengths of climate resilient livelihoods 
in coastal areas with overlaps between micro and macro links. According to the SLA model 
developed by DFID (1999), the framework compromises three components: livelihood assets 
(natural, financial, social, human and physical), vulnerability context (vulnerability analysis) 
and structure and process (institutional analysis) (Fig.1). SLA has seldom been applied to field 
situations especially in the field of fisheries (Allison & Ellis 2001; Allison & Horemans 2006; 
Hossain et al., 2007a; Iwasaki et al., 2009).
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Resilience intuitively refers to the ability to bend without breaking and to regain the 
original “pre-bend” shape (Jacob & Showalter 2007). Resilience can be defined in various 
ways but it is essentially about how systems (bio-physical and socio-economic) are able to 
respond to change or shocks while maintaining their key characteristics or ‘identity’. Socio-
economic resilience in terms of fishing communities refers to how they are able to maintain 
their livelihoods and desired ways of living, without outside assistance, following undesirable 
shocks. It would include, for instance, their flexibility to make substitutions that would yield 
more abundant fishery resources or lead to alternative economic activities to help offset declines 
in harvests from targetted fisheries. Resilience makes strong connections among management 
and human ecology because it is directed at evaluating responses to disturbances. Responses 
may include what is commonly referred to as indigenous knowledge, which is the cultural 
capital of a population in association with the environment. It may include, for example, 
knowledge of plant and animal, cultivation methods, local medicine and fishing craft and gear. 
There is a need to understand the resilience criteria and the level of importance of each criterion 
on coastal fishermen’s livelihood. The research used both qualitative and quantitative data 
including household-head interview, key-informants interviews, participatory field observation 
and satellite imagery (Hossain et al., 2007b). In addition, Venn diagrams, problem trees and 
seasonality maps were applied as the PRA exercises for identification of resources and analysing 
livelihood options. Likewise, semi-structured interviews with key informants (i.e. school 
teacher, government officer, village leader, NGO worker and mosque imam) were carried out 
to validate and complement the information. This article aims to identify the livelihood assets 
of fishermen in Nijhum Dwip and analyse the assets into bottom level criteria to measure the 
relative importance of each criterion in resilience assessment.

STUDY AREA

Profile of study site

Nijhum Dwip (literally “the island of silence”) is an accreted island in the central coastal zone 
of Bangladesh under Hatiya Upazila of Noakhali District, and is situated between latitude 
22º1´ and 22º6´N and longitude 90º58´ and 91º3´E (Fig.2). Nijhum Dwip is separated from 
Hatiya by the Moktaria Channel, which is about 700-1200m wide: the island area is only 10 
km2 in area (Fig.2). Fishermen of the nearby Hatiya Island started to use Nijhum Dwip during 
the 1940s as temporary homes during fishing season (personal communication with union 
parishad member). In the 1950s fishermen named it Ichamoti dwip (meaning mine of prawn; 
locals referred to island as icha mach, or prawn) due to a high abundance of prawn available 
in the waters surrounding the island (Amin, 2001). Temporary settlers later renamed it Baollar 
char (meaning accreted sand) , due to its high protuberance of sand. A land survey of Nijhum 
Dwip was conducted during 1959-1960, and after that, some of the fisherfolk came to live 
permanently on the island. However, Bangladesh’s most devastating cyclone of 12 November 
1970, which killed about half a million coastal people in Bangladesh, killed all of the 300 
households (1200 to 1500 people) settled on this exposed island. In an official visit to the island 
in 1973, government officials, politicians and social elites gave the island an official name 
in recognition of its natural beauty, Nijhum Dwip. In 2008, the government of Bangladesh 
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declared Nijhum Dwip and the Char Bahauddin as a Union Parishad of Hatiya Upazila. The 
population has since increased to about 4500 households with an estimated 30,000 people living 
in different cluster villages. The literacy rate on the island is very low, at about 10%. Children 
below the age of 12 years account for 30% of the total population and married adults represent 
about 40%. The lack of sanitation facilities on the island causes severe problems because none 
of the households use sanitary latrines. Drinking water is available from shallow tube wells, 
which households share at a rate of one well per 50-75 households.

Biodiversity status

The environment surrounding the island is a unique assemblage of marine, brackish and fresh 
water ecosystem with estuarine characteristics. This combination has endowed Nijhum Dwip 
with a highly productive ecosystem for fisheries resources. Although limited quantitative 
data on marine biodiversity of Nijhum Dwip are available, the availability of fishes, shrimps, 
molluscs and crabs that is common to the rest of Bangladesh is believed to extend to these 
waters as well. Mangrove plantation started in 1973 with Sonneratia apetala (80%) and 
Avicennia officinalis (15%) that covered the northwest part of the island. The ecosystem is 
biologically diverse with 68 plant and 66 animal species (Rosario, 1997). The island is at the 
crossroads of two international flyways viz. the East-Asia Australasian flyways and Central 
Asian flyways and is the southern-most staging ground of around 60 species of migratory 
birds. The site supports critically endangered species from around the world such as the 
Indian Skimmer (Rynchops albicollis), Spoon-billed Sandpiper (Eurynorhynchus pygmeus), 
Nordmann’s Greenshank (Tringa guttifer) and Asian Dowitcher (Limnodromus semipalmatus) 
by providing them with their wintering ground (PDO-ICZMP 2004). To further enhance the  

22° N 

22° 30΄ N 

91
° E

 

91
° 3

0΄
 E

 

23° N 

HATIYA 

SANDWIP 

BHOLA 

NOAKHALI 

M 
 U 
  K 
 T 
 E 
 R 
 I 
 A 
 CHANNEL 

Fig.2: Geographical location of the Nijhum Dwip in the central coastal zone of Bangladesh, based on 
Landsat TM image of March 2007
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biodiversity of the island, three pairs of spotted deer (Axis axis) were released in the island in 
1980 which increased to 14,400 (Iftekhar and Takama 2008). Subsequent introductions have 
included several pairs of monkeys (Macaca mulatta), snakes (Python molurus) and Leopard cat 
(Felis bengalensis). These vibrant biodiversity allowed Nijhum Dwip to be listed as a wetland 
of international importance under the Bangladesh Wildlife (Preservation) Order 1973, and it 
was made a National Park of Bangladesh in 2001. Insidious human activity such as hunting, 
killing or capturing wildlife and damaging or destroying plants or trees has been banned by 
the government (PDO-ICZMP 2004).

Temperature

Nijhum Dwip is typically tropical with average annual maximum and minimum temperatures 
of 30°C and 21.6°C respectively (BMD 2009). Changes in temperature, even small changes 
in water temperature, are expected to exert strong pressure upon fish ecology (WWF 2005). 
Temperature variations also affect human health, undermining their capacity for operating the 
fisheries. According to the statistical fixed-point observations in six meteorological stations 
i.e. Maijdee, Hatiya, Feni, Sandwip, Chittagong and Cox’s Bazaar , it seems that the apparent 
warming trend has not been seen in Nijhum Dwip (Fig.3), as opposed to the world’s expectation 
(IPCC 2007). However, it seems that there is a slight warming trend of mean maximum and 
minimum temperature especially in the hottest month. In a variation of 20 years (1988-2008), 
annual maximum temperature increased by 0.08oC, whereas annual minimum temperature 
decreased by 0.89oC and annual average temperature decreased by 0.32oC. The length of the 
winter season with a temperature less than 15oC has been recorded as 41 days and 55 days 
in 1988 and 2008 respectively, where the first day of winter shifted from 8 December to 18 
November. Similarly, the length of the summer season with a temperature more than 35oC was 
recorded as 2 and 5 days in 1988 and 2008 respectively, where the first day of summer shifted 
from 14 February to 27 February (Table 1).

TABLE 1 
Variation of climatic parameters in Hatiya Island of Noakhali District for a period of 20 years (1988-
2008) (source: Bangladesh Meteorological Department, Dhaka)

Parameters 1988 2008 Change
Annual max temperature (°C) 29.91 29.99 0.08
Annual min temperature (°C) 22.52 21.63 -0.89
Annual average temperature (°C) 25.97 25.65 -0.32
Length of winter (day <15 °C) 21 55 34
First winter day (<18 °C) 8-Dec 18-Nov 10
Length of summer  (day >35 °C) 2 5 3
First summer day (day >30 °C) 14-Feb 27-Feb 13
Annual Rainfall (mm) 3561 3531 -30
Length of rainy season (day >10 mm) 83 75 -8
First rainy day (>10 mm) 13-May 18-May 5
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Fig.3: Trend of mean maximum and minimum temperature in Maijdee, Hatiya, Feni, Sandwip, 
Chittagong and Cox’s Bazaar

 

Fig.4: Trend of monthly rainfall in Hatiya Island
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Rainfall

The majority of the annual rainfall occurs from May to October (Fig.4). The southwest monsoon 
brings much rainfall from May to September while the northeast monsoon brings some rain in 
October and November. About 80-90% of annual rainfall is confined to the monsoon months 
(April-October). Annual mean total rainfall has decreased from 3561mm in 1988 to 3531mm 
in 2008. The length of the rainy season with rainfall more than 10mm has been recorded as 83 
days and 75 days in 1988 and 2008 respectively, where the first rainy day shifted from 13 May 
to 18 May (Table 1). Old fishermen have reported noticeable changes in the present climate 
pattern in comparison to the past. These noticeable changes include increasing variability in 
the dates of onset and end of the rainy season, changes in wind direction, tidal magnitude, 
rainfall distribution pattern throughout the season, and an increase in thunderstorm activity. 
Thunderstorms, as far as the fishermen’s observations are concerned, have increased in 
frequency, and their occurrence has extended throughout the rainy season instead of only at 
the beginning and toward the end of rainy season.

MATERIALS AND METHODS

Field survey

Extensive field visits and interviewing of fishermen household heads of Nijhum Dwip were 
used for data collection on human, physical, financial, natural and social assets of the fishing 
community. To assess fishermen resilience, interviews were conducted with 250 household 
heads from November 2009 to April 2010. Only the household heads were included in the 
survey to ensure that participants could make meaningful comparisons between the past and 
present. Interviews were conducted in the local language. The interviews centred on people’s 
perceptions of climate changes that had occurred in their life time (e.g. erosion, cyclone, tidal 
surge, rain and temperature) as well as associated phenomena (e.g. seasonal change, abundance 
and breeding of local fish species, mangrove and grassland cover). While fishermen resilience 
has been assessed through secondary data and research papers, people’s perception is also 
important to consider behaviour and responsive actions (Grothmann & Patt, 2005). Social, 
economic and environmental resources were discussed to learn about individuals’ perceptions 
surrounding these resources. In addition to handwritten material, photographs and videos 
were also used as effective media for conveying results of the interviews. Interviews with key 
informants such as school teachers, government officers, village leaders, NGO workers and 
mosque imam aimed at (1) identification of the assets and analysis of their relative importance to 
the fishermen’s livelihood, (2) detection of the most vulnerable assets and any known adaptation 
mechanisms and (3) collection and examination of past and present records on livelihood assets 
and disasters associated with climate variability. During the visits to the villages participatory 
observation was used to study the natural environment, housing conditions, social customs 
and village life. Incentives such as soap, biscuits, chocolate and cooking oil were given to 
the families for their help and a token of appreciation was given as a reward to the people 
for having given of their time and for sharing their knowledge and experience. Stakeholder 
workshops were conducted separately at the village level to present the research findings and 
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to complement the data set collected through participatory interviews. These methods are 
discussed in detail in Chambers (1992), Mettrick (1993), Mikkelsen (1995), IIRR (1998), 
Hossain et al. (2004) and Trap (2006).

Data and methods

The procedure followed in assessment of fishermen resilience is presented in Fig.5. The 
model structure for fishermen resilience was developed as a three-level hierarchical structure. 
Hierarchical structures break down all criteria into smaller groups (or sub-models). To break 
down a hierarchy into clusters, first it was decided which elements to group together. This 
was done according to the similarity of the elements with respect to the function they perform 
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or properties they share (Saaty, 1988). The top or first level in the hierarchy represents the 
ultimate goal of the multi-criteria decision-making analysis process. The intermediate or second 
hierarchy level lists the relevant evaluation criteria that were compared pairwise to assess their 
relative weights. Each of these clusters was considered as a sub-model. The bottom level in 
the hierarchy contains the evaluation objects. All these criteria (sub-attributes) are identified 
to influence the goal of the study and may represent primary data or be the result of some 
secondary data.

The data sources were social survey, field measurement, administrative map, topographic 
maps of 1:10,000 scale and Landsat TM satellite image for land use pattern and spatial analysis 
of resources distribution. Land use patterns, road, embankment, cyclone shelter, market 
location and human settlement were taken from 1:10,000 scale topographic maps and 1:50,000 
scale administrative maps, and then updated with Landsat TM satellite image, intensive field 
survey and participatory interviews. All this information was used to assess the resilience of 
the island fishing community. The GIS software used in this study was ArcGIS for windows 
(version 9.3) developed by Environmental Systems Research Institute Inc, USA. Remote-
sensing image analysis was done using ENVI (version 4.3) developed by Research Systems 
Inc, USA. The selected and scored criteria were developed into a series of sub-models which 
logically grouped certain factors together within a general model. For example, respective 
sub-attributes were grouped to form sub-models (e.g. in human assets analysis; fishermen, 
day labour, farmer, livestock raiser and crab collector were grouped to form the sub-model, 
“human assets”), while other sub-attributes were grouped into sub-models to enable a better 
understanding (e.g. fisheries, mangrove, deer and bird, cropland and grassland were grouped 
to form the sub-model, “natural assets”).

Satellite image classification

Isodata unsupervised classification (use information from the image itself to identify spectral 
clusters, which are interpreted as classes,) was performed considering minimum and maximum 
classes of 5-10, 10-15 and 15-20, where the 5-10 classes turned out to be useful. Supervised 
classification was carried out on the basis of Region of Interest (ROIs), where the ground 
truth or so-called training areas (collected during field investigation) were regions of terrain 
with known properties or characteristics (Research Systems Inc., 2000; Hossain et al., 2009b; 
Hossain & Das, 2010a, 2010b). Maximum likelihood classification strategy was applied and 
found to be most useful for discriminating the category of interest. After image processing, 
reference points were chosen for ground verification. All the reference points were surveyed 
for the ground truthing of Nijhum Dwip and compared with the preliminary map to real 
position. ArcGIS (The Environmental systems Research Institute Inc., USA) and MS Excel 
(The Microsoft Corporation, USA) software were used to digitise and analyse all the classified 
and other necessary maps.
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Weight and score

The development of weights is based on pairwise comparison matrix. The comparisons are 
concerned with the relative importance of two criteria involved in determining resilience for the 
stated objective. In order to use this procedure, it is necessary for the weights to sum up to 1. 
Ratings are systematically scored on a 17-point continuous scale from 1/9 (least important) to 
9/9 (most important) (Saaty, 1977) as in Table 2. In this research, scores were assigned in rank 
order according to the number of factors involved in the evaluation for resilience assessment 
without repetition. The pairwise comparison matrices developed are shown in Table 3. The 
consistency ratios (CR) of 0.0048 to 0.0139 for the table was well within the ratio of equal to 
or less than 0.10 recommended by Saaty (1977), signifying a small probability that the weights 
were developed by chance.

Although factor scores were objectively based upon real data, the assignment of weights 
during multi-criteria evaluation (MCE) was considered partly subjective because it was 
dependent upon decisions made by the authors. To help reduce some of this subjectivity, to 
verify the weights generated and to reach a consensus for weights, two analytical procedures 
were considered: a) use of questionnaires (Aguilar-Manjarrez, 1996) and b) group discussion for 
final weight consensus (Eastman et al., 1993; Kapetsky & Nath, 1997, Hossain & Das, 2010a). 
Because these procedures are complementary, this study combined the two in order to achieve 
increased objectivity. An important way of learning about local conditions and resources is to 
ask local communities what they know (Pelto & Pelto, 1978). Direct observation prevents rapid 
appraisal from being misled by myth and often provides more valid and less costly information 
than other research methods (Chambers, 1980; Hossain et al., 2007b).

The present study focussed on some basic criteria or sub-attributes. For instance, 25 
base layers were developed to assess resilience of the fishing community i.e. human assets 
(fishermen, day labour, farmer, livestock raiser and crab collector), physical assets (house, 
cyclone shelter, craft and gear, bazaar and road network), financial assets (fishery yield, crop, 
livestock, credit and wage), natural assets (fisheries, mangrove, deer and bird, cropland and 
grassland) and social assets (social harmony, fishermen association, union parishad, religious 
bond and trading system). Weights were given according to the effectiveness of the criteria. The 
weight for each factor was determined by pairwise comparisons in the context of a decision-
making process known as the analytical hierarchy process (Saaty, 1977, 1990), which was also 
recommended by Pereira and Duckstein (1993), Malczewski (1999), Kovacs et al., (2004), 
Hossain (2009b) and Hossain et al., (2009). The resilience rating for each level of a factor was 
determined from the survey results and professional judgment of the authors.

TABLE 2 
The relative importance of two criteria (Saaty, 1977)

1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 4 5 6 7 8 9
Extremely Very 

strongly
Strongly Moderately Equally Moderately Strongly Very 

strongly
Extremely

LESS IMPORTANT MORE IMPORTANT
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TABLE 3 
A pairwise comparison matrix for assessing the relative importance of different criteria for fishermen 
resilience at Nijhum Dwip (numbers show the rating of the row factor relative to the column factor).

 Human assets

Fishermen Day labour Farmer
Livestock 

raiser
Crab 

collector
Weight

Fishermen 1 1/3 1/2 1/5 1/3 0.073
Day labour 3 1 2 1 1/3 0.203
Farmer 2 1/2 1 1/3 1/3 0.113
Livestock raiser 4 1 2 1 3/4 0.249
Crab collector 3 3 3 4/3 1 0.362
Consistency ratio (C.R): 0.0100

Physical assets
House Cyclone 

shelter
Craft & 

gear
Bazaar Road 

network
Weight

House 1 1/6 1/2 1/4 1/2 0.064
Cyclone shelter 6 1 4 2 3 0.437
Craft & gear 2 1/4 1 1/2 5/4 0.129
Bazaar 4 1/2 2 1 2 0.245
Road network 2 1/3 4/5 1/2 1 0.125
Consistency ratio (C.R): 0. 0048

 Financial  assets
Fishery yield Crop Livestock Credit Wage Weight

Fishery yield 1 1/4 1/5 1/6 1/4 0.047
Crop 4 1 1/2 1/4 3/2 0.154
Livestock 5 2 1 1/2 2 0.252
Credit 6 3 2 1 3 0.409
Wage 4 2/3 1/2 1/3 1 0.138
Consistency ratio (C.R): 0.0126

 Natural  assets
Fisheries Mangrove Deer Cropland Grassland Weight

Fisheries 1 1/3 1/7 1/2 1/5 0.058
Mangroves 3 1 1 2 3/4 0.230
Deer & bird 7 1 1 3 5/4 0.325
Cropland 2 1/2 1/3 1 1/2 0.117
Grassland 5 4/3 4/5 2 1 0.270
Consistency ratio (C.R): 0.0131
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Identification of variables and integration of data

All data integrated into the database needed some manipulation and reclassification to create 
the thematic layers, as well as to register each layer to a common coordinate system. Given 
the variety of scales on which all criteria were measured, multi-criteria decision analysis 
requires that the values contained in the various layers be transformed to comparable units. 
Eventually, the criteria layers and their weights were integrated to provide an overall assessment 
of the alternatives. This step is known as multi-criteria evaluation, and was accomplished by 
appropriate decision rules, which are formal mathematical expressions that combine the weights 
and scores of each of the layers used. Specifically, findings provide informative examples of 
how fishermen perceive that a weight of particular assets impacts on their capacity to build 
and manage resilience in the face of change. The weights of 25 sub-attributes from pairwise 
comparison matrix had been used to develop the resilience scale to measure their individual 
effectiveness. The five criteria of each asset were calculated and then all 25 criteria were 
combined to assess fishermen resilience.

RESULTS

Livelihood assets analysis

Natural asset

Nijhum Dwip consists of fluvial and tidal geomorphological deposits created from weathered 
materials from the uplands, ultimately carried away by the mighty Ganges-Brahmaputra-

 Social  assets
Social 

harmony
Fishermen 
association

Union 
parishad

Religious 
bond

Trading 
system

Weight

Social harmony 1 1/2 1/3 1/3 1/2 0.098
Fishermen 
association 2 1 2 1 1/2 0.209
Union parishad 3 1/2 1 1/3 1/3 0.142
Religious bond 3 1 2 1 1/5 0.156
Trading system 2 2 5/2 4 1 0.395
Consistency ratio (C.R): 0.0139

 Overall
Human Physical Financial Natural Social Weight

Human 1 1/3 1 3 1/2 0.136
Physical 3 1 3 9 3 0.464
Financial 1 1/2 1 3 3/4 0.160
Natural 1/3 1/9 1/3 1 1/4 0.048
Social 2 1/3 1 4 1 0.192
Consistency ratio (C.R): 0.0199

TABLE 3 (continue)
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Meghna River systems, and their numerous tributaries and deltaic channels, leading to the 
formation of a newly-accreted landscape. Analysing the Landsat TM image of January 1997 
and March 2007 of the Nijhum Dwip revealed the increasing trend of the island from 4313ha 
in 1997 to 5231ha in 2007 (Fig.6). The accreted zone increased from 987ha to 1676ha in a 
duration of 10 years due to the heavy siltration of the Ganges-Brahmaputra-Meghna River 
systems. The plain land that increased by about 56% from 1078ha to 1686ha (Table 4) in 
10 years has been used for ever increasing human settlement, agriculture, cyclone shelter, 
community market (locally called bazaar or hat) and road network. A road-cum-embankment 
has been constructed along the southeast side of the island, which is the zone exposed to 
the Bay of Bengal (Fig.7). Most of the human settlements are concentrated in the south and 
southeast of the island. The satellite-image analysis revealed that most of the tidal canals (locally 
called khal) and creeks are flowing in a southward direction through the mangrove forest and 
plain land of the island. These include the Char Kamlar Khal, Azam Khali Khal, Jarir Dona 
Khal and Chowdhury Khal. The mangrove forest decreased from 2248ha in 1997 to 1869ha 
in 2007 due to removal of forest produce for fuel wood, grazing pressure, agriculture and 
human settlement. Moreover, the islanders have become dependent on the mangrove forest for 
housing and boat-making materials. Mangrove plantation and a succession of natural grasses 

 

Fig.6: Classified Landsat TM image of January 1997 and March 2007 revealed changing pattern of 
the Nijhum Dwip with pre-dominant land cover map

TABLE 4 
Land use change of Nijhum Dwip over 20-year period (1997 to 2007)

Area in 1997 (ha) Area in 2007 (ha) Change (%)
Mangrove forest 2248 1869 (-) 16.86 
Plain land 1078 1686 56.40
Accreted zone 987 1676 69.81
Total 4313 5231 21.28
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are the major uses of the island’s accreted land. The dense mangrove ecosystem supports both 
terrestrial and aquatic biodiversity, where spotted deer, winter bird and fisheries are dominant. 
The geographical and physical setting of the island provides unique ecological characteristics 
that support ideal feeding, breeding, nursing and spawning ground for many aquatic organisms, 
including commercially important fisheries. Climate change affects not only fisheries in the 
ecosystem but also fishing activities in certain periods. Fishermen are forced not to fish during 
the monsoon, stormy weather and cyclones. Climate change may favour certain species over 
others and thereby change the biogeography of fish stocks and their relative abundance. During 
a field survey, the fishermen mentioned that hilsa shed (Tenualosa ilisha, locally called ilish) 
and goby (Gobioides rubicundus, locally called cheowa) are the two dominant fish catches 
during May-October and November-April respectively. Other important catches are bombay 
duck, mullet, ribbonfish, catfish, sharks, shrimp and crab.

Financial asset

The livelihoods of fishing communities largely depend on the fishery yield from the Meghna 
estuary and the Bay of Bengal. The fishermen use traditional small-scale boats with various 
fishing gear both as daily labour, and the owners of such businesses and members of fishing 
boats are limited to family or neighbours. One person may be engaged in two or more different 
occupations i.e. fishing, fish drying, trading, agriculture and livestock rearing. Some of the 
occupations are seasonal (Fig.8), so a person can take up different activities in the year on 
time-sharing basis. Instead of going to school, children from families that lack financial assets 

 

Fig.7: Predominant land cover with spatial location of human settlement, road network, school, 
cyclone shelter, market and canal of the Nijhum Dwip based on topographic map, Landsat TM 

satellite image and field survey 
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are forced to start fishing, and become exposed to climate change risks such as strong sunshine, 
heavy rain and cold wind. Most households have poor housing that are highly vulnerable to 
climate hazards. The loss of physical assets compounded with a deteriorating financial asset 
base can also have significant effects on livelihoods. Expenditure for food and fishing gear was 
regarded as the highest priority while saving was identified as the lowest. The fishermen are 
unable to raise formal bank loans due to lack of collateral, which is often lost during extreme 
weather events, and insurance. Additionally, as observed in many fishing communities, informal 
sources of credit are often the only ones available to fishermen, but these come typically with 
high rates of interest and unfavorable terms and conditions.

Human asset

Human assets describe skill in and knowledge of fishing, crabbing, agriculture, livestock raising, 
trading and other occupants on the island (Fig.9). Human asset considers how other assets 
can achieve a higher income and food security. Detached from the mainland of the country, 
about 30,000 people in 4,500 households live in Nijhum Dwip, of which 51% are male and 
49% female. The main ethnic groups are Muslim and Hindu representing about 97% and 3% 
respectively of the total population. It was revealed that higher immigration from the nearby 
eroded islands caused overexploitation of natural resources as well as increased social crime 
and sea robbery. The different dimensions of human assets, ranging from safety-at-sea to food 
security, are affected by climate variability and change. Loss of life and loss of livelihoods 
can be the two most dramatic impacts of extreme climatic events on human asset, affecting 
not only surviving household members but also potentially disrupting economic and social 
activities and systems outside the immediate family.
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Fig.8: Seasonal activities of fishing community at Nijhum Dwip
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Physical asset

Physical assets describe the basic infrastructure and production equipment which enables people 
to pursue their livelihood. The physical environment surrounding the fishermen’s houses in 
Nijhum Dwip is very poor (Fig.10). Villagers stressed that the catastrophic cyclones and storm 
surges damaged physical assets, including infrastructures (e.g. embankment-cum-road, bazaar 
and fish landing centre) and physical goods (e.g. boat, net, house and cyclone shelter). Once 
such climate hazards occur, physical assets are easily damaged and washed away by the wind 
and water-driven forces. At the same time, poor housing conditions are affected to a great extent 
and various diseases are caused by unsanitary environments. Among physical assets, fishermen 
identified craft and gear as the most seriously vulnerable to extreme events, with about 50% 
reporting loss of their boat. The loss leads to suspension of fishing activities, resulting in danger 
to food security and livelihood. Damage to the fishermen’s non-productive physical assets such 
as housing and community infrastructure (cyclone shelter, health center, school, tube well and 
sewage system) are also important consequences of extreme climatic events.

Social asset

Social assets highlight self-reliance of the community achieved through cultural norms, 
networks and religious bonds. Membership in associations often enhances the fishermen’s 
bargaining power and reduces income erosion. A strong marketing network among the 
fishermen increases their ability in selling catch to a wider forum and at a better price. The union 
parishad chairman and members are the local government representatives, and communicate 
with respective departments for development of road, embankment, school, cyclone shelter, 
community market and health centre. Social assets are the glue that holds societies together, 
maintains economic growth and ensures human well-being.

 

Sheep 

Other 

fish 

Wild 
shrimp fry 

Hilsha 
shed 

Goby 

Crab 

Fishing 

Net mender 

Rickshaw 
puller 

Shopkeeper 

Day labor 

Boat 
maker 

Other 

Betel leaf 
& nut 

Vegetables 

Fish 
drying 

Export 

Domestic 
market 

Local 
market 

Wholesaler 

Poultry 
farm 

Feed 
mill OCCUPATION 

DIVERSITY 

Rice 
Agriculture 

Goat 
Cow 

Buffalo Livestock 
rearing 

Fish 
trading 
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Fishermen resilience assessment

The results of 25 sub-attributes are presented separately in the five capitals or livelihood assets 
i.e. human assets, physical assets, financial assets, natural assets and social assets to provide 
a comprehensive analysis. The effectiveness of sub-attributes in each asset is summarised in 
Fig.11. The sub-attributes of fishery yield, fisheries, house, fishermen and social harmony 
with 49%, 48%, 40%, 38% and 35% effectiveness respectively indicate the highest role in 
resilience assessment. The sub-attributes of farmer, cropland, craft and gear, road network, 
religious bond and union parishad with 25%, 23%, 22%, 21%, 21% and 20% effectiveness 
respectively indicate moderate importance in resilience assessment. The sub-attributes of 
crab collector, cyclone shelter, credit, deer and bird and trading system with less than 10% 
effectiveness indicate the least significance in resilience assessment. Considering the overall 
effectiveness of all attributes, it is quite apparent from the results that natural asset is the 
most significant (48%), whereas the vector of effectiveness indicates that physical asset is 
the least significant (5%) in resilience assessment. The respondents mentioned that most of 
the physical assets are susceptible to cyclonic storms i.e. loss of fishing craft and gear, severe 
damage to house and road network. Disaster events may also damage natural assets such as 
uprooting mangroves, covering grassland with a thick layer of sand and salinity intrusion in 
the cropland and freshwater ecosystem. The 18%, 15% and 13% effectiveness are associated 
with human, financial and social assets respectively, which all have similar significance in 
resilience assessment. Human assets with sufficient indigenous knowledge showed professional 
performance in using other assets to maintain income and livelihood security in Nijhum Dwip.

DISCUSSION

Fisheries managers and fisherfolk have historically had to adapt to the vagaries of weather and 
climate (Allison et al., 2001) while fishery scientists have needed to pay much more attention 
to the motivation and behaviour of all the human actors in the system, especially resource 
users (Fulton et al., 2011). The fishing community of Nijhum Dwip is less resilient to the 
impacts of climate change than other communities in the mainland of the country due to the 

 

Fig.10: Fisherman’s house with seasonal vegetable beside the mangrove forest in Nijhum Dwip
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Fig.11: The process of combining 25 sub-attributes of human, physical, financial, natural and social 
assets for fishing community resilience assessment in Nijhum Dwip

combined risk from multiple interacting weather and climate extremes; high dependence on 
natural assets, particularly fisheries; limited physical assets; unfavorable financial assets; and 
their socio-cultural sensitivity. The results of this study indicate that Analytical Hierarchy 
Process (AHP) is the appropriate tool to illustrate the resilience of coastal fishermen. The AHP 
has been used primarily as a decision support system, having been applied quite successfully 
for tackling socio-economic (Golden et al., 1989), environmental and ecological problems 
(Stagg & Imber, 1990; Mendoza & Prabhu, 2000; Gregory & Wellman, 2001 and Kovacs et 
al., 2004), ecosystem suitability modelling (Hossain, 2009a, Hossain et al., 2009a, Hossain 
& Das, 2010a) as well as climate change challenges (Hossain, 2009b; Hossain et al., 2009b). 
Coastal islands are among the most dynamic natural environments on earth, providing a range 
of goods and services that are essential to human social and economic well-being. Many 
people have settled in coastal zones and islands to take advantage of the range of opportunities 
for food production, transportation, recreation and other human activities provided in these 
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landscapes. This present investigation into the resilience of Nijhum Dwip’s fishing community 
used DFID’s sustainable livelihoods model (Iwasaki et al., 2009) that is based on five asset 
categories including natural, financial, human, social and physical. Five criteria for each asset 
allowed for resilience assessment. Subsequently, sub-attributes were sought with the perception 
of local people, which provided a complete picture of their resilience element. The total 25 
resilience elements were arranged in ranking of dependency. A similar assessment was observed 
by Hossain (2009b) and Munny (2009) at Shyamnagar in the southwest coast and Meghna 
deltaic islands in the central coastal zone of Bangladesh.

The diversity of natural resources found in the Nijhum Dwip, and the open-access nature 
of many of them means that barriers to entry are low, attracting the poor to the island in search 
of livelihood opportunities. However, while the island presents many opportunities for the 
poor, it also exposes them to many forms of shocks that increase their vulnerability. Cyclone, 
tidal surge, embankment erosion and saline water intrusion are common in Nijhum Dwip, and 
the livelihoods of islanders have suffered from these. Most of the islanders are fishermen, and 
they have been specifically identified as one of the poorer groups in Bangladesh. Others are 
cattle raisers and farmers trying to make a living from soil which is often of poor quality or 
is degraded and over which they often have little formal control. Some people make a living 
from harvesting mangrove forests where access rights are often unclear, disputed or insecure. 
Multispecies fisheries can make the fishermen more resilient to environmental change and 
future uncertainty than highly specialised fisheries (Worm et al., 2006; Worldfish Centre, 
2007; Chowdhury et al., 2008; Johnson & Welch, 2010). Start and Johnson (2004) stressed 
the importance of assets for coping, especially those that are easily convertible to cash to 
solve urgent needs. Moser (1998) recognised assets as the primary factor in determining 
vulnerability and resilience, but viewed assets in the broader perspective of the sustainable 
livelihoods framework, where assets can be physical, natural, financial, social, institutional or 
human resources. Moreover, day by day, increasing migration is a drawback to the islander’s 
stability. The islanders prefer more resilience locations for settlement based on their indigenous 
knowledge that justifies the well known expression “people are the real scientists”. The existing 
settlements can be developed by raising the level with homestead tree plantation for adaptation 
of climate change extreme events without temporary or permanent relocation -- either to other 
islands, or to the mainland. Relocation to other islands would not only encounter financial 
and land rights difficulties, but also significant cultural problems that agree with De Silva and 
Yamao (2007) and Mercer et al. (2010). Islanders do not want to move off their islands, and it 
is clear that the event of just one community moving would impact the region by affecting the 
cultural, social and economic resilience of other island communities (Alam & Collins, 2010). 
The problem tree analysis in Fig.12 revealed various causes why people migrated and effects 
on people i.e. the vulnerabilities to their life and livelihood in Nijhum Dwip.

Livelihood diversity receives considerable emphasis with regards to resilience and 
vulnerability (Ellis, 2000). The study specialises on the analysis of resilience, which has 
typically focussed on entire systems rather than their components or specific locations (Scheffer, 
2009; Gibbs, 2009). This permits evaluation of the importance of community characteristics, 
such as geographic location, in the evaluation of resilience (Perz et al., 2011). Responses to 
climate change impacts will vary across scales (local, regional, national, global) by sector of 
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Fig.12: Problem tree analysis showing causes and effects of pressure on Nijhum Dwip as a result of 
entry of immigrants

activity (aquaculture, fisheries, agriculture) or by actors (individuals, communities, private 
sector, governments) (Badjeck et al., 2010). The impacts of climate change will not be 
distributed equally. There will be relative ‘winners’ and ‘losers’; some communities may suffer 
significant losses due to physical damages or changes in fish distribution, while other will be 
less affected, or may even benefit from, for instance, positive changes in the abundance of 
certain species (Badjeck et al., 2010).
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This resilience study revealed information regarding indigenous cyclone prediction or 
understanding of warnings that is significantly related to the age of the household head due to 
their level of experience: this agrees with Alam and Collins (2010) and Anderson-Berry (2003). 
On the other hand, owing to the erosion of physical capability, the elderly are less capable 
of storing up food and saving money, and as a consequence, meals for the day are reduced, 
family members must be engaged in income-earning activities, assets need to be disposed of 
and money must be borrowed to overcome the crisis; this agrees with Paul and Routray (2011) 
and Perry et al. (2010). This study also confirms the findings of Agarwal (1990), and Kesavan 
and Swaminathan (2007) that prevailing social and financial inequities greatly weaken the 
resilience level of the under-privileged sections of society. 

CONCLUSION

This article applied the sustainable livelihood approach (SLA), which enables researchers and 
policy makers to identify a wide range of livelihood aspects that can provide clues to finding 
pressing constraints and positive strengths of fishermen resilience. This would further serve 
fishermen resilience by adding or removing sub-attributes in the long term due to climate 
change. Thus, practising community-based case studies can provide deep information on 
fishermen resilience especially through livelihood assets analysis. In this respect, SLA may 
play a leading role in analysing adaptive capacity to climate change through livelihood asset 
analysis at the community level. In this article, livelihood assets analysis related to fishermen 
resilience requires greater examination of the interaction among households on how to allocate 
their own resources and services to their family members. The consideration can develop a 
better understanding of climate change adaptation in fishing community context.

Emphasis must be given to conserve the existing mangrove ecosystem and undertake 
further plantation programs in newly accreted suitable zones to enhance natural barriers against 
extreme climate events as voiced out by the island dweller, local administrator, NGO worker, 
social elite as well as conservationist and researcher. Healthy mangroves ensure the fishing 
community receives diversified benefits in both tangible and non-tangible forms as well as in 
attracting mangrove-dependent species to boost biodiversity. A fishermen’s association and 
cooperative marketing activities may offer one way to improve their livelihoods and make 
sure that their children are able to go to school where they will be in a safe environment. In 
addition, village schools with sufficient facilities for the island’s growing population also need 
to be established. Therefore, the availability of a strategic financial loan scheme for fishing 
gear and education expense as well as for enhancing disaster awareness and the sense of unity 
among the islanders is of high importance in efforts to promote climate change adaptations.
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ABSTRACT
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2008). Effective consumption of such huge 
repositories has spurred interest in automatic 
indexing and retrieval techniques, especially 
those that cater for content-based semantics 
(Snoek, 2005). Semantic concepts strongly 
rely on specific domain context. Therefore, 
restricting the domain being addressed is to 
some extent, imperative in order to bridge the 
semantic gap between low-level features and 
the inherent semantics they represent. Sports, 

INTRODUCTION

Technological advances have greatly 
enhanced broadcast, capture, transfer and 
storage of digital video (Tjondronegoro et al., 
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in particular, has attracted wide interest in the past decades. Domain knowledge of specific 
sports has been used to extract important semantic concepts such as tennis that serves and 
rallies (Huang et al., 2009), baseball pitch trajectories (Chen et al., 2008), as well as basketball 
dunks and layouts (Changsheng et al., 2008b).

Soccer is one particular domain that has also received great attention, where much work 
focuses on event detection. Since events are meaningful and easily recalled, they are highly 
suitable as semantic indices (Tjondronegoro, 2005). The identified events can in turn be used 
to facilitate production tasks including specialized programme production, automatic video 
summary generation, video abstracts creation, and archival tasks such as production and 
posterity logging (Assfalg et al., 2003). However, soccer event detection is very challenging 
due to the unscripted recordings and the loose dynamic structure of soccer broadcasts. Lengthy 
running time and sparseness of event occurrences further complicate matters, where traditional 
VHS “rewind and fast-forward” cannot cope for timely footage access. For this reason, 
content-based analysis assisted by domain knowledge is required to automate and facilitate 
event detection.

RELATED WORKS

A great body of literature has been dedicated to events or highlights detection in soccer, as well 
as other sports. Basically, audio and/or visual features are firstly extracted directly from the 
video contents, followed by a decision making algorithm to determine whether or not a video 
segment contains events. Sadlier and O’Connor (2005) analyzed soccer and Gaelic Football 
videos. A 5-dimensional feature vector containing visual concepts such as crowd presence and 
motion activity and aural speech band energy to train Support Vector Machines (SVM) and 
to classify whether shot are eventful or uneventful. Snoek and Worring (2003) fused camera 
views, object classes, aural energy and textual features into a Maximum Entropy interval 
based algorithm to detect soccer goals, yellow cards and substitutions. The work by Chung-
Lin et al. (2006) detects penalties, cards, goals and corner kicks using colour, motion, texture, 
object and audio energy from each video frame. A Dynamic Bayesian Network architecture 
was constructed to calculate the probability of event occurrences in the video. In their work, 
Jinjun et al. (2004) applied a hierarchical architecture where audio and visual keywords are 
firstly inferred from low-level features using an SVM. Left-to-right four state Hidden Markov 
models were then trained to detect soccer goals, goal-kicks, corner kicks and shot on goals. 
Meanwhile, Leonardi et al. (2004) used Controlled Markov Chains to detect candidate soccer 
goal events based on camera motion features. Ranking of each candidate was then performed 
based on audio loudness, where the top results contained the goal events.

All the mentioned works share three common fundamental characteristics. Firstly, event 
detection solely relied on features directly extracted from the video. Secondly, the event search 
space spanned the whole duration of the video. Thirdly, the ultimate task of event detection 
is carried out using supervised learning algorithms, which discovers the audiovisual patterns 
of specific events based on a learned model using labelled training examples. Each of the 
characteristics above will be further elaborated and their underlying issues will also be stated.

It is important to note that sole reliance on the directly extracted audiovisual features can 
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lead to: (1) missed detections, and (2) confused detections. Missed detections occur when event 
patterns are not detected due to feature patterns being less prominent during event occurrences, 
such as the missed occurrences in Snoek and Worring (2003) and Jinjun et al. (2004) despite 
the use of sophisticated event models. Meanwhile, confused detections are events being 
misclassified as other events. For instance, Chung-Lin et al. (2006) reported off-sides being 
labelled as goals and long-passes as corner-kicks. These occurred due to the different events 
sharing somewhat similar audiovisual patterns. Furthermore, event boundaries are blurry and 
difficult to be effectively localized using audiovisual features alone.

A complete soccer game lasts for at least 90 minutes (~135,000-frames at 25-frames per 
second). Within this duration, the video signal is very asymmetric and noisy, where non-events1 
outnumber interesting events by an enormous margin (Min et al., 2007). Hence, event detection 
algorithms face the challenge of recognizing event patterns from the majority of non-event 
patterns, which is not an easy task.

As for supervised learning algorithms, their robustness may be questionable since for some 
soccer events, the number of positive training examples is very limited. In the work of Ren 
(2008), it was asserted that even with 90-hour of footage and 190 instances of soccer goals, it 
was still insufficient to train a classifier for robust goal event detection. They further emphasized 
that the sample was too small to robustly estimate any form of sequential event pattern.

Due to these reasons, it is imperative that missed and confused detections be eliminated. 
Furthermore, event detection could benefit from a constrained or localized search space so that 
algorithms could work in a more symmetric and less noisy environment. Last but not least, due 
to the difficulty in obtaining sufficient positive training examples for some events, unsupervised 
approaches should be explored. Moreover, audiovisual information in a particular video should 
be fully utilized instead of relying on offline training from multiple sources.

CONTRIBUTIONS

In this paper, we proposed a soccer event detection framework that circumvents the issues 
mentioned in the previous section. Instead of solely relying on audiovisual features that are 
directly extracted from the video, an external textual resource was utilized to initiate event 
detection. Then, a rule-based approach was used to identify potential event candidates by firstly 
short-listing video segments exhibiting specific visual characteristics based on semantic shot 
view class transitions. Finally, event segments were determined from the shortlist by a ranking 
procedure based on the aural feature of mean pitch. Since the framework is unsupervised, 
all the audiovisual considerations and assumptions were based on prior knowledge by 
observing ~23-hours of soccer video from various broadcasters. Furthermore, the audiovisual 
considerations were solely made within each video itself, and without relying on any pre-
trained model.

This work offers two insights. Firstly, the issues of missed and confused detections, as well 
as the issue of the huge and asymmetric search space, are solved by utilizing the minute-by-
minute (MBM) reports from sports websites to initiate event detection. Since MBMs contain 
detailed and reliable annotations of a match’s progression, two crucial cues (namely, the 

1 Uninteresting portions of the video such as throw-ins, normal passing of the ball, ball out of bounds, etc.
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event name and its corresponding minute time-stamp) were used. Here, missed and confused 
detections can be avoided since events are explicitly identified by the event name, and its time 
of occurrence is indicated by the time-stamp. This furthermore allows localization of the event 
occurrence to the one-minute video segment indicated by the time-stamp. Therefore, the event 
search space is significantly reduced to only the one-minute segment instead of the entire video 
duration. The use of MBMs is quite recent and has been shown to be effective in works such 
as by Changsheng et al. (2008a), and Changsheng et al. (2008b).

Secondly, since obtaining sufficient training examples for certain events is difficult (Ren, 
2008), a rule-based method is proposed. It is crucial to highlight that the approach used in 
this study analyzed the visual and aural information only from the particular video under 
consideration. Therefore, no reliance is put on specific event models based on offline training. 
All the audiovisual considerations and assumptions are uncomplicated and therefore able to 
effectively identify goal event occurrences. More specifically, the authors relied on observed 
prior knowledge of the visual and/or aural characteristics during goal events. Initially, each 
shot was classified as belonging to either one of two labels, i.e., far or close-up view. These 
labels are consistent with camera views used during soccer broadcasts. Based on these labels, 
a shortlist of candidate segments exhibiting event-like characteristics is generated from within 
the localized one-minute video segment. Ultimately, one candidate is chosen as containing the 
actual goal event through a ranking procedure.

FRAMEWORK FOR GOAL EVENT DETECTION 

The framework consists of four main components, which are: (1) video pre-processing, (2) 
textual cues utilization, (3) candidate shortlist generation, and (4) candidate ranking. An 
overview of the proposed framework is shown in Fig.1.

Video Pre-processing

For tractability, each video is firstly segmented into shots and assigned semantic labels. Both 
these steps are performed by the shot boundary detection and shot view classification steps, 
respectively.

Shot Boundary Detection

For videos to be processed and semantically analyzed, they firstly have to be segmented into 
tractable units. This process is commonly referred to as shot boundary detection (SBD), where 
video frame sequences taken by one continuous camera action are grouped together forming 
individual units called shots (Yuan et al., 2007). Since this work does not concern SBD, the 
existing algorithm by Abd-Almageed (2008) was used. This algorithm was chosen due to its 
robustness against variations to illumination and intensity. Basically, SBD partitions a video 
V into m-shots, represented as 1{ , , }i i mV S S S+= … .
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Shot View Classification

Shots alone convey no semantic meaning. Soccer videos are broadcasted with different camera 
shooting styles. A shot showing most of the fields normally indicates nothing interesting 
happening. A close-up, on the other hand, indicates something interesting that is worth paying 
attention to. For this reason, shots are classified into two labels, namely, far-views or close-up 
views (see Fig.2 and Fig.3). As will be explained in the sub-sections, these labels are used 
to shortlist candidate goal segments. Our shot view classification (SVC) algorithm is briefly 
described in the Fig.2 and 3.

1. Dominant Hue Detection: Firstly, all the frames are converted to the HSV (Hue, Saturation 
and Value) colour space and 64-bin histograms are generated for each colour component. 
The dominant colour is determined by the peak index peakidx  of the hue component. 
By assuming a green playfield, a dominant hue between 0.155 and 0.350 indicates the 
existence of predominantly green grass pixels. Note that when the dominant hues outside 
this range are detected, an immediate close-up view label can be assigned since it highly 
likely indicates footage outside of the playfield, or an actual close-up with little or no grass.

 

Fig.1: The proposed framework
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2. Playfield Region Segmentation: A range is defined to determine other pixels perceived 
to be similar to the dominant hue. Empirically, the range [ , ]peak peakidx idx− α − α  was 
determined with the optimal value for α  being 0.1. All the pixels within this range are 
also resultantly classified as playfield pixels, if the saturation component is between 0.0 
to 0.1, with the value component exceeding 0.13. For further refinement of the playfield 
region, morphological image processing and connected components analysis are applied 
(Halin et al., 2009).

3. Object-size Determination and Shot Classification: Large objects overlapping the playfield 
indicate close-up views, whereas smaller objects indicate far views. Some SVC techniques 
(e.g., Shu-Ching et al., 2004; Min et al., 2006; Xu et al., 2001) solely rely on the playfield 
ratio alone, which as suggested in Halin et al. (2009), can yield many incorrect labels. By 
calculating the largest object size, the accuracy of shot classification can improve by 8%-
13% (Halin et al., 2009). From our experiments, a playfield with an overlapping object 
pixel count of more than 13,500 can be classified as a close-up view. A shot is then labelled 
as either a close-up or far view based on the majority voting of all the frame labels within 
the respective shot.

Textual Cues Utilization

The MBMs are obtained online from broadcasters such as ESPN (Espn, 2010) and BBC (Bbc, 
2009), as well as sports information providers such as Sportinglife (2009) and UEFA (2010). 
An MBM of a match is annotated during a match’s progression by experts. It basically logs 
details of the match in the granularity of minutes. Two crucial cues are considered from this 

 

Fig.2: Far-views

 

Fig.3: Close-up views
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source, namely, the event name and its minute time-stamp. A screen capture of an MBM from 
ESPN is shown in Fig.4. These two cues from MBMs are invaluable since they eliminate 
guesswork in determining which event has occurred, as well as in allowing the event search 
to be localized to the approximate minute within the match video.

Goal Event Keyword Matching and Time Stamp Extraction

Fig.4 shows that the first column represents the minute time-stamps, whereas the match 
happenings are explained in the second column. Close inspection reveals that goals are 
annotated using dedicated keywords. After scrutinizing various sources of MBMs, a set of 
goal-related keywords was defined:

{ !, , , , , }G goal goal  by scored scores own goal convert=  (1)

Given the task of detecting a goal event g, that has i-number of occurrences: If matching 
keywords are found within the MBM, the time-stamp of each of the i-th occurrences are noted. 
These can be written as a set g g

iT t= , where i > 0 if there is at least one goal event in the match. 
Then, for each i, the goal event search is initiated within the one-minute segment of each g

it .

Text-Video Synchronization and Event Search Localization 

The time-stamp g
it  indicates the minute within which the event has occurred. However, directly 

mapping to the corresponding video frames can be erroneous due to the misalignment with the 
actual game time. Due to this, synchronization between the g

it  and its corresponding video 
frame is necessary. A manual step is introduced here, where a reference frame is determined 
by matching a frame number to the actual elapsed game time of a match. This process is 
illustrated in Fig.5, where an elapsed game time of 0.25-minutes (15-seconds) corresponds 
with the 245-th frame of the match video. Each of these values is denoted as reft  and  

reff , respectively. Although the authors are aware that the process can be automated using the 
technique proposed by Chansheng (2008a), some matches fail to display superimposed game 
clocks, therefore this particular technique cannot be used. We argue that bit of automation 
needs to be sacrificed for the sake of reliability.

 

Fig.4: An expert of a minute-by-minute report from ESPN
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The values reft  and reff can then be used to localize the event search to the one-minute 
eventful segment.  With g

it  being the minute time-stamp of the goal event, the beginning  
( ,

g
i beginf ) and ending ( ,

g
i endf ) frames for the event minute can be determined via:

( )( )( ), 60 1g ref ref g
i begin if f fr t t = − + −  

 (2)

, , 60g g
i end i beginf f fr=  +    (3)

where fr  is the video frame rate and ⋅    rounds-down the calculations to the nearest integer. 
Note that for ,

g
i beginf , the time-stamp g

it  (after being converted to seconds) is subtracted by 
60-seconds since the actual event occurs between the minute range of 1,g g

i it t−   . Note also that 
for ,

g
i endf  end, fr  has been multiplied by 60 (seconds) in order to position the end boundary at 

one-minute after ,
g

i beginf . Consequently, the localized one-minute event search space is:

, ,,g g g
i i begin i endf f ϒ =     (3)

Candidate Shortlist Generation

Returning the whole one minute segment would be too coarse since a goal’s conception to 
finish is normally shown within a very short and condensed time period. Therefore, potential 
goal segments within g

iϒ  need to be identified. During goal events, certain visual properties 
can be observed. By observing more than ~23-hours of soccer video footage from various 

 

Fig.5: Manual determination of the reference frame and time
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broadcasters (including the footage used in this paper), three generic visual-related properties 
were identified, and when present, they would highly likely indicate a potential goal event. 
These properties were exploited to decompose the one-minute segment into a shortlist of 
candidate segments, which could be explained as:

1. The camera transitions from a far-view to a close-up view. The former is meant to capture 
the build-up, whereas the latter focuses on player/crowd/coach reactions;

2. Close-up views during goals normally last at least 6-seconds;

3. It takes approximately 12-seconds to fully observe an event’s progression from conception 
to finish.

Note that these properties can be quite generic. In other words, they can also indicate 
other event occurrences such as yellow cards or red cards. However, since the search space 
has already been localized to the one-minute eventful segment, detecting other events is very 
unlikely. Moreover, it is already known from the MBM that this particular minute contains a 
goal event.

From these properties, the relevant 12-second segments are extracted as shortlisted 
candidates. Note that the transition point between the shot views serves as the mid-point, 
where preceding and superseding segments have equal lengths of 6-seconds. Consequently, 
the n-number of candidate segments is generated from g

iϒ :

{ } 1, ,g g
i ikC c       for k n= = …   (4)

where g g
i iC ⊂ ϒ  is the set containing the shortlisted candidates, and g

ikc  s the k-th 12-second 
candidate segment within g

iC . An illustration is shown in Fig.6, where two candidate segments 
have been shortlisted for a goal event.

 

Fig.6: Example of two shortlisted candidates
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Candidate Ranking

At this stage, we have obtained the candidate segments g
ikc , where one of them is the actual 

goal event. Since the shot view transitions are similar across the candidates, another feature is 
needed from each g

ikc . It was observed that whenever a goal is scored, there would be an increase 
in the commentator’s excitement and intonation. Since the commentator can be considered a 
neutral party during any soccer match, his/her excited speech is less biased to any one team. 
The works by Tjondronegoro (2005), and Coldefy and Bouthemy (2004) demonstrated that 
pitch or the fundamental frequency of an audio signal 0f  is reliable to detect excited human 
speech. Normally, as a direct result of speech excitement, 0f − measurements will increase. 
For the purpose of this work, the sub-harmonic to harmonic ratio analysis technique was chosen 
due to its insensitivity towards noise and prominent unvoiced segments. The algorithm used 
is called shrp.m, which is a MATLAB implementation of Xuejing (2002), and is available 
from Sun (2008).

For audio temporal segmentation, 20-milisecond (ms) frames and 500-ms clips were used. 
The value of 20-ms was chosen since audio signals could be assumed to be (pseudo) stationary 
within the 10 to 40-ms range (Yao, 2000), and that 20-ms seemed to be appropriate to capture 
a snapshot of the evolving audio signal for the data in this study. The clip size of 500-ms, 
on the other hand, was chosen as it managed to accurately capture the average measurement 
within a longer time window.

Basically, 0f  is initially calculated at the frame level. The frame level results are then 
combined to obtain an averaged value at the clip level. Finally, all the clips’ average 0f  
values within the respective 12-second segments were averaged to obtain the mean pitch 0

g

ikf
for each candidate.

The rule being applied here is that the candidate with the goal event will cause commentator 
speech to be very pronounced. This will result in high f0 values across audio frames, leading 
to high 0

g

ikf  within the segment. It can then be argued that segment c*, with the maximum  
0

g

ikf , contains the actual goal event.

EXPERIMENTAL RESULTS AND DISCUSSION

The experiments were conducted to evaluate the effectiveness of the SVC algorithm, shortlist 
generation and goal segment identification processes. A total of thirteen soccer matches, 
consisting of European Champions League, Barclay’s Premier League and Italian Serie-A 
matches, were used as test data. All the videos were in AVI format at 15-frames per second. 
The audio channel was MP3-mono, sampled at 22.5-KHz with a bit-rate of 32-kbps. Each 
of the match halves was recorded in a separate file, with non-game footage such as halftime 
commentaries, commercial breaks, match highlights, etc. excluded.

It is worth noting that, to the best of our knowledge, there is no publicly available dataset(s) 
for soccer video. Therefore, we have resorted to recorded matches from television broadcasters. 
Details for each of the recordings are available in Table 1. Note that some matches managed 
to be fully recorded (i.e. 90-minutes), whereas other were partially recorded (i.e. 45-minutes). 
The partial recordings were due to equipment setup failures during the recording process.
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Note that for the following sub-sections of Shot View Classification and Candidate 
Shortlist Generation, the evaluation criteria used are precision and recall. Although sharing 
the same terminologies, the contexts within which both sections are evaluated are different. 
Sub-section Shot View Classification is basically a classification task, whereas Sub-section 
Candidate Shortlist Generation is a retrieval task. Therefore, two sets of formulas are presented 
to cater for each of these contexts, which will be further explained in detail within each of the 
respective sections.

Shot View Classification

In this work, SVC was tested on different subsets of our data, totalling 599-shots.  Different 
subsets from different matches were used to demonstrate the robustness of the algorithm across 
different broadcasters.  Precision and recall are calculated using Equations 5 and 6, respectively.  
SVC is treated as a two-class classification task.  For clarity, true positives, false positives and 
false negatives are explained, supposing that the positive class being predicted is a far-view:

 ● True positive: Assigning a shot as far-view, when the actual class is indeed a far-view; 

 ● False positive: Assigning a shot as far-view, when the actual class is a close-up view; 

 ● False negative: Assigning a shot as close-up view, when the actual class is a far-view.

The Table 2 shows the results obtained by the SVC algorithm. 

#
# #

 true positivesPrecision
 true positives  false positives

=
+   (5)

TABLE 1 
Description of the dataset. ECL – European Champions League, BPL – Barclay’s Premiere League 
and ISA – Italian Serie – A

Match number Teams League Duration
1 Chelsea vs. Man. United ECL 90-mins
2 Man. United vs. Blackburn BPL 90-mins
3 Man. United vs. Liverpool BPL 90-mins
4 Newcastle vs. Fulham BPL 45-mins
5 Stoke vs. Hull BPL 90-mins
6 West Brom vs. Liverpool BPL 90-mins
7 West Ham vs. Liverpool BPL 45-mins
8 Barcelona vs. Man. United ECL 45-mins
9 Arsenal vs. Celtic ECL 90-mins
10 Arsenal vs. Portsmouth BPL 90-mins
11 Inter Milan vs. Bari ISA 90-mins
12 Bolton vs. Liverpool BPL 90-mins
13 Everton vs. Wigan BPL 90-mins

TOTAL 1035-mins
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#
# #

 true positivesRecall
 true positives  false negatives

=
+    (6)

The results are encouraging where very high recalls are reported. This is very important 
since further visual processing requires that each shot be properly labeled. 

TABLE 2 
Average Precision and Recall for Shot View Classification

Shot Type # of shots Data Precision Recall

Close-up view 415

Match-1 94.29% 98.51%
Match-2 100.00% 100.00%
Match-3 98.46% 98.46%
Match-4 100.00% 92.00%
Match-5 100.00% 93.24%
Match-6 96.88% 95.38%
Average 98.27% 96.27%

Far-view 184

Match-1 96.56% 87.50%
Match-2 100.00% 100.00%
Match-3 97.14% 97.14%
Match-4 80.65% 100.00%
Match-5 83.87% 100.00%
Match-6 91.67% 94.29%
Average 91.65% 96.49%

Candidate Shortlist Generation 

The total number of goals from the thirteen matches was 36 altogether. In all, 84-candidates g
ikc  

were generated for each time-stamp. Similar to the previous section, precision and recall are 
calculated. However, the calculations in this section are from the context of retrieval. Therefore, 
the formulas differ from that of the previous section, and are calculated using Equations 7 and 
8, respectively. Relevant refers to the number of candidate segments generated that actually 
contain goal events. Retrieved refers to the total number of candidates generated based on the 
assumption of the changing camera views. 

# #
#

  relevant   retrieved
Precision

 retrieved
= ∩

  (7)

# #
#

 relevant   retrieved
Recall

 retr ed
 
iev

= ∩
   (8)

Table 3 shows the overall performance of the candidate segment generation process. It 
can be observed that the Average Number of Candidates per Shortlist is quite low (i.e. 2). This 
value indicates the average number of candidates being identified for each event occurrence. 
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Preferably, this value should be as low as possible so that in case ranking errors occur (i.e. 
Sub-section Candidate Ranking), the actual segment can still be retrieved without the need 
for extensive browsing.

Overall, the most important measurement is recall. It is crucial that this be 100% for all 
cases since it is mandatory that an actual goal event segment be present within each of the 
candidate segments for a particular minute. If for instance, a candidate set does not contain 
an actual goal event segment, the final step of candidate ranking (i.e. Sub-section Candidate 
Ranking) would be in vain as the top-ranked candidate would never be a goal event (and 
hence, be missed).

TABLE 3 
Segment Generation Performance

Ground Truth 36
Relevant 36
Retrieved 84
Missed 0
Average Number of Candidates per Shortlist 2
Precision 42.86%
Recall 100.00%

Candidate Ranking

Table 4 shows the results of the candidate ranking process, where ideally, the candidate ranked 
top most will contain the actual goal event. The first column shows the respective matches 
whereas the second records the time-stamps of each goal event. The variable n represents the 
number of candidate segments g

ikc  identified for each of the i-th goal instance. The mean pitch 
0

g

ikf  for each k-th. segment (for k = 1, ..., n) is recorded in the sub-columns of column 5, where 
the numeric boldface values indicate the maximum 0

g

ikf  of that time-stamp, which is the top-
ranked candidate within that particular shortlist. The final column (Decision) indicates whether 
the top-ranked candidate indeed contains the goal event. In all, 35 goal segments were ranked 
top most. This high percentage is very promising and shows that the modality collaboration 
technique is reliable at identifying goal events. The final row indicates one actual goal event 
segment being wrongly ranked second (i.e. Decision value X). Close observation showed that 
it was a goal resulting from a penalty kick. For this particular occurrence, the commentator’s 
reaction was louder during the foul that led to the penalty, than when the actual goal was scored.
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TABLE 4 
Results of Candidate Ranking.  The ‘Match number’ in column 1 corresponds to the same matches 
shown in TABLE 1

Match 
number

Num. of goals gT N
Mean pitch of candidate segments  

( 0 ,... 0
g g

ik inf f )
Decision

1 3
1
gt = 46 3 285.55 254.08 255.52 √

2
gt = 56 2 246.87 290.08 √

3
gt = 86 3 238.23 247.62 271.64 √

2 1
1
gt = 90 2 301.55 273.28 √

3 5

1
gt = 23 3 262.38 245.55 264.59 √

2
gt = 28 1 275.99 √

3
gt = 44 2 257.88 273.13 √

4
gt = 77 3 239.41 245.73 267.05 √

5
gt = 91 3 230.30 293.08 260.71 √

4 1
1
gt = 41 2 305.79 285.74 √

5 2 1
gt = 73 2 248.68 284.33 √

2
gt = 95 3 234.65 250.76 281.00 √

6 2 1
gt = 28 2 268.31 299.02 √

2
gt = 63 2 276.63 277.35 √

7 2 1
gt = 02 3 230.00 290.87 237.45 √

2
gt = 38 2 251.61 286.89 √

8 1
1
gt = 10 2 290.96 295.47 √

9 4

1
gt = 28 3 279.46, 268.85 263.39 √

2
gt = 53 1 283.63 √

3
gt = 74 2 272.63 274.09 √

4
gt = 92 2 248.21 278.12 √

10 5

1
gt = 18 2 298.86 261.12 √

2
gt = 21 2 228.40 301.02 √

3
gt = 37 4 217.25 215.02 279.22 211.02 √

4
gt = 51 2 224.77 300.38 √

5
gt = 68 2 212.52 298.66 √

11 2 1
gt = 56 3 280.48 281.59 279.54 √

2
gt = 74 2 228.14 295.39 √
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COMPARISON

The proposed framework was compared against three works to detect 12-goals from three 
randomly selected soccer matches taken from the same dataset. These works were selected due 
to their similarities in feature usage and event modelling (i.e., rule-based and/or unsupervised). 
Explanations regarding these works are as follows:

 • Ekin et al. (2003) - (CT): Goals occur during game breaks lasting between 30 and 
120 seconds. Throughout this duration, there must be at least one close-up and one 
replay shot, and the replay must directly follow the close-up shot;

 • Eldib et al. (2009) - (CT2): Goals are detected based on a replay analysis. They further 
impose the rule that goals occur when replays last between 16 and 40-seconds;

 • Yina et al. (2008) - (FCM-HR): Goals exhibit relatively lengthier close-up and replay 
durations. Data points representing the combination of the two durations are clustered 
using the fuzzy C-means (FCM) algorithm, where goals are expected to exhibit 
significant inter-cluster separability . The final goal event clusters are determined via 
specific conditions based on the known number of goals in a particular match.

Note that the approach proposed in this paper only considers two shot labels; the far and 
close-up views. The three other approaches, however, require the additional label of replay 
shots. Therefore, each shot corresponding to a replay had to be relabelled accordingly for the 
three matches, where the entire process was done manually.

From the results in Table 5, CT, CT2 and the proposed framework were able to obtain 
perfect recall scores, indicating that all actual goal segments were accounted for. FCM-HR, 
however, missed two goals for Match-2 (i.e. 60% recall), and this was due to the failure of 
the assumption that the goals and non-goals would exhibit clear inter-cluster separability. 
Precision-wise, the proposed work was able to achieve perfect scores for all the matches. As 
for the other works, precision was imperfect since certain segments sharing similar feature 
properties for goal events were also retained. This occurred mainly because the search space 

12 5

1
gt = 33 3 243.40 239.67 281.84 √

2
gt = 41 3 264.61 272.70 265.61 √

3
gt = 47 3 238.52 273.82 242.51 √

4
gt = 56 3 284.34 306.16 √

5
gt = 83 2 213.75 280.70 √

13 3
1
gt = 57 3 252.49 300.00 √

2
gt = 62 2 266.33 270.98 √

3
gt = 93 2 286.75 293.71 X

TABLE 4 (continue) 
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was unconstrained (i.e., the entire video duration), resulting in the detection of non-goal 
segments as well. As can be seen, this problem can be alleviated (and in this case, eliminated) 
by considering the time-stamp textual cue.

CT, CT2 and FCM-HR returned relevant frame ranges containing the goal events. However, 
event boundaries were not specified and this resulted in lengthy clip durations, including the 
replay segments. The proposed framework benefits from the specification of the 12-second 
time window, where although manually determined, is able to show relatively sufficient footage 
from the goal’s conception to finish. Eventful frame boundaries, however, are very subjective 
and depend on viewers’ preferences (Changsheng et al., 2008a). Therefore, although the 
proposed framework does return succinct event segments, further user study is still necessary 
to determine ideal frame boundaries.

TABLE 5 
Comparisons of the goal event detection.  The ‘match number’ in column 1 corresponds to the same 
matches shown in TABLE 1

Match
number

Work
Ground 
Truth

Relevant Irrelevant Missed Precision Recall

5

CT

2

2 4 0 33.33% 100.00%
CT2 2 3 0 40.00% 100.00%

FCM-HR 2 4 0 33.33% 100.00%
Proposed

framework
2 0 0 100.00% 100.00%

10

CT

5

5 2 0 71.43% 100.00%
CT2 5 2 0 71.43% 100.00%

FCM-HR 3 7 2 30.00% 60.00%
Proposed

framework
5 0 0 100.00% 100.00%

12

CT

5

5 8 0 38.46% 100.00%
CT2 5 3 0 62.50% 100.00%

FCM-HR 4 28 0 12.50% 100.00%
Proposed

framework
5 0 0 100.00% 100.00%

CONCLUSION

In this work, a multimodal collaborative framework was proposed for goal event detection. 
The framework uses event names and time-stamps extracted from minute-by-minute reports to 
distinctly identify event occurrences and to localize the video search space to only relevant and 
eventful portions, respectively. Shot labels analysis, which is used as the basis for candidate 
eventful segments shortlisting, was also carried out. A ranking step was finally performed 
based on the event-specific signatures, where the top-ranked candidate is most likely to contain 
the actual event occurrence. In all, the use of MBMs greatly facilitates event detection by 
decreasing the guesswork of locating specific events. Besides preventing misses and confusions, 
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it also enables processing of only relevant portions of the video. This further allows simple 
assumptions to be made about events’ visual and aural patterns, which could fit into an effective 
rule-based framework. Moreover, since all the relevant segments have been retained during 
shortlist generation, all the desired events were accounted for. Ultimately, although one ranking 
error has been reported, the framework ensures that eventful footage can still be accessed in a 
timely fashion since on average only 2 candidates are generated for each shortlist. In the future, 
this work will be improved by considering more robust techniques to extract textual resources 
from more than one provider. In addition, we would also like to detect other important events 
such as free-kicks on goal, shots on goal, saves, penalties and own-goals.
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INTRODUCTION

Diophantine equation or indeterminate 
equation is an equation in which solutions for 
it are from some predetermined classes. It is 
one of the oldest branches of number theory, in 
fact, mathematics itself. It is usually difficult 
to tell whether a given diophantine equation 
is solvable. The fundamental problem when 
studying diophantine equation is whether a 
solution exists, and if it exists, how many 
solutions there are.

Over the years, different forms of 
diophantine equation have been considered 
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and the following equation, x2 + C =yn, x > 
1, y > 1, n > 3, is among the most popular 
ones. When C = 1, the above equation has no 
solution, and Lebesgue (1850) was the first 
to obtain non-trivial solution from that case. 
The only solution of the above equation is 
x = 1 and y = 2 with C = –1, a result which 
has been sought for many years as a special 
case of the Catalan’s conjecture (Ko, 1965). 
Subsequently, Ljunggren (1943) studied the 
equation where C = 2 and showed that x = 5, 
y = 3 is the only solution. By setting C = 4, 
Nagell (1955) further explored the equation 
and discovered that (x,y) = (2,2), (11,5) are 
the only solutions to this equation. For C in 
the range of 1 ≤ C ≤ 100, Cohn developed 
a method by which he solved 77 values of 
parameter C for that equation (Cohn, 1993), 
followed by two additional values of C ≤ 
100, namely, C = 74 and C = 86 (Mignotte & 
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Weger, 1996). Nonetheless, equation x2 + 7 = yn is still unsolved.
A different form of the above equation has been considered, i.e., the value of C is replaced 

by a power of a fixed prime, let C = pk. Equation x2 + 2m = yn  has been investigated (Le, 1997), 
while Arif and Muriefah (1998) solved for equation x2 + 3m = yn when m is odd. However, they 
also gave partial results in the case when m is even but that the general solution is even in the 
case m was found by Luca (2000). Subsequently, Luca completely solved the case, C = 2a .3b , 
where a and b denote non-negative integers (Luca, 2002). Eventually, all the integral solutions 
were found for constant C = 2a .5b (Luca & Togbe, 2008).

The above results prompted us to study on the diophantine equation with constant C 
= 2a .7b. Therefore, in this paper, we studied and investigated the integral solutions for the 
equation in which C = 4 .7b and n is an even integer. The approach is by looking at the possible 
combinations for the product C = 2a .7b and solving the equations simultaneously. From the 
results obtained, the value of a   = 2 was substituted, followed by b to get integer the values of x 
and yr under each category. General formulae for the generators of solutions are then obtained.

AN INTEGRAL SOLUTION TO THE EQUATION

In this section, the formulae for finding the integral solutions (x,y) to the equation x2 = 2a .7b are 
determined, whereby a, b, and r are positive integers. For this purpose, a generator of solutions 
is defined for this equation, as follows:

Definition

Let r be a positive integer. The pair of integers (x0, y r0) is called a generator of solutions to the 
equation x2 + 2a .7b = y2r where a and b are positive integers, if x0

2 + 2a .7b =y2r
0.

In Theorem 1.1, we give the generators of solutions to the equation x2 + 2a .7b =y2r where 
a = 2. First, we have the following assertion:

Lemma 1.1:

Let a, b and r be positive integers and, r >1. Then, the generators of solutions to the equation 
x2 + 2a .7b =y2r are given by:

x = 2a – p – 1.7q – 2p – 1.7b – q

yr = 2a – p – 1.7q + 2p – 1.7b – q

or
x = 2a – p – 1.7b - q – 2p – 1.7q

yr = 2a – p – 1.7b - q + 2p – 1.7q

where 0 < p < a, 0 ≤ q ≤ b.

Proof:
Rewriting the equation x2 + 2a .7b = y2r as y2r – x2 = 2a .7b = y2r , it follows that 

(yr + x)(yr – x) = 2a .7b.
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Rewriting the constant on the right hand side of the equation as 2a – p.2p.7b – q.7q where  
0 < p < a and 0 ≤ q ≤ b, the following is obtained:

(yr + x)(yr – x) = 2a – p.2p.7b – q.7q

Comparing the factors on the left and right sides of the expression, 8 pairs of possible 
expressions were successfully obtained for (yr + x) and (yr – x). Out of which, only 4 pairs of 
expressions will yield integral solutions and the results are as follows:

i. yr + x = 2a – p

 yr – x = 2p.7b – q.7q

ii. yr+ x = 2p

 yr– x = 2a – p.7b – q.7q

iii. yr+ x = 2a – p.7b – q

 yr– x = 2p.7q

iv. yr+ x = 2a – p. 7q

 yr– x = 2p. 7b – q

By solving the above equations simultaneously, the generators for the above equations 
are given by:

x = 2a – p – 1.7q - 2p – 1.7b - q

yr = 2a – p – 1.7q + 2p – 1.7b - q

or
x = 2a – p – 1.7b - q - 2p – 1.7q

yr = 2a – p – 1.7q + 2p – 1.7q

where 0 < p < a and 0 ≤ q ≤ b. In particular, when q = 0, the generators of solution are 
obtained for equations (i) and (ii). 
               □

In Theorem 1.1, the generators of xb,i and y 

r
b,i  are determined, where i is the ith set of non-

negative integral solutions associated with each b.

Theorem 1.1:
Let b, r be positive integers, r > 1 and  i denotes the ith set of non-negative integral solutions to 
the equation x2 + 4.7b = y2r associated with each b.  Let (xb,i  , y 

r
b,i) denote the generators of the ith 

set of non-negative integral solutions to this equation. Then, (xb,i  , y 

r
b,i) has the following form:

xb,i  = 7i – 1(7b – 2i + 2 – 1)

y 

r
b,i  = 7i – 1(7b – 2i + 2 + 1)

Proof:
From the equation,x2 + 4.7b = y2r, it is observed that a = 2.  As from Lemma 1.1, the generators 
for each i are given by xb,i = 22 – p – 1.7b – q – 2p - 1.7q and y 

r
b,i = 22 – p – 1.7b – q + 2p – 1.7q, where 0 < 



Yow, K. S., Sapar, S. H. and Atan, K. A.

446 Pertanika J. Sci. & Technol. 21 (2): 443 - 458 (2013)

p < 2  and 0 ≤ q ≤ b. Clearly, p = 1. For each value of b, the results obtained are as follows:

When b = 1, 0 ≤ q ≤ 1. Hence q = 0 or q = 1. 

When q = 0, the first (i = 1) set of solution is obtained, as follows:

x1,1 = 6

y 
r
1,1 = 8

When q = 1, the second (i = 2) set of values is derived for x1,2 and y 
r
1,2, as follows:

x1,2 = – 6

y 
r
1,2 = 8 

Nonetheless, these are ignored because x1,2 < 0.

Meanwhile, when b = 2, 0 ≤ q ≤ 2, and hence, q = 0, 1 or 2.

When q = 0, the first (i = 1) set of solution is obtained as follows:

x2,1 = 48 = 6(7) + 6

y 
r
2,1 = 50 = 8(7) – 6

When q = 1, the second (i = 2) set of values is obtained for x2,2 and y 
r
2,2 as follows:

x2,2 = 0

y 
r
2,2 = 14

When q = 2, the third (i = 3) set of values is achieved for x2,3 and y 
r
2,3 as follows:

x2,3 = – 48

y 
r
2,3 = 50 

These are also ignored because x2,3 < 0. 

When b = 3, 0 ≤ q ≤ 3. Hence q = 0, 1, 2 or 3.

When q = 0, the first (i = 1) set of solution is retrieved, as follows:

x3,1 = 342 = 48(7) + 6 = [6(7) + 6] + 6 = 6(72) + 6(7) + 6

y r
3,1 = 344 = 50(7) – 6 = [6(7) + 6] + 6 = 6(72) + 6(7) + 6 

When q = 1, the second (i = 2) set of values is achieved for x3,2 and y r
3,2, as follows:

x3,2 = 42 = 0(7) + 6(7)

y r
3,2 = 56 = 14(7) – 6(7) = 8(7) 

When q = 2, the third (i = 3) set of values is obtained for x3,3 and y r
3,3, as follows:

 x3,3 = – 42

y r
3,3 = 56
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When q = 3, the fourth (i = 4) set of values is gained for x3,4 and y r
3,4 as follows:

 x3,4 = –342

y 
r
3,4 = 344

Note that the third and fourth sets are also ignored because x3,3 and x3,4 are negative in values. 

By using the same substitution method, other values of x and yr are obtained, as shown below:

When b = 4, 0 ≤ q ≤ 4. 

When q = 0, x4,1 = 2400 = 6(73) + 6(72) + 6(7) + 6

 y 
r
4,1 = 2402 = 8(73) – 6(72) – 6(7) – 6

When q = 1, x4,2 = 336 = 6(72) + 6(7)

 y 
r
4,2 = 350 = 8(72) – 6(7)

When q = 2, x4,3 = 0

 y 
r
4,3 = 98 = 14(7) 

When q = 3, x4,4 = –336

 y 
r
4,4 = 350 

When q = 4, x4,5 = –2400

 y 
r
4,5 = 2402

Here, the fourth and fifth sets are neglected because x4,4 and x4,5 are negative in values.

When b = 5, 0 ≤ q ≤ 5. 

When q = 0, x5,1 = 16806 = 6(74) + 6(73) + 6(72) + 6(7) + 6

 y 
r
5,1 = 16808 = 8(74) – 6(73) – 6(72) – 6(7) – 6

When q = 1, x5,2 = 2394 = 6(73) + 6(72) + 6(7) + 6

 y 
r
5,2 = 2408 = 8(73) – 6(72) – 6(7) – 6

When q = 2, x5,3 = 294 = 0(7) + 6(72) 

 y 
r
5,3 = 392 = 8(72)

When q = 3, x5,4 = –294  

 y 
r
5,4 = 392 

When q = 4, x5,5 = –2394  

 y 
r
5,5 = 2408

When q = 5, x5,6 = –16806  

 y 
r
5,6 = 16808
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The fourth, fifth, and sixth sets are ignored because x5,4, x5,5 and  x5,6 are negative in values.

When b = 6, 0 ≤ q ≤ 6.

When q = 0, x6,1 = 117648 = 6(75) + 6(74) + 6(73) + 6(72) + 6(7) + 6

 y 
r
6,1 = 117650 = 8(75) – 6(74) – 6(73) – 6(72) – 6(7) – 6

When q = 1, x6,2 = 11800 = 6(74) + 6(73) + 6(72) + 6(7)

 y 
r
6,2 = 16814 = 8(74) – 6(73) – 6(72) – 6(7) 

When q = 2, x6,3 = 2352 = 6(73) + 6(72)

 y 
r
6,3 = 2450 = 8(73) – 6(72)

When q = 3, x6,4 = 0

 y 
r
6,4 = 686 = 14(72)

When q = 4, x6,5 = –2352

 y 
r
6,5 = 2450 

When q = 5, x6,6 = –16800

 y 
r
6,6 = 16814

When q = 6, x6,7 = –117648

 y 
r
6,7 = 117650

Similarly, the fifth, sixth, and seventh sets are ignored because x6,5, x6,6 and x6,7 are negative 
in values.

When b = 7, 0 ≤ q ≤ 7.

When q = 0, x7,1 = 823542 = 6(76) + 6(75) + 6(74) + 6(73) + 6(72) + 6(7) + 6

 y r
7,1 = 823544 = 8(75) – 6(75) – 6(74) – 6(73) – 6(72) – 6(7) – 6

When q = 1, x7,2 = 117642 = 6(74) + 6(74) + 6(73) + 6(72) + 6(7)

 y 
r
7,2 = 117656 = 8(75) – 6(74) – 6(73) – 6(72) – 6(7) 

When q = 2, x7,3 = 16758 = 6(74) + 6(73) + 6(72)

 y 
r
7,3 = 16856 = 8(74) – 6(72) – 6(72)

When q = 3, x7,4 = 2058 = 0(7) + 6(73)

 y 
r
7,4 = 2744 = 8(73)

When q = 4, x7,5 = –2058

 y 
r
7,5 = 2744 
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When q = 5, x7,6 = –16758

 y 
r
7,6 = 16856

When q = 6, x7,7 = –117642

 y 
r
7,7 = 117656

When q = 6, x7,8 = –823542

 y 
r
7,8 = 823544

Here, the fifth, sixth, seventh and eighth sets are ignored because x7,5, x7,6, x7,7 and x7,8 are 
negative in values.

This sequence will continue with the value of b > 7 due to the infinite values of b and i.  
Meanwhile, collecting the generators xb,i and y 

r
b,i from the above for the different values of b 

and i for each b, we obtained the following:

 x1,1 = 6

 x2,1 = 6(7) + 6

 x3,1 = 6(72) + 6(7) + 6

 x4,1 = 6(73) + 6(72) + 6(7) + 6

 x5,1 = 6(74) + 6(73) + 6(72) + 6(7) + 6

 

 y 
r
1,1 = 8

 y 
r
2,1 = 8(7) – 6

 y 
r
3,1 = 8(72) – 6(7) – 6

 y 
r
4,1 = 8(73) – 6(72) – 6(7) – 6

 y 
r
5,1 = 8(74) – 6(73) – 6(72) – 6(7) – 6

 

The general form of xb,1 and y 
r
b,1 , b = 1, 2, 3, … can be obtained by using the mathematical 

induction method, as follows:

Let xb,1 = 6(7b  – 1) + 6(7b  – 2) + … + 6(7) + 6.

Clearly, the case is true when b = 1, since x1,1 = 6.

Based on the assumption that xk,1 = 6(7k  – 1) + 6(7k  – 2) + … 6(7) + 6, it can be seen that:

 xk +1,1 = 6 (7k) + xk,1

 = 6(7k) + 6(7k  – 1) + 6(7k  – 2) + … + 6(7) + 6

Hence, xb,1 = 6(7b  – 1) + 6(7b  – 2) + … + 6(7) + 6.
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Let y 
r
b,1 = 8(7b  – 1) – 6(7b  – 2) – … – 6(7) – 6.

Through a similar induction process on b in y r
b,1 it can be shown that y rb,1 = 8.

And, based on the assumption that y rk,1 = 8(7k  – 1) – 6(7k  – 2) – … – 6(7) – 6 is true,

 y 
r
k + 1,1 = 6(7k) + y rk,1

 = 6(7k) + 8(7k  – 1) – 6(7k  – 2) – … – 6(7) – 6

 = 6(7k) + 2(7k) – 2(7k) + 8(7k  – 1) – 6(7k  – 2) – … – 6(7) – 6

 = 8(7k) – 14(7k  – 1) + 8(7k  – 1) – 6(7k  – 2) – … – 6(7) – 6

 = 8(7k) – 6(7k  – 1) – 6(7k  – 2) – … – 6(7) – 6

 = 8(7(k + 1) – 1) – 6(7(k + 1) – 2) – 6(7(k + 1) – 3) – … – 6(7) – 6

Hence, y rb,1 = 8(7b – 1) – 6(7b – 2) – … – 6(7) – 6.

By applying the same mathematical induction on xb,i and y 
r
b,i for the different values of b and i 

= 2, 3, 4 as shown above, the general forms of xb,i and y rb,i are as follows:

When i = 2,

 xb,2 = 6(7b – 2) + 6(7b – 3) + … + 6(7)

 y r
b,2  = 8(7b – 2) – 6(7b – 3) – … – 6(7)

When i = 3,

 xb,3 = 6(7b – 3) + 6(7b – 4) + … + 6(72)

 y r
b,3  = 8(7b – 3) – 6(7b – 4) – … – 6(72)

When i = 4,

 xb,4 = 6(7b – 4) + 6(7b – 5) + … + 6(73)

 y r
b,4  = 8(7b – 4) – 6(7b – 5) – … – 6(73)

The general form of generators xb,i and y r
b,i  are obtained by applying induction on i for each 

b, as follows:

Let xb,i = 6(7b – i)  +  6(7b – i  – 1) + 6(7b – i  – 2) + … + 6(7i) + 6(7i – 1).

Clearly, the case is true when i = 1, since 

 xb,1 = 6(7b – 1) + 6(7b – 2) + … + 6(72) + 6.

On the assumption that,

 xb,k = 6(7b – k) + 6(7b – k – 1) + 6(7b – k – 2) + … + 6(7k) + 6(7k – 1).

It can be seen that,

 xb,k + 1 = xb,k – 6(7b – k) – 6(7k – 1)

 = 6(7b – k) + 6(7b – k –1) + 6(7b – k –2) + … + 6(7k) + 6(7k – 1) – 6(7b – k) – 6(7k – 1)

 = 6(7b – k –1) + 6(7b – k –2) + … + 6(7k)

 = 6(7b – (k + 1)) + 6(7b – (k + 1) – 1)) + … + 6(7(k + 1)) + 6(7(k + 1) – 1))
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Hence, xb,i = 6(7b – i) + 6(7b – i – 1) + 6(7b – i – 2) + … + 6(7i) + 6(7i – 1).

That is,

 xb,i = 7 i – 1(7b – 2i +2 – 1) [1.1]

Let y 
r
b,i = 8(7b – i) – 6(7b – i – 1) – 6(7b – i – 2) – … – 6(7i) – 6(7i – 1).

Through a similar induction process on i in y r
b,i , it can be shown that,

 y 
r
b,i = 8(7b – i) – 6(7b – 2) – 6(7b – 3) – … – 6(7) – 6.

On the assumption that,

 y 
r
b,k = 8(7b – k) – 6(7b – k – 1) – 6(7b – k – 2) – … – 6(7k) – 6(7k – 1)

is true.

 y 
r
b,k + 1 = y 

r
b,k – 6(7b – k) + 6(7k – 1)

 = 8(7b – k) – 6(7b – k – 1) – 6(7b – k – 2) – … – 6(7k) – 6(7k – 1) – 6(7b – 1) + 6(7k – 1) 

 = 2(7b – k) – 6(7b – k – 1) – 6(7b – k – 2) – … – 6(7k) 

 = 14(7b – k – 1) – 6(7b – k – 1) – 6(7b – k – 2) – … – 6(7k) 

 = 8(7b – k – 1) – 6(7b – k – 2) – … – 6(7k) 

 = 8(7b – (k + 1)) – 6(7b (k + 1) – 1) – 6(7b (k + 1) – 2) – … – 6(7b (k + 1) – 1) 

Hence, y 
r
b,i = 8(7b – 1) – 6(7b – i – 1) – 6(7b – i – 2) – … – 6(7i) – 6(7i – 1).

That is, y 
r
b,i = 8(7b – 1) – 

1 1 ( 2 1)

1

7 (1 7 )6
1 7

b b i− − − − +

−

 −
 − 

 y 
r
b,i = 8(7b – 1) –7b – i + 7i – 1

 y 
r
b,i = 7b – i + 1 + 7i – 1

 y 
r
b,i = 7i – 1(7b – 2i + 2 + 1)          [1.2]

                  □

Remarks:
It is clear that the i in the ith set of generators (xb,i, y 

r
b,i) corresponds to the ith pair of generators 

for solution to the equation x2 + 4.7b =y2r.

Corollary 1.1:
Let b be even and r is any positive integer. Suppose that i = 1

2 b + 1 is the number of 
generators of the non-negative integral solutions associated with each b in the equation 
x2 + 4 

.7b =y2r, then xb,i = 0 and y 
r
b,i = 2 

.7
1
2 b are the generators of solutions to the equation.
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Proof:
From [1.1] and [1.2] in Theorem 1.1, we obtain
 xb,i = 7(i – 1)(7b – 2i + 2 – 1)

 xb,i = 7(i – 1)(7b – 2i + 2 + 1)

Since i = 1
2 b + 1 , we have

 xb,i = 0

 y 
r
b,i = 2 

.7
1
2 b.

Thus, xb,i = 0 and y 
r
b,i = 2 

.7
1
2 b are the solutions that satisfy the following equation,  

x2 + 4 
.7b =y2r for b even, r any positive integer and i = 1

2 b + 1 is the number of generators of 
non-negative integral solutions associated with each b.            □

Meanwhile, the following lemma will determine the range of i in xb,i and y 
r
b,i for the different 

values of b.

Lemma 1.2:
Let b and r be positive integers.  Then, the range of i, the number of generators of non-negative 
integral solutions associated with each b to the equation x2 + 4 

.7b =y2r  is given by:

 0 < i ≤ 1
2 (b + 1), when b is odd

 0 < i ≤ 1
2  b + 1, when b is even

Proof:
From Theorem 1.1, we have,

 xb,i = 7(i – 1)(7b – 2i + 2 – 1)

Since i denotes the number of generators of non-negative integral solutions associated with 
each b, we have xb,i ≥ 0, that is:

 7b – 2i + 2 ≥ 1.

By simplifying the inequality, we obtained:

 i ≤ 1
2 (b + 2). 

Since i ≤ [ 1
2 (b + 2)] where [x] denotes the floor function of x, we obtain i ≤ 1

2 (b + 1) when b 
is odd and i ≤ 1

2 (b + 2) when b is even.

Therefore, i is given by:

 0 < i ≤ 1
2 (b + 1), when b is odd

 0 < i ≤ 1
2  b + 1, when b is even

                 □
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Theorems 1.2, 1.3 and 1.4 give the forms of integral solutions for xb,i and yb,i to the equation  
x2 + 4 

.7b =y2r when r = 3, b =6t – 5 and i = 3t – 2. It is shown that there are no integral solutions 
when r ≠ 3.

Theorem 1.2:
Let b, i and t be positive integers.  Then, xb,i = 6 

.73(t – 1) and yb,i = 2 
.7t – 1 are the integral solutions 

to the equation, x2 + 4 
.7b = y6 if and only if b = 6t – 5 and i = 3t – 2.

Proof:

First, suppose that xb,i = 6 
.73(t – 1) and yb,i = 2 

.7t – 1 are the integral solutions to the equation  
x2 + 4 

.7b = y6, we will have:

 (6 
.73(t – 1))2 + 4 

.7b = (2 
.7t – 1)6         [1.3]

By simplifying the equation [1.3], we obtained:

 b = 6t – 5.

Since xb,i = 6 
.73(t – 1), we have from Theorem 1.1with r = 3,

 7(i – 1)(7b – 2i + 2 – 1) = 6 
.73(t – 1).

Since b = 6t – 5,

 76t – i – 4) – 7i – 1 = 6 
.73(t – 1).          [1.4]

Multiplying [1.4] by 7–i + 1, we obtained:

 72(3t – i) – 3 – 1 = 6 
.7(3t – 1) – 2.          [1.5]

Now, let x = 73t – i ; rearranging [1.5], we will have:

 7– 3. x2 – 7– 2.6x – 1 = 0

 x2 – 42x – 343 = 0

That is,

 (x + 7)(x – 49) = 0,

from which, we can see that;

 x = 73t – i = –7

There is an inconsistency since 73t – i is always positive. Hence, this case need not be 
considered. Secondly, we have,

 x = 73t – i = 49,

from which, we see that, 

 3t – i  = 2 

or

 i = 3t – 2.
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Thus, b = 6t – 5 and i = 3t – 2 when xb,i = 6 
.73(t – 1) and yb,i = 2 

.7t – 1 are the integral solutions 
to the following equation, x2 + 4 

.7b =y6.

Conversely, let b = 6t – 5 and i = 3t – 2.  From Theorem 1.1, when a = 2 and r = 3, the 
generators of the solutions xb,i, y 

3
b,i to the equation x2 + 4 

.7b =y6 are given by:

 xb,i = 7i – 1(7b – 2i + 2 – 1)

 y 
3
b,i = 7i – 1(7b – 2i + 2 + 1).

Hence, the integral solutions for xb,i and y 
3
b,i , in which b = 6t – 5 and i = 3t – 2, are:

 x6t – 5,3t – 2 = 7(3t – 2) – 1(7(6t – 5) – 2 (3t – 2) + 2 – 1)        [1.6]

 y 
3
6t – 5,3t – 2 = 7(3t – 2) – 1(7(6t – 5) – 2 (3t – 2) + 2 + 1).        [1.7]

By simplifying [1.6] and [1.7], we have

 xb,i = 6 
.73(t – 1)

 yb,i = 2 
.7t – 1.

Clearly, xb,i and yb,i are integers for any positive number, t.

Thus, xb,i = 6 
.73(t – 1) and yb,i = 2 

.7t – 1 are the integral solutions to the equation x2 + 4 
.7b =y6, 

when b = 6t – 5 and i = 3t – 2.               □

Theorem 1.3:
Let t be a positive integer, b = 6t – 5 and i = 3t – 2. Then, xb,i = 6 

.73(t – 1) and yb,i = 2 
.7t – 1 are 

the integral solutions to the equation x2 + 4 
.72r =y6 if and only if r  = 3.

Proof:

Firstly, let xb,i = 6 
.73(t – 1) and yb,i = 2 

.7t – 1 be the integral solutions to the equation,  
x2 + 4 

.7b =y2r. Then,

 (6 
.73(t – 1))2 + 4 

.76t – 5 = (2 
.7t – 1)2r         [1.8]

By simplifying equation [1.8], we have:

 (2 
.7t – 1)6 = (2 

.7t – 1)2r

Therefore,

 2r = 6

Thus, r = 3 when xb,i = 6 
.73(t – 1) and yb,i = 2 

.7t – 1 are the integral solutions to the equation,  
x2 + 4 

.7b =y2r, where b = 6t – 5 and i = 3t – 2, and t are positive integers.

Conversely, let suppose that r = 3. Then, the following equation x2 + 4 
.7b =y6 is obtained.  

Since b = 6t – 5, i = 3t – 2, and t are positive integers, we have from Theorem 1.2, 
xb,i = 6 

.73(t – 1) and yb,i = 2 
.7t – 1, which are the integral solutions to the equation, x2 + 4 

.7b =y6.
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Thus, xb,i = 6 
.73(t – 1) and yb,i = 2 

.7t – 1 are the integral solutions to the equation x2 + 4 
.7b =y2r  

when r = 3, where b = 6t – 5, i = 3t – 2, and t are positive integers.

                  □

Theorem 1.4:

Let b = 6t – 5, i = 3t – 2, r > 1, and t be positive integers.  If r ≠ 3, the equation  
x2 + 4 

.7b =y2r has no integral solution.

Proof:

From Theorem 1.1, we obtained: 

xb,i  = 7i – 1(7b – 2i + 2 – 1)

y 

r
b,i  = 7i – 1(7b – 2i + 2 + 1)

Since r > 1 and r ≠ 3, the possible values of r are as in the following table.

TABLE 1 
The possible values of r to the equation x2 + 4 

.7b =y2r

Cases Values of r 
Case 2.1.1 r ≡  0 (mod 3), r = 3s , s > 1
Case 2.1.2 r ≡  1 (mod 3), r = 1 + 3s , s ≥ 1
Case 2.1.3 r ≡  1 (mod 3), r = 2 + 3s , s ≤ 1

By substituting the values of b and i into equation [1.2], we have

xb,i = 2 
.(7(t – 1))  .           [1.9]

By substituting the three different forms of r values into [1.9], we have from Table 1, 

Case 1.1.1: when r = 3s.

yb,i = (2 
.7(t – 1))  .

Since s > 1, 2  is an irrational number, there exists no integral values for yb,i. It follows that 
there is no integral solution to this equation when r = 3s.

Case 1.1.2: when r = 1 + 3s.

yb,i = (2 
.7(t – 1))

3
1 + 3s     .

Since s ≥ 1, 2
3

1 + 3s is an irrational number. It follows that there exists no integral solution for 
the equation when r = 1 + 3s.

Case 1.1.3: when r = 2 + 3s.

yb,i = (2 
.7(t – 1))

3
2 + 3s.

3
r

1
s

1
s
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Since s ≥ 0, 2
3

2 + 3s is an irrational number. Clearly, the integral values do not exist for yb,i.  
Consequently, there is no integral solution to the equation when r = 2 + 3s.

By combining all the three cases discussed above, we can therefore conclude that the 
following equation, x2 + 4 

.7b =y2r, has no integral solution if r ≠ 3 when b = 6t – 5,    
i = 3t – 2, and t are positive integers.              □

CONCLUSIONS

From the results above, only a pair of generators for x and yr are obtained for the following 
equation, x2 + 4 

.7b =y2r, that is:

 xb,i = 7i – 1(7b – 2i + 2 – 1)

 y 
r
b,i = 7i – 1(7b – 2i + 2 + 1).

However, from Lemma 1.2, it can be noticed that the number of generator pairs increases in 
relation to the values of b, and it will continue to do so due to the infinite value of b. On the 
other hand, when r = 3, the equation x2 + 4 

.7b =y6 is obtained. With values of b = 6t – 5 and  
i = 3t – 2 and t are positive integers as necessary conditions, the integral solutions to the 
equation for each value of t are xb,i = 6 

.73(t – 1), yb,i = 2 
.7t – 1. It can be obtained by finding the 

r-th root of the generator yr.  It has also been proven that there are no integral solutions if the 
above conditions are altered.
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ABSTRACT

Conducting polypyrrole (PPy) nanoparticles were synthesized by chemical oxidative polymerization 
of pyrrole in aqueous solution containing ferric sulfate (Fe2(SO4)3), anionic surfactants (sodium 
dodecylbenzene-sulfonate (NaDBS) or sodium dodecyl sulfate (SDS)), 1-pentanol as the oxidant, dopant 
and co-emulsifier, respectively. The polymerization was carried out at 0 ºC and 25 ºC. Fourier transform 
infrared spectroscopy (FTIR) and elemental analysis indicated that anionic surfactants were successfully 
incorporated into the PPy backbone. Incorporation of anionic surfactants caused enhanced electrical 
conductivity, increased yield, decreased the size of particles as well as improved the thermal stability 
of the resultant PPy. The presence of anionic surfactant seems to inhibit undesirable side reactions so 
as to improve the regularity of the PPy backbone. Globular PPy particles were obtained with diameter 
ranged from 40 to 118 nm as revealed by field emission scanning electron microscopy (FE-SEM) and 
conductivity of 7.89×10-4 –2.35×10-2 S cm-1, as measured using impedance analyzer. It was found that 
polymerization at low temperature (0 ºC) produced PPy particles with smaller size and higher conductivity. 
The sodium dodecyl sulfate-doped PPy (SDS-doped PPy) exhibited higher conductivity than that of the 
sodium dodecylbenzenesulfonate-doped PPy (NaDBS-doped PPy), due to the bulkiness of NaDBS as 
compared to SDS.
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INTRODUCTION

Over the last few decades, conducting 
polymers have attracted much attention 
because of their potential application in 
production of a variety of products such 
as electrodes for rechargeable batteries 
(Veeraraghavan et al., 2002), actuators (Pyo et 
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al., 2003), sensors (Ramanavicius et al., 2006), and solid electrolytes for capacitors (Yamamoto 
et al., 1999). Among these conducting polymers, polypyrole (PPy) attracted special attention 
because of their outstanding characteristics, for instance good electrical conductivity, ease of 
synthesis, environmental stability, and non-toxicity (Wang et al., 2001). PPy can be easily 
prepared by either electrochemical method to produce PPy films (Pringle et al., 2004) or 
chemical method to yield PPy powders (Abraham et al., 2001). The chemical method is suitable 
for commercial mass production and may produce processable PPy since this method allows 
a greater degree of control over the molecular weight and structural feature of the resulting 
polymer as compared to the electrochemical method (Lee et al., 1995; Lee et al., 1997).

Recently, the synthesis of nanostructured conducting materials has become an important 
branch of material research. These materials are expected to possess unique chemical and 
physical properties due to their finite small size and accordingly to offer a wide range 
of applications in a variety of fields including chemistry, physics, biomedical sciences, 
microelectronics and material science (Feng et al., 2000). 

Emulsion polymerization allows the formation of polymer particles with diameter 
ranges from 10 nm to 100 nm. Usually, a number of emulsifiers, such as ionic surfactant 
(e.g., sodium dodecyl-benzene sulfonate (NaDBS)) together with short-chain alcohols are 
used in the reaction medium (Antony & Jayakannan 2009; Liu et al., 2006). It has been 
reported that PPy nanoparticles obtained from emulsion polymerization were in the range 
of about 50 to 100 nm and 100 to 200 nm with the change in the concentration of surfactant 
(dodecyltrimethyl ammonium bromide (DTAB)) from 0.8 to 0.44 M (Wang et al., 2005), 
respectively. Conducting PPy nanoparticles with diameter of 30–50 nm could also be prepared 
via emulsion polymerization with FeCl3 as the oxidant (Yan et al., 2000). It was found that, 
the emulsion polymerization produced higher yield of the resultant PPy as compared to the 
solution polymerization. PPy nanoparticles have been synthesized in the presence of different 
dopants including hydrochloric acid (HCl), p-toluene sulfonic acid (TSA), camphor sulfonic 
acid (CSA), and polystyrene sulfonic acid (PSSA). These doped PPy nanoparticles exhibited 
electrical conductivity in the range of 20×10-4 - 6×10-2

 S cm-1 (Goel et al., 2010). 
Conductivity and environmental stability of doped PPy at room temperature were reported 

by (Kudoh 1996). Omastova´ et al. (2003) reported the synthesis of PPy using Fe2(SO4)3 as 
the oxidant with different surfactants at 25 ºC.  The effect of type of surfactant on stability, 
conductivity and morphology was studied. They suggested that the presence of anionic 
surfactant in polymerization mixture strongly influenced the morphology of chemically prepared 
PPy.  However, to the best of our knowledge, the study on the synthesis of PPy nanoparticles 
with Fe2(SO4)3 and anionic surfactants (NaDBS, SDS)  at 0 ºC and 25 ºC has seldom been 
reported.

Thus the purpose of this study is to examine the effect of polymerization temperature and 
type of doping agent (NaDBS and SDS) on the morphology, electrical conductivity and thermal 
stability of the PPy nanoparticles synthesized by chemical oxidation. 
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MATERIALS AND METHODS

Materials

Pyrrole of 97% purity (Aldrich) was purified by leaching through a column of activated 
basic alumina and then stored at 4 ºC prior to use. The oxidant, ferric sulfate (Fe2(SO4)3), was 
purchased from Riedel-De Haen Ag Seelze-Hannover. 1-Pentanol was obtained from BDH 
chemicals Ltd., Poole, England. Sodium dodecyl sulfate (SDS) and aluminum oxide were 
purchased from Merck while sodium dodecyl benzene sulphonate (NaDBS) was obtained from 
Aldrich. All chemicals were used as received. Deionized water was used in all experiments.

Preparation of PPy Nanoparticles

The typical experiment is described as follows. SDS (8.7 g) or NaDBS (10.5 g) was dissolved 
in deionized water (300 mL) and stirred vigorously at 0 ºC or 25 ºC. A mixture of pyrrole 
(2 mL) and 1-pentanol (4 mL) was added to this solution. After 1 h, a ferric sulfate aqueous 
solution (11.6 g of Fe2(SO4)3 in 50 mL of deionized water) was introduced dropwise over a 
period of 2 h to the above solution. The reaction was allowed to proceed for 3 h. An excessive 
amount of methanol was then added to the mixture. The resultant precipitate of the doped 
PPy nanoparticles was filtered and washed several times with deionized water, methanol and 
acetone, successively. Finally, the product was dried for 7 h under vacuum at 60–70 ºC. For 
comparison purposes, PPy (undoped PPy) was also synthesized under similar conditions, but 
without using surfactant.

Characterization

The FTIR spectra of PPy nanoparticles were obtained via KBr pellets on a Perkin Elmer FT-IR 
system Spectrum GX. The spectra were recorded over the wavenumber range of 600–4000 cm-1. 
The PPy contents were determined through elemental analysis using a CHNS Thermo Finnigan 
Eager 300 for EA 1112 elemental analyzer. The specimens used for conductivity measurement 
were in pellet form with diameter and thickness of 13 mm and 1.5 mm, respectively. The 
PPy samples were compressed using a load of 5 ton for 5 minutes. The obtained samples 
were analyzed by using a frequency response analyzer (Solatron Schlumberger 1260 HF). 
The impedance spectra were recorded over the frequency range of 1 Hz-10 MHz at room 
temperature.

Field emission scanning electron microscopy (FE-SEM) images were recorded with a 
SUPRA 55VP microscope (Zeiss, Germany). Thermal stability study was carried out using 
the thermogravimetry analyzer TGA/SDTA851.

RESULTS AND DISCUSSION

FTIR Spectroscopy

The FTIR spectra of various samples of PPy particles synthesized in this work are presented 
in Fig.1. The vibrational frequencies of the major infrared peaks and their assignment are 
summarized in Table 1. All the spectra displayed few strong bands in the 1600–600 cm-1 region 
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which are common characteristics of PPy (Chen & Xue 2010; Li et al., 2007; Omastová et al., 
2003). The FTIR spectra of doped PPy nanoparticles in general showed spectral characteristics 
similar to those of undoped PPy, indicating that the doped PPy nanoparticles have similar chain 
structures to undoped counterpart. 

The peak at 1698 cm-1 observed in the spectrum of undoped PPy (Fig.1a) can be attributed to 
the presence of the carbonyl group formed by nucleophilic attack of water during the preparation 
process (Liu et al., 2009; Thiéblemont et al., 1994; Zhong et al., 2006). The peak at 1551 cm-

1, which corresponds to the C-C/C=C stretching vibrations in the pyrrole ring, was observed 
in the spectrum of undoped PPy. This corresponding peak, however, was red-shifted to lower 
wavenumbers; 1541, 1544, and 1545 cm-1, in the spectra of the doped PPy nanoparticles (Fig.1b, 
Fig.1c, Fig.1d, and Fig.1e). It is known that the skeletal vibrations, involving the delocalized 
π-electrons, are affected by doping the polymer (Omastová et al., 2004). The observed shift 
may be caused by the ionic interaction of anionic surfactant with polypyrrole. Likewise, the 
peak at 1475 cm-1 that is due to the C–N stretching vibration of undoped PPy was red-shifted 
to 1456 and 1459 cm-1 in the spectra of the doped PPy nanoparticles. On the other hand, the 
peak of the C–H or C-N in–plane deformation observed at around 1291 cm-1 in the spectrum of 
undoped PPy was blue-shifted to 1301, 1302, 1303, and 1307 cm-1 in the spectra of the doped 
PPy nanoparticles. Moreover, the breathing vibration of the pyrrole ring, located at 1192 cm-1 
in the spectrum of undoped PPy, was shifted to 1167, 1167, 1170, and 1173 cm-1 in the spectra 
of the doped PPy nanoparticles. Furthermore, the expected peak of the S=O stretching vibration 
of SO3

- at 1183 cm-1 (Dutta & De 2003; Varela et al., 2003) could not be clearly observed due 
to overlapping with the pyrrole ring vibration at 1192 cm-1. 

 

Fig.1: The FTIR spectra of (a) undoped PPy synthesized at 25ºC; SDS-doped PPy synthesized (b) at 
0ºC (c) at 25 ºC; and NaDBS-doped PPy synthesized (d) at 0 ºC (e) at 25ºC
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TABLE 1  
Major FTIR peaks and their assignments for undoped PPy and doped PPy nanoparticles

Wavenumbers (cm−1)

Peak assignments PPy-SO4

SDS-
doped PPy 

at 0 ºC

SDS-
doped PPy 

at 25 ºC

NaDBS-
doped PPy 

at 0 ºC

NaDBS-
doped PPy 

at 25ºC
1. The C-C/C=C stretching 

vibrations in pyrrole ring 
1551 1541 1544 1544 1545

2. The C–N stretching 
vibration in the ring

1475 1456 1459 1459 1459

3. The peak of C–H or C-N 
in–plane deformation

1291 1303 1307 1301 1302

4. The breathing vibration of 
the pyrrole ring

1192 1170 1173 1167 1168

5. The mode of in-plane 
deformation vibration of 
the N+H2

- 1089 1090 1089 1089

6. The band of C–H and 
N-H in-plane deformation 
vibration

1044 1038 1040 1036 1037

7. The characteristic C-C out 
of plane ring deformation 
vibration

964 964 964 964 964

8. The band of C–H out of 
plane ring deformation

793 787 784 786 786

9. The peak of C-C out-of 
plane ring deformation or 
C–H rocking

681 670 670 670 670

10. The carbonyl group 1698 - - - -
11. Methylene in PPy 

prepared from SDS
- 2917 2917 - -

12. Methylene in PPy 
prepared from NaDBS

- - - 2851 2851

The peak at 1091 cm-1 corresponds to the mode of in-plane deformation vibration of the 
N+H2 which was formed in doped PPy nanoparticles chains by protonation (Omastová et al., 
2003). This particular peak was not observed in the spectrum of undoped PPy. The band of 
C–H and N-H in-plane deformation vibration which is usually located at 1044 cm-1 (Antony 
& Jayakannan 2009) in the spectrum of undoped PPy was observed at 1036, 1037, 1038, and 
1040 cm-1 in the spectra of the doped PPy nanoparticles. The band observed at 964 cm-1 can 
be ascribed to the C-C out-of-plane ring deformation vibration and was located at the same 
wavenumber in the spectra of all samples. The band of C–H out-of-plane ring deformation 
observed at 793 cm-1 in the spectrum of undoped PPy was shifted to 784, 786, and 787 cm-1 in 
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the spectra of the doped PPy nanoparticles. On the other hand, the peak of C-C out-of plane 
ring deformation or C–H rocking usually situated at 681 cm-1 (Omastova et al., 1996) was 
shifted to around 670 cm-1. 

Morphology study

Fig.2 presents the FE-SEM micrographs of PPy nanoparticles prepared in this study. The FE-
SEM micrograph of undoped PPy revealed the presence of globular structure with diameter 
of about 450-500 nm (Fig.2a). 

The synthesis of PPy in the presence of NaDBS or SDS at 25 ºC produced nanoparticles of 
almost spherical shape with diameter ranged from 73 to 118 nm (Fig.2b and Fig.2d). This means 
that the addition of anionic surfactant to the polymerization mixture tremendously reduced the 
size of PPy nanoparticles. This finding is in good agreement with the previous reports (Antony 
& Jayakannan 2007, 2009; Jang 2006; Kwon et al., 2008; Yang et al., 2012).  Fig.2b showed 
that the size of NaDBS-doped PPy nanoparticles prepared at 25 ºC was in the range of 73-107 
nm while the size of the SDS-doped PPy nanoparticles ranged from 80 to 118 nm (Fig.2d). 

On the other hand, the doped PPy synthesized at 0 ºC produced smaller nanoparticles 
(Fig.2c and Fig.2e) than those synthesized at 25 ºC (Fig.2b and Fig.2d). The NaDBS-doped 
PPy particles prepared at 0 ºC were in the range of 40-68 nm (Fig.2c) whereas the SDS-doped 
PPy ones were in the range of 47-83 nm (Fig.2e). These variations can be ascribed to the effect 
of temperature on the micelles, which consist of anionic surfactant and pyrrole monomer 
(Antony & Jayakannan 2009; Jang 2006; Kwon et al., 2008; Yang et al., 2012; Zhong et al., 
2006). At low temperature, mobility of the anionic surfactant is limited, leading to a decrease 
in the inner volume of micelles that encapsulate the monomer and the oxidant. Consequently, 
the reduced micelle volume results in reduced particle size (Wang et al., 2005).

Elemental analysis

Table 2 shows the elemental composition, doping level, and mass recovery of all PPy samples 
prepared in this work. The high sulfur content in samples of doped PPy nanoparticles indicated 
the successful incorporation of anionic surfactants into the PPy backbone. This observation 
is in agreement with the previous works reported by other researchers, (Kudoh 1996; Lee et 
al., 2000). 

As shown in Table 2, the doping level of the doped PPy nanoparticles, which were 
calculated based on the elemental analysis results, was in the range of 21.8%–24.0%. These 
results indicate that, on the average, the doping level was about one dopant per five pyrrole units 
for both the NaDBS-doped PPy and the SDS-doped PPy nanoparticles synthesized at 0 ºC and 
at 25 ºC. These results also indicate that the synthesis of PPy with the presence of surfactant 
resulted in better mass recovery as compared to the one without surfactant. Likewise, the doped 
PPy nanoparticles prepared at 0 ºC showed higher mass recoveries than those prepared at 25 
ºC. This is probably due to the fact that the growing sites of the polymer with free radicals are 
stabilized at low temperature (Lee et al., 1997). Thus, at low temperature the propagation rate 
is greater than the initiation rate and consequently a higher mass recovery was obtained. On the 
other hand, at high temperature, the decomposition rate of the oxidant is high and may induce 
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Fig.2: FE-SEM images of (a) undoped PPy synthesized at 25ºC; NaDBS-doped PPy synthesized (b) at 
25ºC (c) at 0ºC; and SDS-doped PPy synthesized (d) at 25ºC (e) at 0 ºC (50,000 X)
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high rate of chain termination of radical cations and conformation defects with branching or 
crosslinking of molecules (Lascelles et al., 1998; Lee et al., 1997), and ultimately, a low mass 
recovery will be obtained. 

The NaDBS-doped PPy nanoparticles exhibited higher mass recovery than the SDS-doped 
PPy ones due to NaDBS being a bulky dopant as compared with the SDS. It has been commonly 
observed that the mass recovery increases with the bulkiness of the dopant (Abraham et al., 
2001; Akinyeye et al., 2006; Song et al., 2004).

TABLE 2 
The elemental composition, doping level and mass recovery of undoped PPy and doped PPy 
nanoparticles

Polymers
Reaction 
temperature 
(οC)

Oxidant N C H S S/N
Doping 
Level
(%, ±1)

Mass 
Recovery 
(%)

Undoped PPy 25 Fe2(SO4)3 13.34 45.95 2.89 1.41 0.11 04.8 21.20

NaDBS-doped PPy 0 Fe2(SO4)3 10.27 54.99 6.54 5.68 0.55 24.0 45.71

NaDBS-doped PPy 25 Fe2(SO4)3 10.29 54.02 6.14 5.31 0.52 22.8 36.84

SDS-doped PPy 0 Fe2(SO4)3 10.10 58.37 6.46 5.59 0.51 22.2 36.88

SDS-doped PPy 25 Fe2(SO4)3 11.06 58.58 6.49 5.51 0.50 21.8 26.82

Thermogravimetric analyses

The TGA and DTG thermograms of undoped PPy and the doped PPy nanoparticles are presented 
in Fig.3 and Fig.4. The initial degradation temperatures, the maximum degradation temperature 
and the residual weights at 600°C are listed in Table 3. The undoped PPy and the doped PPy 
nanoparticles have some adsorbed moisture, which is released around 100°C. The undoped PPy 
started to lose its weight at a relatively low temperature (148 °C) and the maximum degradation 
occurred at around 266 °C, while the residue at 600 ºC was 61%. 

The thermal stability of doped PPy nanoparticles is dependent on the type of surfactant, 
the SDS-doped PPy nanoparticles started to degrade at 165 and 166 °C, whereas the NaDBS-
doped PPy samples started to degrade at 230 °C. The maximum degradation of the SDS-doped 
PPy nanoparticles was observed at 275.6 °C and at 276.03 °C (Curves b and c in Fig.3 and 
Fig.4) whereas that of the NaDBS-doped PPy nanoparticles occurred at around 357 °C and 
367 °C (Curves e and f in Fig.3 and Fig.4). These differences can be attributed to the lower 
degradation temperature of pure SDS (180-300 °C) as compared to pure NaDBS (400-500 °C) 
as illustrated by the curves a and g, respectively, in Fig.3 and Fig.4. This argument supports the 
inference drawn from our own results of elemental analysis and FTIR spectroscopy in which 
the anionic surfactant is incorporated as counterion into the PPy backbone (Dutta & De 2003). 

The curves of NaDBS-doped PPy prepared at both 0 ºC and at 25 ºC indicated that the 
two samples exhibit a similar trend of weight loss. However, the NaDBS-doped PPy prepared 
at 0 ºC seemed to be slightly more thermally stable than the NaDBS-doped PPy prepared 
at 25 ºC. In addition, the SDS-doped PPy prepared at 0 ºC showed a slightly better thermal 
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stability as compared to the SDS-doped PPy prepared at 25 ºC. In all doped PPy samples, the 
residues at 600 ºC of doped PPy ranged from 51% to 58 %, thus indicating that the doped PPy 
nanoparticles do not completely degrade in nitrogen and that they can probably be carbonized 
to form graphitic forms (Yang et al., 2010).

TABLE 3 
Thermogravimetric data of undoped PPy, and doped PPy nanoparticles

Sample
Reaction 
temperature (oC)

Initial degradation 
temperature (ºC)

Maximum 
Degradation 
temperature (ºC)

Residue at
600 ºC (%)

Undoped PPy 25 148 266.16 61
NaDBS-doped PPy 0 230 367.20 53
NaDBS-doped PPy 25 230 357.01 51
SDS-doped PPy 0 166 276.03 58
SDS-doped PPy 25 165 275.63 51

 

 

Fig.3: The TGA thermograms of (a) Neat SDS; SDS-doped PPy synthesized (b) at 25 ºC (c) at 0 ºC; 
(d) undoped PPy synthesized at 25ºC; NaDBS-doped PPy synthesized (e) at 25ºC (f) at 0ºC; and  
(g) Neat NaDBS

Fig.4: DTG thermograms of (a) Neat SDS, SDS-doped PPy synthesized (b) at 25 ºC (c) at 0 ºC (d) 
undoped PPy synthesized at 25 ºC, NaDBS-doped PPy synthesized (e) at 25 ºC (f) at 0 ºC and (g) Neat 
NaDBS
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Electrical conductivity

The electrical conductivity of the PPy sample synthesized at 25 ºC without the presence of 
surfactant (undoped PPy) was 1.80×10-5 S cm-1 (Table 4), whereas the PPy sample synthesized in 
the presence of NaDBS or SDS at the same temperature showed higher electrical conductivity 
(7.89×10-4 - 2.80×10-3 S cm-1). 

In a typical polymerization, pyrrole rings are coupled through the α–α positions which 
create the main polymer chain. However, the α-β coupling also takes place, hence results in 
cross-linked PPy. In addition, some carbonyl and hydroxyl groups may also be present as a result 
of oxidation, especially in aqueous medium (Jang et al., 2004). All these factors shorten the 
conjugation length of the PPy chain and reduce the mobility of the charge carriers, eventually 
the electrical conductivity. On the other hand, it has been reported that the presence of surfactant 
inhibited the formation of some carbonyl and hydroxyl groups or cross-linked PPy and thus 
the formation of relatively longer conjugation length with more regularity is possible. This will 
lead to a better mobility of charge carriers and subsequently increase the electrical conductivity 
(Omastová et al., 2004). This argument is further supported by the FTIR results since carbonyl 
peak was observed in the spectrum of the undoped PPy at 1698 cm-1 (Fig.1a), whereas no similar 
peak in the spectrum of the doped PPy nanoparticles was observed. Furthermore, the main 
peaks of the undoped PPy (Fig.1a) were red-shifted to lower wavenumbers in the spectra of 
the doped PPy nanoparticles (Fig.1b, Fig.1c, Fig.1d and Fig.1e), consequently demonstrating 
the high electrical conductivity of these samples. This finding bears resemblance of the results 
reported earlier by Kwon et al. (2008) who reported that nanoparticles with high conductivity 
showed a red shift while those with low conductivity showed a blue one. The red shift of the 
main peaks indicated to the well conjugation and few contortion of PPy nanoparticles chains 
(Fang et al., 2003), which facilitate the mobility of the charge carriers and hence, increase the 
electrical conductivity. 

The SDS-doped PPy nanoparticles showed the highest electrical conductivities (2.80×10-3-
2.35×10-2 S cm-l), while the NaDBS-doped PPy nanoparticles exhibited the lowest conductivities 
(7.89×10-4 to 1.34×10-3 S cm-l). It is known that the electrical conductivity of conducting 
polymers is due to transport of charge carriers along the polymer chain as well as the transport 
of charge carriers from one chain to others (Liu & Wan 2001). The presence of bulky anion like 
NaDBS perturbs the arrangement of PPy chains, which results in increase in the intermolecular 
distance and hence, causes a partial restraint in the interchain hopping transport of charge 
carriers, which accordingly reduces the electrical conductivity (Kudoh et al., 1998).  

The doped PPy nanoparticles prepared at 0 ºC produced a polymer with higher electrical 
conductivity than those prepared at 25 ºC. This can be attributed to the regularity of the PPy 
backbone being improved because side reactions were inhibited. Besides, bonding between 
the α positions in the Py units during the polymerization at 0 ºC profoundly elevates the 
conjugation and subsequently the conductivity (Lascelles et al., 1998). This explanation is 
additionally supported by the increased doping level (Table 2), uniform and small particles 
sizes (40–83 nm), and the highest electrical conductivity (1.34×10-3-2.35×10-2 S cm-1) attained 
at this temperature (Fig.2c and Fig.2e).
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TABLE 4 
The electrical conductivity of the undoped PPy and various doped PPy nanoparticles

Polymer Reaction temperature (oC) Electrical Conductivity(S cm-1)
Undoped PPy 25 1.80×10-5

NaDBS-doped PPy 0 1.34×10-3

NaDBS-doped PPy 25 7.89×10-4

SDS-doped PPy 0 2.35×10-2

SDS-doped PPy 25 2.80×10-3

CONCLUSION

Conducting doped PPy nanoparticles were chemically synthesized using NaDBS and SDS 
as dopants, 1-pentanol as a co-emulsifier, and Fe2(SO4)3 as an oxidant at 0 ºC and 25 ºC. The 
presence of  NaDBS or SDS in the polymerization mixture affected the properties  of the 
chemically-prepared, doped PPy nanoparticles (enhanced electrical conductivity, increased 
yield, decreased the size of particles as well as improved the thermal stability of the resultant 
PPy) due to bonding of the anionic part of the surfactant molecules with the PPy chains. The 
results of elemental analysis and FTIR spectroscopy demonstrated that, the surfactant was 
incorporated into the PPy structure. This result is supported by the TGA and DTG results. The 
mass recovery of the doped PPy nanoparticles ranged from 26.82% to 45.71% whereas the 
doping levels, which were calculated based on the elemental analysis data, were in the range 
21.84%–24.02%. Globular PPy nanoparticles with diameters of 40–118 nm and conductivities 
in the range of 7.89×10-4–2.35×10-2 S cm-1 were produced. The doped PPy nanoparticles 
prepared at 0 ºC produced a polymer with higher electrical conductivity than that prepared at 25 
ºC. While the SDS-doped PPy nanoparticle samples showed the highest electrical conductivity 
(2.80×10-3-2.35×10-2 S cm-l), the NaDBS-doped PPy nanoparticle samples exhibited the 
lowest conductivities; 7.89×10-4  to 1.34×10-3 S cm-l. This is due to the bulkiness of NaDBS 
as compared to SDS.
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ABSTRACT

Many residential areas of Kuala Lumpur are susceptible to landslides; this is seen in the frequency of 
landslide occurences in these areas. The objective of this study is to delineate landslide risk areas in 
support of development planning, monitoring and control of unstable areas. In this study, five landslide 
causative factors were extracted from satellite imagery and maps provided by the Geological Survey 
Department of Malaysia. Factors included in the study including land use, river density and lineament 
derived from Landsat ETM image, precipitation amount from rain gauge stations and lithology, were 
extracted from the geological map of the study area. Layers were analyzed and divided into subclasses. 
An average weightage score was applied to calculate the subclasses into percentage weights of influence 
on landslide. Overlay, geo-processing and geo-statistic techniques in GIS were used to discriminate these 
weighted subclasses into landslide susceptibility at low, medium and high levels of risk areas. Results 
showed very high susceptible areas covering 0.21% of Kuala Lumpur of which 5.02% were found in the 
highly urbanized areas. Meanwhile, a landslide susceptibility map was generated to show low, medium 
and high susceptible areas in Kuala Lumpur. Results were verified using recorded cases of landslides in 
Kuala Lumpur which showed a 77% agreement with the study.

Keywords: Landslide, weightage score, GIS, Landsat data, susceptibility mapping, Kuala Lumpur

Article history:
Received: 8 September 2011
Accepted: 10 November 2011

E-mail addresses: 
arm@eng.upm.edu.my (Mahmud, A. R.), 
biwal2000@hotmail.com (Billa, L.)
*Corresponding Author

INTRODUCTION

Landslides are one of the disasters that 
reshape the surface of the earth through 
natural processes and adversely impact on 
the economic lives of people. In recent years, 
there have been many occurrences of landslide 
in areas in Kuala Lumpur and in Malaysia 
in general. Most of these have occurred on 
cut slopes or on embankments alongside 
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roads and highways in mountainous areas. Some of these landslides occurred near high-rise 
apartments and in residential areas, as shown in Fig.1. According to Pradhan et al. (2010a), 
many major and catastrophic landslides have occurred and continued to occur in Kuala Lumpur 
within the last decade. In the last quarter of 2008 alone, five major landslides occurred in Kuala 
Lumpur during the south-east monsoon season with a combined casualty of 331 and 8 deaths. 
Although landslide related deaths have gradually reduced over the years, what is alarming 
is the increasing frequency of its occurrence. For land developers, the choice is to build or 
not to build the housing project, but because of the increasing demands for housing, building 
developments still continue. In this study, five major factors causing landslides in Malaysia 
have been analyzed in GIS to map and delineate land areas that are susceptible to landslides 
in Kuala Lumpur. The aims of the study are to weight the level of influence of each of the 
five factors in combination with other landslide triggering factors and to generate a landslide 
susceptibility map for development controls.

 

Fig.1: Landslides in Bukit Antarabangsa & Damansara Kuala Lumpur (Source: New Strait Times, 
Dec. 2008)

Landslide Susceptibility Mapping

In the literature, many attempts have been made to predict landslides and to prepare 
susceptibility maps by using different methods. Earlier attempts to reduce landslide risk were 
largely a history of management of landslide terrains, construction of protective structures, and 
the use of in-situ sensors for monitoring and warning systems. Generally, landslide phenomenon 
is treated as a natural process affecting the environment, according to Toshiyuki et al. (2008); 
however, when it occurs in populated regions, it becomes a serious matter to be investigated. 
There are three steps in landslide analysis: susceptibility, hazard, and risk (Van Westen, 
2008). Susceptibility involves the weighing of various factors influencing the phenomenon to 
determine the likelihood of the occurrence of a landslide, while hazard determines the danger 
to lives and property, and risk determines costs and financial implication of landslide.
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Landslide susceptibility mapping involves the use of various deterministic and heuristic 
approaches which have been summarized by Yilmaz (2010) and Van Westen, 2008. Some of 
these approaches include data mining based ANFIS, fuzzy logic and artificial neural networks 
(Lee & Evangelista, 2006; Lee, 2007b; Lee & Pradhan, 2007; Pradhan & Lee, 2010a,2010b, 
2010c; Van Westen, 2008; Yao et al., 2008; Pradhan et al., 2009; Pradhan et al., 2010a; Oh & 
Pradhan, 2011; Das et al., 2010), and the original weights-of-evidence method (Akgun et al., 
2011; Pradhan et al., 2010b). The weights-of-evidence model has particularly been effectively 
used for landslide susceptibility mapping, coupled with geographical information systems 
(GIS). In the landslide literature, many examples of landslide susceptibility mapping can be 
seen (Lee et al., 2007; Lee & Pradhan, 2006, 2007; Pradhan et al., 2006, 2008; Youssef et al., 
2009; Pradhan & Youssef, 2010; Das et al., 2010; Pradhan, 2010d,e; Pradhan & Lee, 2010d; 
Nandi & Shakoor, 2010). Regmi et al. (2010) have applied probabilistic and statistical methods 
such as frequency ratio, multivariate, Bayes’ theory based weight-of-evidence and logistic 
regression to landslide susceptibility and hazard mapping.

Pradhan et al. (2011a), based on their extensive study of landslides in Malaysia, concluded 
that only a few studies have been carried out on landslide susceptibility and risk analysis 
(Pradhan et al. (2011b; Pradhan & Bachroithner, 2010; Oh & Pradhan, 2011; Sezer et al., 
2010). Lee and Pradhan (2006) performed landslide susceptibility and risk analyses for Penang 
Island using a frequency ratio and logistic regression model. The use of inventory such as site 
conditions, geology, hydrology, and geomorphology to establish the statistical correlation of 
landslide frequency was also studied. In the study by Pradhan and Lee (2009), artificial neural 
network (ANN) was applied in analyzing landslide hazard based on location, topographical and 
geological factors, as well as other factors obtained from satellite imagery. Landslide hazard 
indices were calculated using the trained back-propagation weights to finally create a hazard 
map that was verified using the landslide locations data. The accuracies achieved in this study 
were between 72%-83%. The ANN technique was again used for landslide in Penang Island 
(Pradhan & Lee, 2009). Other studies have involved the validation and cross-validation of the 
frequency ratio and the logistic regression model in three test areas in Malaysia (Pradhan et 
al., 2010a,b). In a GIS-based landslide hazard analysis using a back propagation ANN model, 
the bias effect of the model was compared with the weights-of-evidence concept (Pradhan & 
Lee, 2010d; Pradhan et al., 2006; Pradhan & Pirasteh, 2010).

Study Area and Causes of Landslides in Malaysia

The study area is Kuala Lumpur, which is located within latitude 03º 2´N to 03º 12´N and 
longitude 101º 38´E to 101º 46´E.  It is a part of the Klang Valley district in the state of Selangor, 
covering an area of 243.6 km2 with a population of 1.3 million people. The study area of Kuala 
Lumpur, as a part of Peninsular Malaysia, is shown in Fig.2.

As land for development becomes limited, the need for improved ways for mapping and 
monitoring of potential landslide areas has become more important. Thus, zoning is used to 
demarcate and map areas for development control. Many of the landslide studies carried out 
in Malaysia have been focusing on the areas in Penang Island and Cameron Highlands, where 
the impacts of landslides on the population are minimal as compared to Kuala Lumpur. Kuala 
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Lumpur is a highly urbanized area, and together with the Klang Valley region, comprises of 
about 20% of the built0up areas in the country (Farisham, 2007). The region attracts a huge 
population as it is the epicentre of development in Malaysia. This has put a heavy strain on 
land and property development, the consequences of which any major landslide events will 
result in the loss of many lives and property. Although there is an increasing frequency of 
landslides in the recent years due to development pressure on land, very few landslide studies 
have been carried out in this area.

Landslide is the rapid slipping of a mass of earth or rocks from a higher elevation to a 
lower level under the influence of gravity and water lubrication. Depending on its size and 
magnitude, it may become a disaster that affects lives and property. Landslides are a frequent 
occurrence in Malaysia, and these can generally be observed during and after heavy rainfall, 
mostly in hilly and cut slope areas. Toshiyuki et al. (2008) noted that 90% of 1310 landslide 
disasters along national highways in Japan were due to the impacts of rainfall. Many studies 
(for instance, Das et al., 2010; Pradhan & Lee, 2009; Vanwesten et al., 2008, etc) have shown 
that other factors related to geological structure, density of faults and lineament, slope angle 
and river density have triggered landslides in Malaysia. Developments are taking place in hilly 
areas around Kuala Lumpur due to housing demands. During these developments, however, 
landslide causative factors such as slope, drainage and vegetation are disturbed, resulting in 
possible landslide occurrence.

 

Fig.2: Malaysia and the study area, Kuala Lumpur. (Source: http://www.geographia.com/malaysia/
map.gif)
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MATERIALS AND METHODS

In this study, an attempt was made to develop a landslide susceptibility map of the Kuala 
Lumpur city using an average weight-age score method. Firstly, landslide causative factors 
such as the density of faults and lineament, slope and river density were extracted from satellite 
data. Landsat TM data, 2004 (Fig.3), with 15 meter resolution (fusion of multispectral band 
of 30 meter resolution with the panchromatic of 15 meter resolution), were processed to 
extract the lineaments and the river density, and also for land-use classification. Rainfall data 
were obtained from the Metrological Department (JPS) of Kuala Lumpur and were further 
interpolated into grid form. River density and rainfall are important parameters, i.e. storm-
water activities caused slopes failures and landslides at many sites in hillside development in 
Malaysia (Mokhtar, 2006). A Lothology map was digitized from the geological map of Kuala 
Lumpur and converted into grid. Contour data of 10m interval were used to construct a digital 
elevation model (DEM) from which the slope map was generated. Table 1 shows the dataset 
used and the various landslide factors processed into spatial data.

The methodology adopted includes image enhancement, filtering, classifications, overlays, 
geo-processing and geo-statistic techniques through image processing and GIS. The flow chart 
in Fig.4 illustrates the remote sensing and GIS steps through which data were processed and 
thematic maps of landslide factors were generated. The river data represent the numerous rivers 
and water bodies present across the city of Kuala Lumpur and their sources. Land-use data were 

 

Fig.3: Landsat TM data (Kuala Lumpur) (Source: Malaysia Remote Sensing Agency)
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Fig.4: The methodological processes of landslide susceptibility mapping

classified into four classes; namely, green land, open area, urban area and water bodies. In the 
geological data, the geological structure was classified into 5 classes: acid intrusive, alluvium, 
schist, limestone and quartz. The rainfall data of 2009 were classified into 5 class levels between 
94 and 122 mm. This was done to quantify the degree of rainfall erosive action with regards to 
the historical records of landslide occurrences in the country, and also to establish a pattern of 
rainfall triggered landslides (Pradhan et al., 2008; Farisham, 2007). The landslide factors and 
their classifications are shown in Fig.5, while lineaments extracted from the Landsat image are 
shown in Fig.6. These classifications were further discriminated using an average weightage 
score to show landslide susceptible areas for Kuala Lumpur.

The average weightage score method was applied on the factors by weighting a high score of 5 
to the factor that has greater influence on landslide occurrence and the one with a smaller influence 
with a factor of 1. Thus, the score of 1 (very low impact) to 5 (very high impact) was given to 
the classes developed for the five factors, and then by using the standard deviation and geo-
processing, the high impact areas for landslide occurrence were identified. All these weights 
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Fig.5: The thematic maps of factors land use, geology, rainfall and slope 

 

Fig.6: Lineaments extracted from Landsat and DEM from contours
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were assigned manually. High density of lineaments was found to be in the congested urban 
areas and places of human activities, especially in the north east of Kuala Lumpur, as shown 
in Fig.7. This complements the citations in most literature that areas with more fracturing and 
faulting are always prone to landslide occurrences. 

The river density of a watershed is an important geomorphic parameter to understanding 
the extent of debris flow and seepage, possible consequences of landslide occurrence. River 
density (Fig.7) was classified into five levels of 0.2 km2 difference. Table 2 shows various 
factors, the classifications given, the score attributed to them, and the percentage area of 
coverage for each classification.

TABLE 1 
Type of Data

Data type Format Scale / Resolution 
Rainfall Raster 50 x 50 meter
LandSat TM Raster 15 x 15 meter
River Vector 1: 100,000
DEM/slope Grid 10 x 10 meter
Geology Grid 1: 100,000
Landuse Grid 1: 100,000

TABLE 2 
Weightage score for the landslide factors

Factor Classes Score Pixels Count Percentage %
Lineament 
Density

0.0 – 0.3 /km2

0.3 – 0.6 /km2

0.6 – 0.8 /km2

0.8 – 1.0 /km2

1.0 <       /km2  

1
2
3
4
5

102400
135692
126621
128664
76486

17.97
23.81
22.22
22.58
13.42

Landuse Water Bodies
Green Land
Open Area
Urban or Built up Area

1
2
2
5

29973
13719
12355
220678

10.83
4.99
4.47
79.71

Rainfall 94mm 
122 mm
130 mm
145 mm
170 mm

1
3
3
4
5

3715
18457
38576
33331
4884

 3.75
18.65
38.98
33.68
4.94

Geology 
Structure 

Acid intrusive
Granite 
Vein Quartz
Schist
Limestone

1
2
3
4
5

178108
782
210778
33852
199099

28.61
0.12
33.85
5.44
31.97
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Slope o

 (degrees)
 0 – 15 o

16 o – 25 o

26 o – 35 o

36 o – 50 o

51 o– 90 o

1
2
3
4
5

236252
73933
48205
67593
79942

46.70
14.61
9.53
13.36
15.80

River 
Density

0.0 – 0.2 /km2

0.2 – 0.4 /km2

0.4 – 0.6 /km2

0.6 – 0.8 /km2

0.8 <       /km2

1
2
3
4
5

22885
32482
25933
30954
25629

16.60
23.56
18.81
22.45
18.59

 

Fig.7: Lineaments and river density in Kuala Lumpur

TABLE 2 (continue) 

RESULTS AND DISCUSSION

A map (Fig.8) was generated to show areas that are susceptible to landslide in five classifications 
(very high, high, moderate, low and very low), with the details of these classes shown in Table 
3. The table also illustrates the percentage area of landslide susceptibility as 0.21% (very high), 
5.69% (high), 39.77% (moderate), 47.96% (low) and 6.37% (very low). Through spatial overlay 
and geo-processing, very high susceptible landslide areas were identified as where thematic 
layer of factors coincide in the range of above 52o (very steep slopes), 139mm and above 
rainfall rate and in a dense lineaments/fault area. Such areas are seen to include North Kuala 
Lumpur which makes up about 0.21% of the study area. This map shows areas that are likely 
to have the potential for landslides. The landuse of such area may determine the consequent 
of an event of landslide in terms of loss of lives and property. The map shows the extent of 
urban area found within the landslide susceptible areas. Few developments were found to be 
in areas that are safe from landslides; this may be attributed to a planning strategy that aims 
to avoid the consequence of floods, which is another major significant disaster occurrence in 
Kuala Lumpur.
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The landslide susceptibility map developed was verified using the records of landslide 
occurrence in Kuala Lumpur from 1999 to 2009. Records were obtained from the National 
Disaster Management Centre and the coordinates of the locations were confirmed from the 
geological survey of Malaysia. The result of the verification showed that out of 43 documented 
cases of landslide in the ten-year period, 33 cases fell within the landslide susceptible areas, 
indicating a 77% agreement with the results of the study. The one scene Landsat imagery 
(85km x 85km) covers the whole area of Kuala Lumpur and at 15m resolution, the level of 
accuracy for the extracted factors (land-use, river density, lineament, etc.) for this landslide 
study were considered to be good. It is also believed that the techniques and methods adopted 
in this study can achieve a higher accuracy with the use of high resolution data (3m) from 
satellite sensor such as Quickbird. 

 

Fig.8: Landslide susceptibility map of Kuala Lumpur

TABLE 3 
Level of landslide susceptibility (Kuala Lumpur) 

 Susceptibility level  Percentage Area (Kuala Lumpur)
1. Very Low  6.37 %
2. Low 47.96 %
3. Moderate 39.77 %
4. High 5.69 %
5. Very High 0.21 %
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CONCLUSION

Factors causing landslides in Malaysia include geology, degree of slope, rainfall intensity, 
density of lineaments and faults and density of rivers. These factors were extracted from 
Landsat ETM imagery, while others obtained from the various government departments. The 
factors were processed using image processing, geo-processing and geo-statistic. Thematic 
layers were analyzed using average weightage score, overlay and geo-statistical processes to 
generate a landslide susceptibility map for Kuala Lumpur. The results showed that 0.21% of 
the areas in Kuala Lumpur have a very high susceptibility to landslides, and these cover about 
5.02% of the urbanized area. A comparison of the recorded landslides in Kuala Lumpur showed 
77% agreement with the study. The study has demonstrated that through streamlining of the 
main factors using remote sensing and GIS, landslide susceptibility maps can be developed 
for regular updates of development control maps. The susceptibility map clearly discriminates 
landslide prone areas by showing urban residential areas within the highly susceptible areas. The 
limitation of the study is that it uses only five major factors impacting on landslides in Malaysia 
and assumes these factors as having the same level of influence on landslide occurrence. Hence, 
the study is not applicable to other regions where the climatic and environmental conditions 
are different from those of Malaysia and areas where earthquakes and tremors are the major 
trigger of landslides.
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ABSTRACT

In this study a GIS model was developed and spatial analytical techniques performed to identify and 
select a suitable location for a waste transfer station in the sprawling suburban town of Petaling Jaya. 
The lack of a transfer station in urban centres of Malaysia has caused many problems and affects the 
efficiency of waste collection and disposal. With diminishing space for landfills and the increasing cost of 
solid waste management, the need for urban solid-waste recycling has become very important. However, 
finding a place for waste to be efficiently sorted before unwanted waste can be carried to disposal 
landfills has social and physical constraints. This study applies GIS techniques and analysis for site 
selection and identifies an acceptable area. In the model, environmental, physical and social constraints 
were taken into account, resulting in the selection of a potential area that is acceptable to the residents 
of the area because it is out of range of causing public nuisance and within minimum travelling distance 
for collection vehicles. The results show that the potential location for the transfer station should be in 
proximity of the industrial area of Petaling Jaya, allowing for the possible sale of recyclable materials 
to local industries. The location is also sited near a major highway to allow quick transportation of the 
rest of the unwanted waste to the landfill. 
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INTRODUCTION

In recent years, municipal waste recycling 
has been encouraged as a sustainable method 
for waste management due to environmental 
concerns and diminishing land for landfills. 
Extensive studies of waste composition in 
Petaling Jaya and most urban centres of 
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Malaysia have shown that there is a high percentage of organic (71.2%) and of non-organic 
(28.8%) material in the waste produced (Meulen, 1996; UNCHS, 1994; Arshad, 1992). Waste 
composition in Malaysia shows that significant reduction of the amount disposed of at landfills 
can be achieved if an efficient system of waste separation is in place to separate waste for idea 
compost or recyclable materials (Triantafyllou & cherrett, 2009; Lopez et al., 2008). Attempts, 
however, to encourage people to separate their waste at home have not been successful. 
Suggestions have been made by different interest groups for the waste-management authorities 
and agencies to conduct waste separation by themselves. Till now, waste management 
companies have not been able to site and efficiently operate a transfer station in Malaysia due 
to social and operational constraints.

Geographic Information System (GIS) application and modelling in solid waste 
management

Geographical information systems have traditionally focussed on environmental mapping and 
monitoring of the changes within the local and regional environments. As computer technology 
improves more software is being developed to increase the range of research in the application 
of GIS in areas such as solid waste management (Ghose et al., 2008; Lopez et al., 2008; 
Goodchild, 2003; Li et al., 2001). Some of these GIS planning applications include the location 
and selection of sites, visualisation, interpretation and the forecasting and modelling of various 
spatial phenomena. They are best performed using a prescriptive model. A prescriptive model 
in its purest form is designed to impose a best solution for problems in which a description of 
existing conditions is insufficient as a decision aid (Chalkias & Lasaridi, 2010; Karadimas & 
Loumos, 2008; Tomlin 1991). According to DeMers (2002), the prescriptive model is more 
closely associated with answering the “what should be” type of question. GIS modelling 
scenarios may be applied to answer such questions as: What is the best location in which to 
site a factory?; and What is the most likely place to reintroduce falcons in the southwestern 
United States? 

Geographic Information System (GIS) application in solid waste management

There is specific solid waste management software such as the Solid Waste Integrated 
Management Model (SWIM) (Wang et al., 1996). Although these packages have strong tools 
for waste statistical analysis, they lack the spatial analysis, modelling and visualisation tools that 
general GIS have. They are thus limited in spatial data processing that are sometimes required 
in site evaluation and the selection of suitable land for a transfer station or landfill. General 
GIS application in waste management involves the routing of waste collection and shortest 
path analysis. But perhaps the widest areas of GIS applications in waste management are in 
the selection, management and monitoring of waste disposal sites (Banerjee, et al., 2004). This 
involves the overlay factors that are processed into GIS thematic maps such as the slope of the 
land, the soil type, the depth of the bedrock, the depth of the ground water and the distances 
to historic sites, main roads and towns. Various spatial processing and geospatial analytical 
processes are performed to identify possible sites/locations best suited for the development of 
a waste disposal site (Oliveira & Borenstein, 2007; Wolfgang & Gang, 1997; Massie, 1997). 
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Where the identification of a transfer station is a problem to be resolved, the factors that may be 
processed will include social-cultural considerations such as smell and proximity to residential 
areas (Chalkias and Lasaridi, 2010; Triantafyllou and Charrett, 2009; Vijay et al., 2008).

In a general GIS modelling, Gruenert et al. (2010) identified three stages i.e. data, process 
and parameter models to be executed in a hierarchical process. The first stage, “data model”, is 
concerned with the observational process which specifies the distribution of the data given the 
fundamental process of interest and parameters that describe the data model. The second stage 
then describes the process, conditional upon other process parameters. The last stage models the 
uncertainty in the parameters from both the data and process stages. This hierarchical process 
is not new in disciplines such as statistics; however, the basic formulation for modelling spatial 
and spatio-temporal processes in the environment is a new development (Longley et al., 2005). 
This method allows problems to be simplified by breaking them down into sub-problems. 

MATERIALS AND METHODS

The study area is located in the fast growing urban municipality of Petaling Jaya in Malaysia 
(Fig.1). About 200tons of municipal waste is collected from the housing and residential areas 
of Petaling Jaya daily. This waste is disposed of at a sanitary landfill that is 26.6km away, a 
distance that has increased the cost of waste collection. The rising cost is a major concern for 
the local municipal council (MPPJ), and efforts are being made to minimise waste collected 
through waste recovery for reasons of environmental protection, cost of transportation and 
landfill and the diminishing space for landfill. There is a nationwide recycling programme, 
“Project Bumiku” the objectives of which are reflected in the waste recycling practices in 

 

Fig.1: Study area (Petaling Jaya)
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Petaling Jaya. The programme is ongoing, and aims to get citizen participation in community 
development, mobilise various interest groups, promote community development through a 
comprehensive community education programme and promote a clean and beautiful urban 
environment through a better community . According to Vijay et al. (2008), for recycling 
programmes to be successful especially in commercial and some housing areas, there is the 
need for transfer stations. At the transfer station waste can be effectively sorted out to remove 
recyclable items.

Waste collection for zone 8 and 9 study areas (MPPJ municipality)

Waste collection and the layout of the situation is better explained by the thematic map generated 
from GIS (Fig.2). The map displays the two zones considered in this study and the type and 
quantity of waste for each collection sector. This study revealed that the average population 
density in zone 9 is 93/ha and the average waste generation rate for the zone is calculated at 
0.50kg/capita. The total daily waste production is 9,525.4kg and after effective recovery the 
expected waste for daily disposal in the zone is 4420.1kg. On average, waste collected from 
medium income households account for over 85% of the waste expected for collection. Details 
of the waste generation rate by sector in zone 9 are presented in Table 1.

Zone 8 collection sector has an average population density of 62/ha and the average waste 
generation rate is 0.55kg/cp/d. With the number of housing units at 3273, the population of the 
zone is calculated to be 16,365. The total waste generated is 8,875.2 kg/day. The low population 

 

Fig.2: The type and quantity of waste for each sector
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density of the sector is believed to sometimes cause lapses in the waste collection process of 
the area. The statistics for waste collection in zone 8 are presented in Table 3 . According to 
Tchobanglous et al. (1993), in operational waste management, such low density areas are 
required to have a transfer station so as to minimise waste collection costs. The transfer station is 
used for effective material recovery. In zone 8, the expected waste for collection after recovery 
is calculated to be 4,118.14kg (Table 2). 

TABLE 1 
Waste from zone 9

Col. Sect. No. Hse. Gen Rate Qty/day in kg Qty 3/week Col. kg Qty after Rec k g
S 6 978 0.38 2082.40 4164.00 966.16
S 4 695 0.56 1974.00 3948.00 916.22
S 20 668 0.51 1713.60 3427.20 795.18
S 3 695 0.52 1812.20 3624.40 840.90
S 18 694 0.56 1943.20 3886.40 901.64
Tot. 3730 0.50 9525.4 19050 4420.1

Col.: Collection, Gen: Generation, Qty: Quantity, Rec: Recovery, Sect: Sector, Tot: Total, Hse: House

TABLE 2 
Waste from zone 8

Col. Sect. No. Hse. Gen Rate Qty/ Day, kg. Qty 3/wk Col. kg Qty after Rec. kg
S 2 556 0.88 2446.40 4892.80 1135.24
S 13 606 0.56 1677.20 3354.40 778.10
S S 858 0.47 2004.55 4009.10 929.98
S 5 838 0.43 1863.50 3727.00 864.84
S 7 415 0.41 883.55 1767.10 409.98
Total 3273 0.55 8875.20 17750.40 4118.14

Col. Sect.: collection sector, No. Hse.: number of houses, Gen Rate: Generation rate,  
Qty/Day,kg.: quantity per day in kilograms, Qty 3/wk Col.kg: quantity of 3-weeks collection in 
kilogram, Qty after Rec. kg: quantity after recycling in kilogram

Data and modelling process

The data used in developing the waste collection GIS include residential housing, land use and 
road network. The GIS layers were prepared with detailed attributes of the different housing 
types, land use types and road network types. The modelling process was developed based on 
the prescriptive (DeMers, 2002) and hierarchical (Gruenert et al., 2010) modelling techniques 
to identify the suitable location for a transfer station. Data models were established based on 
standards and environment considerations for establishing and operating a transfer station as 
suggested by Tchobanoglous et.al. (1993). The spatial and non-spatial data used includes land 
use, housing, street blocks, road network, build-block types and attributes of other features. The 
process model was established based on the concerns of local residents, and developed into 
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a set of criteria to evaluate the suitability of alternatives. The following set of initial criteria 
was established:

 • Land reserved for industrial development or open unused land

 • At least 200m away from residential, commercial and other public land use

 • Within 100m of a main primary distributor road

 • In acceptable travel distance (not more than 10km) away and from the waste 
management depot and all the waste collection sectors/routes in Petaling Jaya

The spatial modelling processes involved spatial and proximity analysis as illustrated in 
Fig.3. Techniques such as buffering, union and overlays were performed using Arc/Info and 
ArcView GIS platforms. The study was limited to identifying the best area within the study 
area and taking into consideration the highly residential nature of the area. 
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Fig.3: GIS modelling process for transfer station selection

RESULTS AND DISCUSSION

The need for transfer operations arises in consideration of economic and effective waste 
separation and recovery reasons (Tchobanglous, et al., 1993; Tchobanglous, et al., 1977). 
Some factors that make the operation of a transfer station attractive for Petaling Jaya include 
(1) the presence of illegal dumps and large amounts of garbage, (2) the location of disposal 
sites relatively far from collection routes, typically more than 25km away, (3) the use of small 
2- to 3-ton capacity collection trucks to collect and convey waste along the narrow residential 
streets of Petaling Jaya (4) complex residential street network and the existence of low-density 
residential areas and (5) the high cost of waste collection and disposal. 
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Spatial modelling to identify a transfer station involved a series of geospatial processes of 
GIS layers. Attributes of these layers were selected, classified, buffered, merged and intersected 
to delineate suitable sites. In the road network data, the primary, district and local distributor 
roads were selected to create an ArcInfo coverage file “RDcov” on which a buffer of 100m was 
developed. Thus, the potential site should fall in a 100-m proximity of these main distributor 
roads (RDbuff). This ensured that waste brought to the station for separation was kept at the 
station no longer than expected. After separation unwanted waste could be transported through 
the modelled proximity to major highways (RDbuff) rapidly and directly to the landfill site. 
The attributes of commercial and housing areas in the housing data were selected and a buffer 
of 200m created (CHbuff). This is to ensure that the potential transfer site will be outside the 
exclusion zone of commercial and housing activities. The suitable area will thus be out of range 
and will not cause public nuisance by emitting foul smells. Fig.4 shows the buffered primary 
roads and the buffered housing areas.

The buffered thematic layers RDbuff and CHbuff were merged to create a combined layer of 
processed road and commercial and housing attributes (RCHbuff). This layer was then overlaid 
with the reselected industry attributes from the land use data file to generate the potentially 
suitable location for the transfer station (TS) site. The thematic map (Fig.5) displays the results 
of the potential area, where after further evaluation the location of the transfer station site is 
made in the study area. The map shows the industrial area and the buffered predominantly 
housing and commercial area. The potential transfer (Fig.6) shows the spatial modelling process 

 

Fig.4: Buffer of primary roads and housing area
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where factors under consideration were transformed into thematic layers. Using these thematic 
layers, the search for a potential location was narrowed to the area depicted in light colour 
covering about 76.3ha within the industrial zone. This site was further evaluated using on a 
ten-point weightage score based on (a) adjacent land uses, (b) off-site visibility, (c) closeness 
to collection areas, (d) closeness to a highway/primary road and (e) cost of land.

Fig.7 shows the area that has been identified for the development of the transfer station. 
All environment factors and the concerns of the residents were evaluated in the model. The 
site is located only 100m away from a major primary road; this was to allow quick and easy 
access for big waste collection trucks to move in and out of the area with undue obstruction. 
The immediate land use is a paint factory some distance away; moreover, being in an industrial 
zone also has it benefits as the sale of recycled materials such as paper, glass, metals etc. to 
other industries in the vicinity can be made. Residential houses were not located within the 
area and the transfer site was not visible from the housing area. People living nearby will thus 
not be able to see the activities at the transfer station.

 

Fig.5: Map of 100 m buffer of housing/commerce overlaid by industry
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Fig.6: Modelling potential areas for placement of the transfer station

Fig.7: Identification of transfer station location
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CONCLUSION

Studies show urban solid waste composition in Malaysia to be 71.2% organic and 28.8% 
non-organic with significant potential for reducing waste through waste separation. This has, 
however, not been possible due to the difficulties of identifying a suitable place for a transfer 
station for efficient waste separation. The increasing potential of GIS in spatial analysis and 
modelling has made it possible to develop scenarios of site selection taking into account socio-
cultural, environmental, physical and waste management operational concerns. Currently, a 
lot of waste management software incorporates GIS functionalities but do not provide the full 
potential of GIS capabilities required for spatial and modelling analysis for site selection and 
the identification of transfer stations.

In this study GIS spatial modelling together with geospatial techniques were applied in the 
identification and selection of a suitable site for the development of a transfer station in Petaling 
Jaya. What could have turned out to be a complex decision-making process was simplified 
through a hierarchical modelling process. The process criteria were extremely relevant to public 
concerns about locating a waste separation close to residential areas. The GIS helped to limit 
environmental and socio-economic concerns to spatial factors that were further processed to 
isolate a potential area. The most suitable location for a transfer station was identified in the 
industrial area of Petaling Jaya. Locating the transfer station in an industralised area will allow 
the potential reuse of separated and recyclable items by other industries. The location was also 
in proximity of a major highway, thus waste meant for the landfill could be easily transported 
with little disturbance to the public and regular road traffic. The modelling processes that were 
developed are flexible enough to be implemented in a different study area with a different 
set of criteria and constraints. Over all, the GIS processes were effective and efficient for the 
collection, organisation, analyses and manipulation of the data and environmental conditions 
for the identification of the transfer station site.
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INTRODUCTION

Fibre board is a type of engineered wood 
product that is made out of wood fibres (The 
American Heritage Dictionary of the English 
Language., 2004; Carll, 1986). Types of fibre 
board in order of increasing density include 
particle board, medium-density fibre board 
and hard board, also called high-density fibre 
board. Fibre board is sometimes used as a 
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synonym for particle board, but particle board 
usually refers to low-density fibre board. 
Fibre board, particularly medium-density 
fibre board, is heavily used in the furniture 
industry. For pieces that will be visible, a 
veneer of wood is often glued onto fibre board 
to give it the appearance of conventional 
wood. Medium Density Fibreboard (MDF) 
was first developed in the United States 
during the 1960s, with production starting in 
Deposti, New York (Laurel, 1996). A similar 
product, hard board (compressed fibre board), 
was accidentally invented by William Mason 
in 1925, while he was trying to find a use for 
the huge quantities of wood chips that were 
being discarded by lumber mills (Laurel, 
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1996). He was attempting to press wood fibre into insulation boards but produced a durable 
thin sheet after forgetting to shut down his equipment. This equipment consisted of a blow 
torch, an eighteenth-century letter press, and an old automobile boiler. Wood chips, shavings 
and sawdust typically make up the raw materials for fibre board (Margosian, 1995; Koenig, 
1996). However, with recycling becoming the norm today as a result of global concerns over 
an increasing degraded environment, waste paper, corn silk and even bagasse (fibre from 
sugar cane) are now being used as well to produce MDF. Other materials are being recycled 
into MDF as well. One company is using dry waste materials at a rate of 100,000 tons a year 
(Laurel, 1996). In addition to waste wood, cardboard, cardboard drink containers containing 
plastics and metals, telephone directories and old newspapers are being used at this company. 
Synthetic resins (Dimethylol urea-DMU/urea formaldehyde -UF, melamine formaldehyde-MF 
and phenol formaldehyde-PF) are used to bond the fibres together and other additives such as 
fire retardants-FRs may be used to improve certain properties (Buschfeld et al., 1991; Cartridge 
& Sharpe, 1975; Robitschek & Christensen, 1976). Agricultural biomass has also been used 
to make particle or fibre boards (Uhland et al., 2003). Another method for recycling rubber 
scrap to yield a final product of various thicknesses and various widths and lengths capable 
of consolidation into a variety of building product materials is also available (Jamison, 1995).

The massive presence of Nipa palms in the coastal ecosystem of Nigeria has contributed 
to the migration of fauna resources to areas that cannot cope with the volume both physically 
and ecologically; hence, reduction in breeding and reproduction has become a need . Nipa 
does not absorb pollutants, thus toxic particulates or sediments become a source of micro 
fauna and flora depletion (Fagbemi et al., 1988). Nigeria has the largest mangrove wetland in 
Africa with its rich floristic mangals and fauna population (Fagbemi et al., 1988). The greatest 
concentration of mangrove germplasm is in the Niger Delta Region of Nigeria (Kahn, 1988). A 
combination of factors, including anthropogenic and ecological factors, is threatening to reduce 
the relevance of mangrove wetland in the environmental and socio-economic scheme of things. 
When Nipa palm seedlings were introduced into Nigeria in 1906 in Calabar, nobody thought of 
the ecological consequences that might follow (Peters, 1995). The changes to the environment 
that have resulted from the introduction of Nipa palm into Nigeria has given rise to several 
negative appellations being given to Nipa palm (Umotong, 1997; Ojebo, 2002; Ekpunobi et al., 
2012). They include: “prostate alien palm”, “good for nothing”, “exotic invader”, ecological 
disaster”, “tragic mistake”, “worthless plant”, “the nuisance plant”, “unfruitful palm”, “useless 
palm” and “environmental menace”, to mention but a few. In the bid to fight this ‘intrusion’ 
of the Nipa palm, the mid-ribs of the palms are cut and thrown away; these wasted mid-ribs 
were the focus of this research, which studied the feasibility of producing fibre board from 
the cut-away sections of the Nipa palm after mixing with waste HDPE fibres. The densities of 
the boards produced were then determined. The effect of density on the ability of the boards 
to absorb water was also determined. 

MATERIALS AND METHODS

The mid-ribs of Nipa palm were collected from the coastal region of Oron, with the help of the 
staff of the Nipa palm Utilization Project Centre, National Museum, Oron, Akwa Ibom State, 
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Nigeria. The mid-ribs of Nipa palm and plastic waste (HDPE) were utilised in production of 
fibre board as described (Ekpunobi et al., 2012). One kilogramme of particles together with 
the crushed plastic wastes for each composition was blended with epoxy resin with melamine 
serving as filler and formed into mats and then hot-pressed into solid panels. The following 
compositions were made on a dry-matter basis.

 • 100% fibre (fibre only)

 • 90% fibre (90% fibre + 10% plastics)

 • 80% fibre (80% fibre + 20% plastics)

 • 70% fibre (70% fibre + 30% plastics)

 • 60% fibre (60% fibre + 40% plastics)

The mixture of binder and inert filler was constant throughout the composition and is in the 
ratio 6:4 respectively. Compressing was done at 176oC , 2–3MPa (47.7KN) and for 60 minutes 
each using a hydraulic press of Model Cat c 43/3, Serial No. 9403626 and Capacity 2000KN. 
The mould for compressing was a metal cylindrical mould with 161.6mm internal diameter, 
with a nominal capacity of 950cm3 and a height of 116.3m fitted with a detachable collar and 
a base plate. After compressing, the boards were left for 3 days in an air-conditioned room for 
drying. The different panels produced were weighed and recorded. The volume was calculated 
by measuring the different sides and recorded. Chunks of 45-by-22mm2 of all samples were 
further subjected to 24-hr water-soaking according to ASTM D 1037 standard. This was in 
order to calculate the swelling thickness (ST) of the samples as well as the water absorption 
of the panels produced. Thickness measurements of panels were done at the edge one (E1), 
Centre (C), and the other end edge (E2) at the end of soaking. The readings were recorded and 
the average taken as AT1 (Initial average thickness) and AT2 (Final average thickness)

2 1

1

AT AT 100%S.T X
AT 1

−
=  (1) 

 
 

(Ekpunobi et al., 2012; Quinglin, 2001; Van Vlack, 1975)

All the samples at the end of soaking were weighed, and the weights noted (W1); they were 
then oven-dried at 103oC to a constant weight and the weights noted (W2) again. The water 
absorption was calculated thus (Ekpunobi et al., 2012);

1 2

1

W W 100W.A X
W 1
−

=  (2)

RESULTS AND DISCUSSION

The density for each board type is shown in Fig.1 in comparison with European Standard 
EN312-3 specification for interior finish. The general density profile of the samples had a 
polynomial shape indicating an irregular density gradient and all were seen to be slightly lower 



Ekpunobi, U. E., Eboatu, A. N. and Okoye, P.-A.

502 Pertanika J. Sci. & Technol. 21 (2): 499 - 506 (2013)

than the EN standard except for the 70% and 60% fibre which showed a great disparity. Density 
of the 100% fibre (fibre only) 648kg/dm3 was lower than that of 90% fibre (10% HDPE) 678kg/
dm3 and 80% fibre ( 20% HDPE) 669kg/dm3 but higher than 70% fibre (30% HDPE) 601kg/
dm3 and 60% fibre (40% HDPE) 536kg/dm3.

Swelling thickness as a function of % fibre is shown in Fig.2 after 24 hours of water 
soaking. A uniform swelling across the edges was obtained for all the samples except for 60% 
fibre, which gave a higher swelling at edge 2 followed by the centre and then edge 1 as shown 
in Table 1. A linear relationship was obtained. There was a gradual increase in the swelling 
thickness as % fibre decreases. 100% fibre has a swelling thickness value of 4.8, 90% fibre, 
4.9, 80% fibre, 4.8, 70% fibre, 6.9 and 60% fibre, 8.0. In comparison with EN Standard, all 
but 60% fibre met the Standard value. 

TABLE 1 
Swelling across the edges
          
% Fibre  E1 (mm)  C (mm)  E2 (mm)  Ave (mm)
 100  1.20  1.20  1.20  1.20
  90  1.25  1.25  1.25  1.25
  80  1.25  1.25  1.25  1.25
  70  1.70  1.70  1.70  1.70
  60  1.90  1.95  2.00  1.95 

Water absorption as a function of % fibre is shown in Fig.3. There was a slight decrease in 
water absorption from 90% fibre of value 10 to 80% fibre of value 9.7, after which the water 
absorption increased in linear fashion from 90% fibre to 50% fibre value 13. The increase was 
thought to have been due to low interaction of high dosage of HDPE waste with the binder as 
well as to the particle size distribution of the plastic waste. A predictive model equation was 
obtained by regression analysis as shown in equation (3). The equation gives an indication of 
what is expected from the water absorption capabilities of boards produced as the different 
% plastic wastes are incorporated into the Nipa palm fibres, invariably altering the density. 
The significance of this result implies that the boards have special water resistant property, a 
feature which makes them suitable for use in areas of high humidity or occasional wetness. 

Predictive model equation :

Y= 0.0833x4- 1.0667x3+ 4.9667x2 - 8.9833x + 15       (3)

R2 = 1

Where Y = Dependent variable = Swelling thickness

X = Independent variable = % Fibre

R2 = Fitness coefficient
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On comparing the densities of the boards with the level of water absorption, it was observed, 
as given in Table 2, that as the density of the boards increased, the ability of the board to absorb 
water decreased and vice versa.

TABLE 2 
Comparison of density and water absorption of boards 
       
Fibre %  Density (kg/m3)  % W.A 
100  648   10.0   
90  678   9.7
80  669   10.7
70  601   11.6
60  536   13.0 
 
CONCLUSION

It is observed that the mid-ribs of the Nipa palm can be put to profitable use in particle-board 
production for targetted interior decoration application rather than simply throwing them away 
once they are cut. It is also observed that as more plastic wastes are incorporated into the Nipa 
fibres, the boards become less dense, and more water is absorbed. It is therefore possible to 
conclude that these Nipa-palm particle boards have a special water-resistant property, making 
them suitable for use in areas of high humidity or occasional wetness. 

The impact of this finding on the future of Nigeria and other countries with a similar 
climate, for instance, Malaysia, is indeed significant. In the near future, an industry arising 
from uses of the Nipa palm may not only provide employment for ever increasing populations 
especially in the developing world; it can also yield an income for these countries that area 
able to nurture the Nipa palm.
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ABSTRACT

Recent rootkit-attack mitigation work neglected to address the integrity of the mitigation tool itself. 
Both detection and prevention arms of current rootkit-attack mitigation solutions can be given credit 
for the advancement of multiple methodologies for rootkit defense but if the defense system itself is 
compromised, how is the defense system to be trusted? Another deficiency not addressed is how platform 
integrity can be preserved without availability of current RIDS or RIPS solutions, which operate only 
upon the loading of the kernel i.e. without availability of a trusted boot environment. To address these 
deficiencies, we present our architecture for solving rootkit persistence – Rootkit Guard (RG). RG is a 
marriage between TrustedGRUB (providing trusted boot), IMA (Integrity Measurement Architecture) 
(serves as RIDS) and SELinux (serves as RIPS). TPM hardware is utilised to provide total integrity of 
our platform via storage of the aggregate of the clean snapshot of our platform OS kernel into TPM 
hardware registers (i.e. the PCR) – of which no software attacks have been demonstrated to date. RG 
solves rootkit persistence by leveraging on one vital but simple strategy: the mounting of rootkit defense 
via prevention of the execution of configuration binaries or build initialisation scripts. We adopted the 
technique of rootkit persistence prevention via thwarting the initialisation of a rootkit’s installation 
procedure; if the rootkit is successfully installed, proper deployment via thwarting of the rootkit’s 
configuration is prevented. We had subjected the RG to 8 real world Linux 2.6 rootkits and the RG was 
successful in solving rootkit persistence in all 8 evaluated rootkits. In terms of performance, the RG 
introduced a maximum of 11% overhead and an average of 4% overhead, hence permitting deployment 
in production environments. 
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INTRODUCTION

Recent research into rootkit-attack mitigation focusses upon two major categories: detection 
and prevention. Recent works from the first category includes Nguyen et al. (2007), Doug et 
al. (2007) and Riley et al. (2007).

Two collective traits are identified within the RIDS works. The first is that the method 
employed rests on the fact that detection is based on kernel integrity. Violation of kernel integrity 
signifies rootkit compromise. The second is that there exists no mechanism for the guarantee of 
platform integrity from the moment the terminal is booted until the kernel loads. With the RIDS 
codes or tool deployed and functioning at the kernel level, we can assert that vulnerabilities 
exist even from the moment the BIOS boot block code loads until the OS kernel becomes 
available. Overcoming this vulnerability requires a trusted boot process, where integrity can 
be preserved from the moment the BIOS code loads until the kernel loads. 

Realisation of the trusted boot is achievable via the availability of a boot-loader with 
Trusted Computing Group (TCG) support, which mandates the utilisation of hardware-based 
anchorage for a stage by stage integrity measurement, starting from the BIOS, boot-loader and 
finally the OS. In guaranteeing platform integrity, execution of the next stage is only permitted 
after the preceding stage has been guaranteed of its safety. Highly reliable integrity of RIDS 
solutions is attainable if existing RIDS solutions are complemented with TrustedGRUB (Ulrich 
Kühn, 2007). 

In the detection category, we discovered that no mechanism is available to provide a truly 
reliable guard (the detection codes or tool) i.e. if the integrity of the guard is compromised, 
how do we trust the guard any further and who can we trust after a compromise occurs? 
Furthermore, how can we ensure that the guard can never lie about its current state, even in 
the compromised state? 

The answer is of course to have a guard that can never be tampered with. We present the 
use of an IMA-based (Riener Sailer et al., 2004) RIDS (Integrity Measurement Architecture) 
with TPM hardware anchorage, which provides total reliability of the OS kernel via storage of 
digitally signed aggregate of the clean snapshot of the OS kernel into TPM hardware registers 
(i.e. PCRs), the theft of which is possible only with physical attacks mounted on the TPM chip. 
To date no theft or attacks have been found to be viable through software. The TPM PCR was 
able to anchor clean snapshots of the OS kernel, ensuring the availability of a truly reliable 
guard in the event of compromise.

Recent works in the second category include Secvisor by Arvind Seshadri et al. (2007), 
NICKLE by Riley et al. (2007), HookSafe by Zhi Wang et al. (2009) and IFEDAC by Ziqing 
Mao et al. (2011) . Secvisor employs enforcement of Write + Execute in memory pages of 
guest OS, barring non-authorized codes from being executed with kernel-level privileges. 
NICKLE employs memory shadowing technique utilising shadow physical memory in 
VMM (Virtual Machine Monitors) for performing authentication of kernel code in real-time 
execution, ensuring only trusted codes be permitted for execution , in turn ensuring freedom 
from rootkit codes. In Hooksafe, rootkit defense is mounted via protection of kernel hooks in 
guest OS of hypervisors from being hijacked via relocation of dedicated page-aligned memory, 
and hardware-based page-level protection is utilised for access regulation of kernel hooks. In 
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IFEDAC, the marriage of DAC and MAC is utilised for achieving the best of both worlds 
for the aim of the development of a malware-resistant DAC-MAC system, which guarantees 
security via permitting user-defined objects (e.g. files) in the OS to be trusted, and employing 
MAC policies for ensuring malware such as Trojan Horses fails to remain persistent in the 
event the malware is successful in its deployment.

Although advanced techniques such as memory shadowing (as per NICKLE) and kernel-
hook protection (as per HookSafe) were employed, the majority of rootkit-mitigation works 
neglected one simple but vital factor in rootkit defense i.e. rootkit defense can be mounted via 
prevention of the execution of configuration binaries or build initialisation scripts.

Taking this into consideration, we utilised SELinux (Richard Haines, 2010) MAC 
(Mandatory Access Control) mechanism where all files (objects) are assumed as a threat 
unless otherwise specified. The availability of the MAC configuration mechanism of SELinux, 
with its dynamic programming language like SELinux policies, enables the labelling of OS 
objects and files via file type enforcement labelling, which labels files into trusted and non-
trusted objects, granting rwx (read, write and execute) permissions to objects deemed trustable 
by the OS administrator. In order to preserve normal OS operations, policies were written 
for the trusted and permitted execution of binaries only in the /bin and /sbin directories. Our 
experiment with 8 real-world Linux kernel 2.6 rootkits demonstrates that all these 8 rookits 
require some form of configuration prior to deployment and for proper operation and that 
SELinux is effective and successful in the prevention of the execution of configuration binaries 
and build initialisation scripts. 

A collective trait of Secvisor, NICKLE and HookSafe, all rootkit defenses, was mounted 
in hypervisors (also known as Virtual Machine Monitors or VMM) using guest OS. We wish to 
point out that recent and the majority of rootkit prevention works are carried out in hypervised 
environments, hence, there is no benchmark to evaluate both the performance and effectiveness 
of the published rootkit-defense methodologies. IFEDAC, while deployed in real time, neglects 
to address the integrity of the guard itself, i.e. how does IFEDAC ensure that the DAC itself 
remains trustworthy in the event malware targets the DAC?

In an attempt to complement existing rootkit defenses, we present the RG (Rootkit Guard), 
an architecture of merged SELinux MAC (Mandatory Access Control), an IMA-based RIDS 
(Rootkit Intrusion Detection System), with TPM hardware-based anchorage and SELinux-based 
RIPS (Rootkit Intrusion Prevention System), deployed in real time. To ensure the integrity of 
our platform from boot-up until the kernel loads, whereupon SELinux would be available, we 
leverage such guarantee using TrustedGRUB. In short, RG possesses these features: ability 
to detect presence of rootkit, the ability to never lie about its compromised state and ability 
to prevent the manifestation of rootkits via the prevention of the execution of configuration 
binaries and build initialisation scripts. RG further provides an encrypted loopback partition 
for storage of vital data if a compromise is detected. The partition’s private key is stored in 
the TPM hardware register, hence, the impossibility of theft or software-mounted assaults.

Currently, to demonstrate the viability of the RG, we installed 8 real-world rootkits and 
attempted the prevention of the execution of both: i) the configuration binaries deemed essential 
for the proper deployment of the tested rootkits and ii) the build initialisations scripts (written in 
bash, perl). We demonstrated the successful thwarting of both via utilisation and enforcement 
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of SELinux MAC policies. In terms of performance, evaluation utilising the UnixBench 5.1.3 
micro-benchmarking tool introduced only a maximum of 11.3 % of system overhead and an 
average of 3.78 % of system overhead. The reasonable overhead has minimal impact on a 
running OS and, hence, we believe, practical, real-world deployment is feasible.

As at the time of writing of this paper, RG has been implemented in virtualised environments 
using the VirtualBox VMM (Virtual Machine Monitor). We shall, at a later stage, port our RG 
implementation to real-time execution .Our work (conducted in real time) provides the actual 
scenario of rootkit prevention operating in real time. In terms of deployment in robustness, we 
dare assert that our work supplements the clearest and most accurate results for the consideration 
of the adoption of our RG in production environments or in environments where the use of 
virtualised guest OS is neither possible nor practical.

The rest of this paper is organised as follows: we present next the design of our RG, 
followed by details of implementation (under the section Materials and methods), proceeding 
to the evaluation of our RG in the section Results and discussion where we demonstrate the 
RG’s effectiveness in preventing rootkit configuration and performance benchmarking and, 
finally, end with the section Conclusion.

RG DESIGN GOALS AND ASSUMPTIONS

Design goals

The main design goal of RG was to merge TPM hardware-anchored RIDS i.e. IMA with the 
implementation of MAC-based Linux security i.e. SELinux for RIPS purposes with a trusted 
boot guaranteed by TrustedGRUB, the integrity of which is also guaranteed by the TPM 
hardware. We found that recent rootkit-defense work neglected to consider the importance 
of ensuring integrity from system boot until the deployment of rootkit defense mechanisms. 
The novelty of our work is that this is the first of its kind: we integrated TrustedGRUB, IMA 
and SELinux into a single entity, yielding a TPM hardware-anchored RIDS i.e. a RIPS rootkit 
defense mechanism with trusted boot feature. To summarise, we developed a rootkit-mitigation 
methodology or tool that can never lie about its state (feature provided by the TPM hardware), 
and for the effective implementation of rootkit-attack mitigation, permits only trusted objects 
to be granted security clearance (feature provided by SELinux). 

As mentioned in the introduction, recent efforts in overcoming rootkit persistence have 
yielded numerous solutions to the variety of methods to overcome rootkit persistence. Our 
work discovered that rootkits would fail to be persistent if its installation is thwarted or if it 
failed to be properly configured prior to deployment. Hence, another goal of our RG was to 
attempt the prevention of rootkits before they can even begin installation procedure, and if the 
rootkit has been successfully installed, to prevent its deployment via thwarting its configuration.

Assumptions

Our RG design and operation are based on these assumptions:

i. Rootkits may infiltrate, but will fail to accomplish proper deployment if their binary fails 
to execute for initialising the rootkit or for configuration purposes.
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ii. A platform may be compromised but it will reveal that it is in compromised state i.e. the 
platform never lies on the integrity of its state.

iii. The RG’s RIDS, although employing a commonly deployed method of comparison of 
healthy with altered hash values in the IMA, operates without the availability of intelligent 
heuristics algorithms. Hence, the RG serves to alert the OS administrator of a possible 
compromise and the user can then decide if the alert is one of false positive or vice versa.

iv. Our incorporation of SELinux as rootkit prevention mechanism with MAC implementation 
operates based on the presumption that all files are treated as malicious unless otherwise 
specified in the SELinux policies. Hence, rwx file permission privileges are granted only to 
files permitted by deployed SELinux policy, configured by the OS administrator.

v. RG serves to complement the multiple, existing rootkit-defense methodologies available, 
especially Secvisor, NICKLE and Hooksfe. No one single tool can claim 100% effectiveness 
in rootkit-attack mitigation. 

MATERIALS AND METHODS

We present the RG architecture (Fig.1) as the proposed solution to the malware threat as 
mentioned in the introduction. Our proposed solution is effective against solving binary rootkit 
persistence and any rootkit that operates via initialisation or configuration of a binary file, for 
example, to run the SuckIT rootkit, the rootkit will have to be configured and executed using 
./sk c command on the victim’s machine (Phrack Magazine, 2012). Lrk5 i.e. (Linux Rootkit 
Documentation, Lrk5, 2012) and Adore-ng i.e. (Linux Rootkit Documentation, Adore , 2012) 
are other examples of rootkits with deployment methods similar to SuckIT. 

Our RG comprises two major arms: Rootkit IDS (detection and alert) and Rootkit IPS 
(prevention). Effective implementation mandates our RG be compiled into the Linux kernel, 
hence, part of the Linux file-system. Availability of a TPM guarantees the integrity of a clean 
kernel state, as such state is utilised by RG IDS and serves as the essence of the RG’s reliability. 
The Rootkit IDS comprises:

i. IMA databases (clean and runtime) – protects kernel files and modules

ii. SELinux Policy database – protects user-defined critical files

iii. IMA database SHA1Comparison Engine

iv. IMA database Compromise Alert Mechanism

v. SELinux Security Policy Violation Alert Mechanism

while the Rootkit IPS encompasses the:

i. Encrypted Loopback Partition

ii. Deny File Access Features - to the infected file (via removal of rwx privileges)

SHA1 collision attacks occurring since 2004 (Bruce Schneier, 2005), Michael Szydlo, 
2005), Xiaoyun Wang et al., 2005) can be employed for the aim of defeating the SHA1 
digital finger-printing. In the event such attacks do occur, contamination only affects the 
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runtime database of hashes. The clean database remains reliable as the aggregate hash of the 
clean database is extended (i.e. using TPM_Extend) into the TPM hardware PCR (Platform 
Configuration Register) no. 10 as per the technique adopted in Integrity Measurement 
Architecture or IMA i.e. as per IMA Wikipage Main (2012). Should alterations occur to the 
aggregates, the occurrence would signify compromised integrity of the clean database. 

Operational-wise, two RG vital components are developed:

1. RG Module (Kernel Space)

Both the Rootkit IDS and IPS features are integrated into a kernel module called the RG Kernel 
Module, which loads simultaneously with kernel loading, i.e. initialising from init level 1. 
Such ensures detection of integrity violation at the earliest possible stage. We further include 
an option for the module to be built into the kernel.

Rootkit detection and prevention are simultaneously executed by the RG Module. It is, 
hence, imperative that the module interfaces to both the IMA and the SELinux Security Policy 
Violation Alert Mechanism. Fig.2 illustrates the arms and functions of the RG Module. A rootkit 
compromise alert is triggered via discrepancies in the IMA database and violations in SELinux 
Security Policies. The RG Module is protected from rootkits targetting it via the sealing of the 
SHA1 of the clean RG module into the TPM PCR.

Fig.1: RG architecture
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Fig.2: RG Kernel module components

2. RG Admin Center(User Space)

The RG is equipped with a control panel i.e. the RG Admin Center, a user-space application 
permitting users to configure RG, at pre- and post-deployment stages; this is detailed in the 
next section. The list of RG Admin Center features is given here:

i. Creation of a database of kernel files and modules (Build -DB)

ii. Digitally signing the database in i) above using a private-key created by GPG (Sign-DB)

iii. Creation of an Encrypted Loopback Partition for storage of user-defined critical files 
(e.g. missile launch codes) (Init-Partition)

iv. Seal the key in ii) above to the TPM PCR (Seal)

TPM-protected Encrypted Loopback Partition

The RG incorporates an encrypted loopback partition (i.e. part of Rootkit IPS) for storage 
of user-defined critical files e.g. nuclear warhead launch codes. Protection of this partition is 
provided by 1024-bit RSA Encryption, whose private key is stored in the TPM; hence, the 
impossibility of theft. 

IMPLEMENATION & TEST –BED

Implementation is conducted in two stages. See Fig.3:

a. Pre-Deployment Configurations: Essential set-ups and configurations necessary for the 
proper and effective operation of the RG

b. Actual, Real-Time Deployment of the RG: The RG in action, implemented in a production 
environment
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Unlike most malware research work which performs implementation in VM environments and 
deployment in guest OSes (Ryan Riley et. al., 2008; Arvind Seshadri et. al. ,2007), our RG 
was deployed in an actual platform with no hypervisors utilised. RG deployment was ported 
and executed on a Dell Latitute E5400 laptop, with the following specifications: 3 GHz Core 2 
Duo CPU, 4GB DDR-2 RAM, running Fedora Core Linux 16, with kernel 3.1.7. Currently, our 
implementation and test-bed is conducted on the same laptop as above, albeit in the VirtualBox 
Hypervisor (an open source hypervisor). We allocated 1.3 GB of RAM to the same Linux OS 
(installed as Guest OS in VirtualBox) running identical kernel. Each stage is detailed here:

a. Pre-Deployment Configurations

The pivotal part of the RG is the availability of a clean database of the IMA-measured SHA1 
list of kernel files and modules from a freshly configured platform .We term this the Clean IMA 
Database. RG Admin’s Build-DB feature is utilised for this purpose. Upon deployment, the 
clean database is compared to a runtime database of similar SHA1 list for rootkit detection.

Next, SELinux is utilised to establish security context for user-defined critical files via 
the writing of a dynamic programming language like SELinux policies (SELinux rules) . A 
critical files and objects domain is created and these critical files are labelled by SELinux with 
file type enforcement: rg_secured_t. Only files and also objects labelled with rg_secured_t are 
granted execution privileges. A database of clean SELinux policies for the critical files-objects 
is established. TrustedGRUB is configured to preserve the integrity of boot essential files (esp. 
initrd and vmlinuz). Finally, the creation of an Encrypted Loopback Partition for storage of 
critical files accomplishes this stage.

b. Actual, Real Time Deployment of the RG

This section considers the rootkit infiltration events after a SuckIT-type rootkit was successfully 
planted on the victim’s machine (V). Configuration of the SuckIT binary is essential prior to 
the execution of a backdoor to permit access to V machine by a remote attacker (A) machine.

Upon rootkit binary execution (i.e. ./sk c), two mechanisms in the Rootkit IDS kick in to 
alert the user: the IMA database’s SHA1 Comparison Engine (see Fig.2) via SHA1 anomalies 
in the clean and runtime databases, and the SELinux Policy Violation Alert Mechanism issues an 
alert on the user’s Desktop due to policy violation for two possible actions: either i) the rootkit 
attempts to access files in the critical files domain with rg_secured_t file type enforcement or 
ii) files not labeled rg_secured_t file-type enforcement attempt execution.

The Rootkit IPS steps in and unmounts the Encrypted Loopback Partition, preventing 
possible data theft (e.g. missile launch codes) by the rootkit. Instinctively, the detected rootkit 
is denied rwx privileges by SELinux as a decontamination measure. Fig.3 details real-time 
deployment in a procedural illustrative view.
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Fig.3: Deployment of the RG – procedural flow illustration

RESULTS AND DISCUSSION

Effectiveness

We subjected our RG to 8 real-world Linux 2.6 rootkits to gauge its effectiveness and attempted 
the prevention of both the execution of the configuration binaries and build scripts, both 
actions deemed essential for the proper deployment and installation of the tested rootkits. 
We demonstrated the successful thwarting of a rootkit binaries configuration via utilisation 
and enforcement of SELinux MAC policies enforcing rg_secured_t file type enforcement in 
our platform. The results are summarised in Table 1. The prevention of the execution of the 
configuration binary of one of the rootkits experimented on i.e. SUCKIT is shown in Figure 4.

TABLE 1 
RG Effectiveness in the Prevention of Real World Linux 2.6 Rootkits

Rootkit Pre-deployment means Prevention successful?
Kbeast-v1

Installation via build script execution

Yes

Medusa– 0.7.1
Sebek-3.2
Lrk5
Mood-nt
SuckIT

Execution of configuration binarySuperkit
Adore-ng



Teh Jia Yew, Khairulmizam Samsudin, Nur Izura Udzir and Shaiful Jahari Hashim

516 Pertanika J. Sci. & Technol. 21 (2): 507 - 520 (2013)

Performance 

The Rootkit IDS: IMA integrity assessment via SHA1 Comparison Engine of all kernel files 
consumes 70s was measured using Bootchart (Bootchart, 2012). For the Rootkit IPS: we 
utilised UnixBench 5.1.3 for micro-benchmark evaluation of our RG. This tool is capable of 
providing a fine-grain performance impact of RG. The type and nature of tests performed are 
shown in Figure 5. Our results listed two highest overheads as the price of running our RG: 
11% - from Filecopy 4KB (buffer size 8000 maxblocks) test and 9% from the Dhrystone test. 
The average overall performance overhead for our RG wass 3.78 %.

The performance penalty is due to the operation of the RG kernel module executing security 
checks on the kernel files in the Linux file-system. The SHA1 Comparison Engine executes via 
comparing hashes of runtime kernel files with hashes in the clean database. This requires the 
use of string handling and comparison functions (which explains the Dhrystone test overhead) 
and procurement of hashes of all kernel files (which explains the Filecopy test overhead). Near 
negligible overheads are possible due to the power of contemporary user-computing platform 
hardware i.e. 4GB RAM and 7,200 rpm HDD plus 3GHz Core 2 Duo CPU. 

In terms of overhead, the performance of our RG was relatively on par with HookSafe, 
which reports a maximum overhead of 7% and an average overhead of 4%. Next, compared with 
another rootkit-attack mitigation model which is similar to our RG but without hardware-based 
anchorage for guaranteeing platform integrity i.e. the IFEDAC (Ziqing Mao et al., 2011), our 
RG showed better performance. The IFEDAC introduced an overhead of a maximum of 19% 
and an average of 5.4%. NICKLE rakes up a maximum of 13% of overhead and an average 
of 5.45%. All reported performance results were obtained using UnixBench.

CONCLUSION

This paper presents an architectural model i.e. Rootkit Guard (RG) for solving rootkit 
persistence. Our RG utilises the current trend in security solutions in the computing industry 
today, the TPM, in providing a complementing security solution with TPM-platform integrity 
guaranteed by the TPM hardware. RG incorporates Tripwire-like features and blends both IMA 
as the RIDS and SELinux security features as the RIPS in providing one weapon in the armory 
of tools/solutions against rootkit persistence. Our RG’s inclusion in the kernel ensures that 
RG is a limb of the platform; hence, RG is part of the platform’s ‘biological’ immune-defense 
system against rootkits. Evaluation of the RG, both in terms of effectiveness i.e. prevention 
of deployment of 8 real-world Linux 2.6 rootkits and performance i.e. with average overall 
performance overhead of only 3.78% underscores the fact that RG is viable for deployment 
in real-time due to its near-negligible consumption of system resources. The RG complements 
other existing rootkit-attack mitigation solutions in rootkit defense for OSs.
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Fig.4: Prevention of the SuckIT Configuration Binary, ./sk, from Execution
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ABSTRACT

In the moving layer of particles with variable concentration, the shear estimation is not directly predictable 
and there is no existing clear mathematical or empirical formula to achieve this objective. This paper 
presents a developed approach to estimate the shear forces in a flow having suspended and moving layers 
of solid particles in liquid flow. The two-layer approach was taken whereby the flow consisting of one 
upper suspended layer of particles in the liquid, and the bottom layer was the moving bed of particles. 
In the present work, the method of finding the force acting on the pipe wall by the particles in the 
layer, termed as the ‘dry force’, was presented using a “pseudo hydrostatic pressure” method. To attain 
the equation for the dry force, a mathematical approach is taken with the assumptions that the flow is 
horizontal, two-phase pipe flow (solid in Newtonian liquid), incompressible and it is at steady-state. The 
analysis was conducted considering various particles densities, various concentrations in the suspended 
layer and different thicknesses of the moving bed. Changing the concentration in the suspended layer 
from 0.00001 up to 0.001 didn’t showed significant changes in the dry force evaluation. The dry friction 
force is increasing with increasing moving bed thickness. The developed mathematical model can be 
applicable in solving for the shear force in horizontal solid liquid two-phase flows.
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on the pipe wall. In case of homogenous solid-
in-liquid suspension flow, the properties can 
be treated as mixture properties with constant 
concentration profile across the flow area, 
which is not possible in the case of variable 
concentration profile, where two types of two-
phase flow layers appear in the flow.

The solid-in-liquid flows are complex to 
be modeled, and due to this, the suspended 
layer is usually treated as a single-phase fluid 

INTRODUCTION

In the study of solid-in-liquid two-phase 
flows, shear stress is an important parameter in 
determining the frictional forces that are acting 
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with modified properties which depends on the solids concentration (Crowe et al., 1998). 
When the concentration is significantly differ, the two-layer approach was taken whereby the 
flow consists of one upper suspended layer of particles in the fluid, and the bottom layer was 
the moving bed of particles, as in fig.1.

The flow of solid–liquid mixtures in conduits is encountered in several situations of 
industrial significance like ore transportation with long pipelines, oil well and geothermal 
drilling, mineral and waste water processing. The flow geometry may be pipe or annulus in 
vertical, inclined or horizontal orientation. While the issues dealing with vertical configurations 
have been solved after many years of research, there are several problems and questions to be 
answered for the flow of two phase solid–liquid mixtures in horizontal and inclined conduits 
(Kelessidis & Bandelis, 2005).

The concept of dispersive layer has been employed by Ramadan et al. (2005) to extend 
the two-layer modeling to a three-layer scheme. Their model considered the existence of a 
dispersive layer, which is sandwiched between the suspended layer and a dead bed layer. 
The dispersed layer was considered to have a higher concentration gradient compared to the 
suspended layer (Fig.2).

To solve for the shear force, Ramadan et al. (2005) has adopted the pseudo hydrostatic 
approach. Thy proposed the following equation to estimate the dry force applied by cutting 
particles on the pipe wall during the transportation of the drilling cuttings.

( ) ( )sin cos
2

b d
d d p f d d dF g c S t

 +
= −  

 

θ θ
µ ρ ρ β

     [1]

The objective of the present work is to apply the pseudo hydrostatic pressure approach 
to estimate the shearing force between the conduit wall and the solid in liquid flow. Material 
balance equations of the two phases and momentum equations of the two layers are combined 
to develop the model. Additional equations are introduced to estimate the average concentration 
of the suspended layer, and thickness and velocity of the dispersed layer. The thickness of the 
dispersed layer is modeled using the pseudo hydrostatic pressure gradient concept and assuming 
linearly varying particle concentration in the dispersed layer.

In the analysis, water as the liquid phase and two different density values of solid particles 
were considered. Various concentrations in the suspended layer were assumed, and the dry 
force results were evaluated at different thicknesses of the moving layer. 

 

Suspended 
layer 

Moving Layer 

Fig.1: Solid in liquid flow with suspended layer on top of moving layer.
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PHYSICAL DESCRIPTION OF TWO LAYER SOLID-LIQUID FLOW

In the present work, the flow of solid-in-liquid in pipes was divided into two layers which are:

i. The upper layer: Homogeneous Suspended Layer.

ii. The lower layer: Moving Bed Layer.

In the top layer or the suspended layer, the concentration profile is considered as 
homogeneous, having a constant concentration profile. This is because; there is only a small 
variation in its concentration, (Fig.3b), which could be neglected and the profile of the 
suspended layer concentration, is constant

0sdC
dy

=
                 [2]

while the moving bed has a linearly increasing concentration profile.

 

 

 
 
 

y 

Concentration 

(a) (b) (c) 

y 

actual assumed 

Fig.2: (a) Schematic representation of shear stresses acting in the three-layer mechanics model; and (b) 
assumed concentration profiles in three-layer modeling scheme (Ramadan et al., 2005)

Fig.3: (a) The two-layer approach with the suspended region and the moving bed, (b) the concentration 
profile for suspended layer shown in dashed line and (c) concentration profile of suspended layer 
assumed to be homogeneous while concentration profile of the moving bed is linear
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In a three-layer model, there is an additional layer at the bottom of the flow. This layer 
which is called dead bed or stationary bed has a maximum concentration. By both experimental 
and statistical methods, the bed concentration is found to have the range value (0.4805-0.52) 
(Cho, 2001). Therefore in this two-layer model, the maximum concentration of the moving 
bed is taken as 0.5, which is at the bottom of the pipe. The following have been assumed

 • The flow is a two-phase pipe flow (solid-liquid)

 • The flow is in horizontal pipe

 • The fluid is taken as Newtonian fluid

 • Two-layer approach is applied

 · Upper layer is the homogeneous suspended layer

 · Lower layer is the moving bed layer with linear concentration profile

 • No-slip condition between the two layers which neglects the interstitial shear force 
between the two layers

 • The flow is incompressible and at steady state

 • Analysis is made per unit length basis (flow properties is constant in the horizontal 
direction)

DERIVATION OF THEORETICAL MODEL

The prediction of forces in two phase flow with multi layers requires prediction of the flow 
areas, the densities of the different layers, the concentration profiles in each layer, and the 
structure of forces created by each phase and how it applies on the conduits boundaries.

A. Forces

The total force, Fw acting on the pipe wall boundaries is the summation of the forces acting 
on the wall in contact with the upper suspended layer, Fsw and the wall of the lower moving 
bed, Fmw. It can be given by:

 w sw mwF F F= +             [3]

The average particle concentration in the suspended layer, cs is very small compared to 
the average concentration of the particles in the moving bed layer Cs << Cm (Newitt et al., 
1955). Therefore, the force acting on the upper wall only comes from the shear between the 
homogeneous solid-liquid flow (of mixed density) and the pipe wall:

 sw sw sF A=τ             [4]

The moving bed layer has a higher concentration of particles which will exert additional 
force. This force is the dry friction force, Fd that is acted by the particles in the moving bed 
layer upon the bottom wall boundaries, Smw. The force between the moving bed and wall, Fmw 
becomes:
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( )  mwmw m dF A F= +τ           [5]

This frictional force between the moving bed layer and the wall  will be determined 
using the pseudo hydrostatic pressure distribution on the wall and will be analysed per unit 
length basis.

B. Flow Area

By simplification of considering unit length basis, the area between each layer and the contact 
wall becomes the wetted perimeter between them:

   1 unit lengths swA S x=           [6]
   1 unit lengthm swA S x=           [7]

C. Density

According to the two phase flow assumption, the density of each of the two layers will be the 
mixed densities between the fluid and solids phases according to the solid concentrations in 
each layer. The density of the fluid phase ( ) 1s s p s fc c= + −ρ ρ ρ  depends solely on the properties of fluid used. 
Meanwhile, the density of particles depends on both particle properties ( ) 1s s p s fc c= + −ρ ρ ρand particles 
volumetric concentration ci in the layer. This can be expressed by the following relation:

( ) 1s s p s fc c= + −ρ ρ ρ
          [8]

( ) 1m m p m fc c= + −ρ ρ ρ           [9]

where, ( ) 1s s p s fc c= + −ρ ρ ρ and ( ) 1m m p m fc c= + −ρ ρ ρ are the densities of the mixture in the suspended layer and the mean density 
of the moving layer, respectively.

D. Dry Friction Force

 

 

 

 

 

Fig.4: Thickness and Perimeter of each layer in determining the pseudo hydrostatic pressure
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To get the dry friction force Fd on moving bed wall, the pseudo hydrostatic pressure approach 
shall be used. Following the simple definition of the pseudo hydrostatic pressure distribution on 
the moving bed boundary, the pressure can be estimated as total force acting on that boundary 
per the area of wall in contact with the moving bed region for one unit length:

/Pseudo wp F A=         [10]

The dynamic friction coefficient between particles and channel wall is d d Pseudo mF P A= µ . Then the dry friction 
force will be written as:

d d Pseudo mF P A= µ         [11]

Pseudo m mp p g= = ⋅ ⋅ρ           [12]

E. The Pseudo Hydrostatic Pressure

Based on the pseudo hydrostatic pressure concept, the hydrostatic pressure distribution along 
the moving bed wall can be defined as:

( )

0

0 0

 (1 )  

   1  

m

m m

t

Pseudo p m f m

t t

Pseudo P m f m

p c c g t

p c g dt c g dt

 = + − 

= + −

∫

∫ ∫

ρ ρ

ρ ρ
       [13]

F. Concentration

The average particles volumetric concentration in the suspended layer is very small compared 
with the moving-bed layer. Thus we assume that the concentration profile is constant. Fredsoe 
and Deigaard (1992) suggested the assumption of linear variation for the dispersed layer. By 
adopting the pseudo hydrostatic gradient, the average concentration of the moving-bed layer 
can be approximated as follows:

( )o o
s

zc c c c= − − δδ          [14]

In the equation, ( )o o
s

zc c c c= − − δδ
 is concentration at the top of the sheet layer and ( )o o

s

zc c c c= − − δδ
 is the maximum 

concentration. In our case, ( )o o
s

zc c c c= − − δδ
= ( ),max ,maxm m s

m

tc c c c
t

= − −  where at the interface of the suspended and moving layers, 
the concentration is equal. The maximum concentration is taken as the concentration at the 
bottom of the moving bed layer, therefore ( )o o

s

zc c c c= − − δδ
 = ( ),max ,maxm m s

m

tc c c c
t

= − −. Hence, using the notations of fig.4, the 
following relation is obtained

( ),max ,maxm m s
m

tc c c c
t

= − −
         [15]
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where, t is a height in the moving bed, and tm is the maximum height of the moving bed.

Substituting Equation [15] into Equation [13], and integrating to find Pm: 

( ) ( )

( ) ( )

,max ,max ,max ,max
0 0

2 2

,max ,max ,max ,max

  1  

0 02 2

m mt t

m p m m s f m m s
m m

m m
m p m m s f m m s

m m

t tp g c c c dt g c c c g dt
t t

t tt tp g tc c c g t tc c c
t t

    
= − − + − − −         

   
= − − + − + −   

   

∫ ∫ρ ρ

ρ ρ
( ) ( )

( ) ( )

,max ,max ,max ,max
0 0

2 2

,max ,max ,max ,max

  1  

0 02 2

m mt t

m p m m s f m m s
m m

m m
m p m m s f m m s

m m

t tp g c c c dt g c c c g dt
t t

t tt tp g tc c c g t tc c c
t t

    
= − − + − − −         

   
= − − + − + −   

   

∫ ∫ρ ρ

ρ ρ

Leading to:

( ) ( ), ,max1
2 2

m max s m s
m p m f m

c c c c
p gt gt

   + +
= + −      

   
ρ ρ

     [16]

Combining Equation [16] with equation [11], the moving layer dry friction force per unit 
length becomes:

( ) ( ),max ,max1
2 2

m s m s
d d p f m mw

c c c c
F gt S

    + +
 = + −           

µ ρ ρ
      [17]

COMPUTATION PROCEDURE AND RESULTS

To test the validity of the developed model, a calculation program is created using Microsoft 
Excel, including all inputs and desired outputs to be calculated. The enveloped equation in this 
work, equation 14, to estimate the shear drag force is programmed. Also, equation 1 suggested 
by Ramadan et al. (2005) is programmed so that they are analysing input data simultaneously.

The selected materials for the present analysis are water and cutting particles from oil 
well drilling site. Same parameters used by Ramadan et al. (2005) were adopted here. The 
properties of the liquid phase are shown in table 1.

TABLE 1 
Constant computational data of the liquid phase

Density of water 1000 kg/m3

Viscosity of water 0.001 Pa.s
Channel diameter 70 mm
Dynamic friction factor 0.25

For the solid phase, the particles are selected with mean diameter of 3.8x104 m. To 
standardize the calculations, initial concentration for suspended layer, cs is assumed to be 
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relatively small, = 0.00001. Two values of particle density are used in the iteration, 1922 kg/m3 

and 2600 kg/m3. The calculations were made at different thicknesses of the moving bed layer 
which is considered as the variable pre-set parameter. The values were varied from 0.005 m 
to 0.020 m in steps of 0.0025 m, to solve for the dry force, Fd. For the entire analysis, the total 
concentration of the solid in liquid flow is fixed at 0.08 m3/m3. 

As studied by Nguyen (1999) the dynamic friction coefficient was approximated to be 
half of the static with around 0.2 values. This value of the friction coefficient seems high, 
but should bear in mind that this is for solid-in-liquid two-phase flow. The dynamic friction 
coefficient was selected here as 0.25.

DISCUSSION OF RESULTS

The predicted dry forces at very low concentration in the suspended layer (Cs=0.000001), 
with different densities, are shown in figures 11a and 11b. For tested particles densities of 
2600 kg/m3, as in fig.5, and 1922 kg/m3, as in fig.6, the results of the developed model shows 
higher values compared to the dry forces predicted by using Ramadan et al. (2005) model. No 
significant changes could be noticed between the two density cases in the dry force values from 
the present model. In contrast, the prediction of the dry forces based on Ramadan et al. (2005) 
model shows reduction in the values of the dry forces as the density reduced. This reduction 
becomes more significant when the moving bed layer is increased. At moving bed height of 
0.02 m, the reduction is about 12% while for Ramadan et al. (2005) model, the reduction is 
42%. This indicates that Ramadan et al. (2005) model is more sensitive to the changes in 
densities of the particles.

Prediction of the dry forces at high suspended layer concentration for particle density 
2600 kg/m3 and 1922 kg/m3 are shown in fig.7 and fig.8, respectively. Similar to the case of 
low concentration, the reduction in the dry friction value is 12.1%, as prediction results from 
the developed model. Comparing this with ref. Ramadan et al. (2005) model, the reduction is 
42.4%. This demonstrates that as the particle density reduced, the dry friction forces created 
by the solids on the contact walls of the pipe are reduced, correspondingly. 

To examine the effect of the suspended layer concentration, predicted dry forces values 
are shown in table 2 as predicted by the present mathematical model and ref. Ramadan et al. 

 

0,0000

0,2000

0,4000

0,6000

0,8000

1,0000

1,2000

1,4000

0,00

1,00

2,00

3,00

4,00

5,00

6,00

0,0000 0,0050 0,0100 0,0150 0,0200 0,0250

D
ry

 F
ri

ct
io

n 
Fo

rc
e,

 F
d

(N
/m

)

Moving Bed Thickness, tm (m)

Modelled Equation

Reference Equation

Fig.5: Dry Friction Force vs. Moving Bed Thickness, Cs=0.000001, and ρp=2600 kg/m3



Theoretical Modeling of Pseudo Hydrostatic Force in Solid-Liquid Pipe Flow with Two Layers

529Pertanika J. Sci. & Technol. 21 (2): 521 - 532 (2013)

 

0,0000
0,1000
0,2000
0,3000
0,4000
0,5000
0,6000
0,7000
0,8000

0,00

1,00

2,00

3,00

4,00

5,00

6,00

0,0000 0,0050 0,0100 0,0150 0,0200 0,0250D
ry

 F
ri

ct
io

n 
Fo

rc
e,

 F
d(

N
/m

)

Moving Bed Thickness, tm (m)

Modelled Equation

Reference Equation

Fig.6: Dry Friction Force vs. Moving Bed Thickness, Cs=0.000001, and ρp=1922 kg/m3

 

0,0000

0,2000

0,4000

0,6000

0,8000

1,0000

1,2000

1,4000

0,00

1,00

2,00

3,00

4,00

5,00

6,00

0,0000 0,0050 0,0100 0,0150 0,0200 0,0250

D
ry

 F
ri

ct
io

n 
Fo

rc
e,

 F
d(

N
/m

)

Moving Bed Thickness, tm (m)

Modelled Equation

Reference Equation

Fig.7: Dry Friction Factor vs. Moving Bed Thickness Cs=0.001, and ρp=2600 kg/m3

 

0,0000

0,1000

0,2000

0,3000

0,4000

0,5000

0,6000

0,7000

0,8000

0,00

1,00

2,00

3,00

4,00

5,00

6,00

0,0000 0,0050 0,0100 0,0150 0,0200 0,0250

D
ry

 F
ri

ct
io

n 
Fo

rc
e,

 F
d(

N
/m

)

Moving Bed Thickness, tm (m)

Modelled Equation

Reference Equation

Fig.8: Dry Friction Factor vs. Moving Bed Thickness, Cs=0.001, and ρp=1922 kg/m3



Hussain H. Al-Kayiem and Iylia Elena Abdul Jamil

530 Pertanika J. Sci. & Technol. 21 (2): 521 - 532 (2013)

(2005) model. The results are predicted at two different concentrations, low concentration of 
0.00001 m3/m3, and high concentration of 0.001 m3/m3. It can be noticed that the change of 
the suspended layer concentration does not affect the dry frictional forces considerably. This is 
noted in both, the recent model, and Ramadan et al. (2005) model. At moving bed thickness of 
0.02 m, the increase of concentration from low to high mentioned values cause the dry friction 
force to increased by 0.06% based on the present model, while it increased by 0.2% based 
on Ramadan et al. (2005) model. This is because the concentration of the suspended layer is 
always much smaller than that of the moving bed. Therefore, any change in its value, provided 
still agreeing with the assumption of (Cs << Cm), does not contribute to a high increment in 
the dry friction force.

It can be seen that for both modelled equation and reference equation, the dry friction force 
is increasing with increasing moving bed thickness. However, the reference equation gives a 

TABLE 2 
Predicted dry friction force values at different concentrations (per unit lenght of the pipe)

Modelled Equation Reference  Equation

cs m3/m3 0.00001 0.001 0.00001 0.001
tm (m) Fd (N/m)

0.0050 0.6503 0.6505 0.1790 0.1794
0.0075 1.2022 1.2029 0.3246 0.3252
0.0100 1.8631 1.8642 0.4928 0.4938
0.0125 2.6215 2.623 0.6788 0.6802
0.0150 3.4702 3.4721 0.8789 0.8806
0.0175 4.4045 4.4071 1.0899 1.092
0.0200 5.4217 5.4247 1.3092 1.3118

much smaller value of predicted dry force compared with results of the developed model in 
this paper. The difference is highly significant. However, it can be justified by the following 
explanations:

i. Ramadan et al. (2005) equation is built for a three-layer application. The assumptions made 
in developing the equation may only be suited to three-layer flows.

ii. In their equation, the authors Ramadan et al. (2005) have considered the average angular 
distance between the dispersed layer and the solids bed layer (Fig.2). This angular average 
might be insignificant when the equation is applied to a two-layer model, where the value 
of    will be zero.

iii. The modelled equation finds the dry friction force acting on the pipe wall by the layer of 
particles. In the actual case, only particles in contact with the wall would exert dry friction 
force. This could mean that only a percentage of the pseudo hydrostatic force contributes 
to the dry friction force on the pipe wall in contact with the moving bed. For this, we can 
assume that if the contact between particles and lower layer pipe wall is 25% of total contact 
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area between moving bed (fluid and particles) and pipe wall, the dry friction force could also 
be reduced to 25%, which could give an excellent agreement with the reference equation. 

iv. The dry friction coefficient is selected as 0.25, while Ramadan et al. (2005) used value of 0.2.

CONCLUSION

A mathematical formula has been developed to estimate the dry friction force of a horizontal 
pipe solid-liquid flow using the two-layer approach. The model can be modified to match solid-
liquid flow application to serve in solving the complexity of calculating the boundary-moving 
bed force in different types of two phase flow with multi layers of concentration. The model is 
useful in modelling and analysis of cutting particle transportation and sand-water sedimentation. 

The basics of the calculation program have been made in Microsoft Excel. The developed 
mathematical model is tested against one available model that also applies the pseudo 
hydrostatic pressure method, using similar data (Ramadan et al., 2005). Based on the calculated 
results, there is lack of agreement between the modelled equation and the reference equation. 
This difference is justified by several factors which include assumptions made for mathematical 
modelling and dissimilar application for different flow models (two-phase or three-phase).

There are many improvements that can be made in order to achieve more reliable results 
wider applications of the approach:

i. The effect of particle size and channel diameter can be included in future investigations.

ii. An experiment could be conducted to compare the mathematical models with experimental 
results. 

iii. The search can be extended to Non-Newtonian fluids.

iv. The application of the pseudo hydrostatic pressure can be considered in inclined channels.
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INTRODUCTION

Recently, the degradation of coke quality 
caused by long-term use of a coke oven has 
emerged as an important issue to be solved 
in iron making processes. Furthermore, vast 
quantities of natural resources are consumed 
in operating a blast furnace, and a high level 
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ABSTRACT

Coke strength is the most important characteristic for retaining permeability in the bed of a blast furnace. 
In the present study, coke was coated with phenolic resin in order to improve the coke strength, and a 
nanoindentation method was used to estimate the strength of the coated coke after reaction under CO2 
atmosphere. The elastic modulus was measured for the microporous coke substrate,. The elastic modulus 
of coated coke before reaction was higher than that of uncoated coke. However, after reaction with CO2, 
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of operational efficiency is required in order 
to reduce the emission of CO2. Accordingly, 
high-strength coke is needed for preventing 
poor permeability of the bed due to fracture 
and pulverization of coke at the bottom of 
a blast furnace. To improve coke strength, 
modification of the microstructure of coke 
has proved useful. Coke consists of inert 
and substrate containing various sizes of 
micropores, such that its material structure 
is heterogeneous and porous. In iron making 
processes, three mechanisms are thought 
to lead to the degradation of coke strength: 
fracture, that is, propagation of large cracks 
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in coke caused by loads in a blast furnace; pulverization, such as surface abrasion of coke in 
the raceway; and reaction with CO2 (Hayashizaki et al., 2009). These mechanisms are strongly 
linked to the heterogeneous and microporous structure of coke. Therefore, in this study, coke 
is dipped into an aqueous solution of phenol resin, and the resin seeps into the micropores 
to improve coke strength. Conventionally, the drum index and microstrength index are used 
to measure coke quality. Although these indices highlight macroscopic properties of coke, 
measurements are not always sufficient for evaluation of the heterogeneous microstructure. 
Consequently, a nanoindentation method has been introduced that can measure the elastic 
modulus and hardness of a microregion of coke (Mihashi et al., 2002). Improvement of coke 
strength by phenol resin is investigated through microhardness data obtained under various 
experimental conditions and through theoretical data from a finite element analysis of the 
nanoindentation method.

EXPERIMENTAL

Procedure

Coke was provided by Kansai Coke and Chemicals Co., Ltd., and all experimental samples 
used were fabricated under the same manufacturing conditions and were from the same section 
of a coke block (16 mm × 16 mm × 5 mm). First, coke is dipped into an aqueous solution of 
phenol resin (Oshika Co., Ltd; RS-05) at a concentration of 20, 30, or 40 wt % for 1 min. The 
specimen is then dried at room temperature for 24 h. Second, any moisture remaining in the 
phenol resin is removed by placing the sample in a drying oven for 3 h at 150 °C. Finally, the 
reaction between CO2 and the coated coke is run by using the experimental apparatus shown 
in Fig.1.

The experimental procedure is as follows:

1. Coke is positioned at the center of a quartz glass pipe (φ20 mm) and placed in the furnace.

2. Air in the pipe is replaced with N2 and the sample is heated to 950 °C. 

3. For the reactions, N2 is replaced with CO2 (at 50 mL/s) at a given temperature.

4. Reaction with CO2 proceeds for 1 h, and the gas is replaced by N2 once more. Finally, the 
furnace is cooled.

5. Microhardness of coke after the reaction is measured as shown in next section.
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The effects on elastic modulus of the phenol concentration and of the CO2 reaction were 
investigated in two experiments. The conditions for these two experiments are shown in table 
1 and 2, respectively.

Measurement

The nanoindentation method can measure microscopic properties, such as the elastic modulus 
and hardness of a microregion (Mihashi et al., 2002). In this study, coke strength was evaluated 
on a microcompression tester (Shimadzu Co.; MCT). A triangular pyramid indenter with an 
angle of 115° is loaded against a sample, and after being held at the lowest position for 5 s, 
the indenter is unloaded (Fig. 2). The loading speed and maximum load are 207.4 mN/s and 
500 mN, respectively. The elastic modulus is calculated from the tangent line to the unloading 
curve at the holding point. Because the tip of the indenter is small (1 µm) and can be aimed 
at a designated position, and because the tester has a microscope, this method can distinguish 
between the substrate and micropores, as shown in Fig.3 (Ueoka et al., 2007). The elastic 
modulus of only micropores (Komatsu et al., 2010) is measured 50 times, and the average 
value of the distribution is calculated to estimate the coke strength of the microregion.

TABLE 1 
Conditions for phenol concentration experiments
Experiment 1-1 1-2 1-3
Conc. of Phenol resin [wt %] 20 30 40

TABLE 2 
Conditions for CO2 reaction experiments

Experiment 2-1 2-2
Conc. of Phenol resin [wt %] 0 30
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CALCULATION

To establish the improvement in the elastic modulus of coke coated by phenol resin, a finite 
element analysis with mesh superposition (Takano & Uetsuji, 1999; Asakuma et al., 2001) 
that can consider both macro- and micro-structural behavior simultaneously is applied to a 
model having complex microstructural geometry similar to that of coke. The analysis uses two 
independent finite element meshes; a fine local mesh and a rough global mesh for the overall 
domain. In the method, the local mesh is overlaid onto an arbitrary portion of the global mesh 
(Fig. 4). Here, GΩ denotes the global domain, LΩ ( )Ω⊂ΩL  is the arbitrary local domain, 
and GLΓ  represents the boundary between LΩ  and GΩ . For the calculations in this study, 
the local mesh is overlaid around the tip of the indenter, because loading by the indenter does 
not affect the stress distribution away from this point. Accordingly, the total number of mesh  

100 m 
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points and the computational costs are reduced, while the accuracy for the heterogeneous 
structure is maintained. This method has been previously applied to finite element analysis 
of nanoindentation (Panich & Sun, 2004). For modeling, a parabolic relation between the 
displacement and load, as shown in Fig. 2, is simulated. Although, in reality, the coke structure 
is heterogeneous, within the model pores are located regularly and the porosity is systematically 
changed. Displacement data for various porosities and pore shapes are quantitatively estimated 
to examine the coating effect, since agreement between the experimental and simulated data is 
difficult to achieve. Moreover, concentration of the stress distribution around pores, which is 
a primary factor that affects coke strength, is carefully investigated for each porosity and pore 
shape through the advantage gained by using the superposition mesh technique.

RESULTS AND DISCUSSION

Elastic modulus

Elastic modulus distributions and average modulus values for the experimental conditions in 
Table 1 are shown in Fig. 5. For all cases, the average elastic modulus of the substrate with 
coated micropores is higher than that of the uncoated coke.

In addition, the elastic modulus distributions and averages for the conditions in table 2 are 
shown in Fig. 6. The average values for both coated and uncoated coke decrease after reaction 
with CO2. However, the improvement and sustainability of the elastic modulus from the coating 
are not confirmed, because a large proportion of the phenol resin evaporates at high temperature.
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Simulation

Fig.7 shows an example of the von Mises stress distribution in the global mesh when the load 
produced by the indenter is 5 MPa and the porosity, ρ, of the local mesh is 50%. Stress in 
the global mesh concentrates around the tip of indenter, and the fine stress distribution of the 
overlaid local mesh is shown in Fig. 8 for cases when ρ = 50%, 40%, and 30 %. This change 
in the porosity corresponds to increased resin coating. Fig.8 shows that a decrease in porosity 
does not greatly influence the stress distribution around pores, because the pores are assumed to 
be perfect circles (Ueoka et al., 2007). When this analysis is applied to the model for studying 
the improvement in the elastic modulus caused by coating, the elastic modulus of coated coke 
with ρ = 40% and 30%, respectively, is 1.33- and 1.86-fold greater than that for ρ = 50%. 
For experiments 1-1, 1-2, and 1-3 in table 1, the increases in the elastic modulus are 1.12-,  
1.77-, and 1.42-fold greater than that without coating, respectively. Therfore, the change in the 
porosity of the coke surface is a direct result of the coating, and if the initial porosity is 50%, 
the porosity is improved by about 20%. On the other hand, the theoretical elastic modulus of 
the coated coke after reaction with CO2 when ρ = 40% and 50% is 0.72- and 0.53-fold greater 
than that for ρ = 30%, and for experiments in Table 2, the values are both 0.68 of those before 
the reaction. Thus, the porosity around the coke surface is predicted to increase by 20% as a 
result of the reaction. Hence, the superposed model can handle porosity changes caused by both 
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the reaction and the coating. Comparison between experimental and simulated nanoindentation 
data will be useful for evaluating surface modifications of coke.

Finally, the effect of pore shape on the stress distribution is analyzed. The stress distributions 
when a local mesh with vertical or horizontal eliptical pores is overlaid around the tip of indenter 
are shown in Fig. 9. The stress concentration is greater around the vertical pores than the horizontal 
ones. Thus, changes not only in the porosity but also in the pore shape by the coating and reaction 
are essential for improvement of the elastic modulus in microregions.
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CONCLUSION

Coke was coated with phenol resin in order to improve the mechanical strength of the coke. 
The elastic modulus of coke coated with various concentrations of phenol was measured in 
microregions by a nanoindentation method. Although the elastic modulus was increased by 
coating before reaction with CO2, the phenol resin coat was not effective in improving the 
coke strength observed after the reaction. The mesh superposition technique was useful for 
evaluating the heterogeneous microstructure of coke, such as the porosity and pore shapes, 
and proved to be an accurate tool for predicting changes in the elastic moduli of microregions.
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INTRODUCTION

Ranking algorithms or link analysis algorithms 
determine the success of the Web search engines 
as they calculate the importance and relevance 
of individual page on the World Wide Web. 
Examples of link analysis algorithms are HITS 
(Hyperlink Induced Topic Search), PageRank 
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ABSTRACT

Link analysis algorithms for Web search engines determine the importance and relevance of Web pages. 
Among the link analysis algorithms, PageRank is the state of the art ranking mechanism that is used in 
Google search engine today. The PageRank algorithm is modeled as the behavior of a randomized Web 
surfer; this model can be seen as Markov chain to predict the behavior of a system that travels from 
one state to another state considering only the current condition. However, this model has the dangling 
node or hanging node problem because these nodes cannot be presented in a Markov chain model. This 
paper focuses on the application of Markov chain on PageRank algorithm and discussed a few methods 
to handle the dangling node problem. The Experiment is done running on WEBSPAM-UK2007 to show 
the rank results of the dangling nodes.
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and SALSA (Stochastic Approach for Link 
Structure Analysis). These algorithms rely 
on the link structure of the Web pages. HITS 
(Kleinberg, 1999) developed by Jon Kleinberg, 
is a query depend algorithm, which calculate 
the authorities and hubs value of a page while 
SALSA (Lempel & Moran, 1999) algorithm 
combines the random walk feature in PageRank 
and the hub authority idea from HITS algorithm.

This paper, we focus on PageRank 
algorithm. PageRank (Brin & Page, 1998) is 
a query and content independent algorithm 
(Borodin et al., 2005). Query independent 
means that the PageRank algorithm ranks all 
the pages offline after the crawler download 



Ravi Kumar, P., Alex Goh, K. L. and Ashutosh, K. S.

542 Pertanika J. Sci. & Technol. 21 (2): 541 - 554 (2013)

and index the pages and the rank remains constant for all the pages. Content independent 
means the PageRank algorithm does not include the contents of a Web page for ranking rather 
it uses the link structure of the Web to calculate the rank. This PageRank algorithm is explained 
in section of Pagerank Algorithm. When a user types a query term on the search engine, the 
PageRank algorithm just finds the pages on the Web that matches the query term and presents 
those pages to the user in the order of their PageRank. It looks simple but the mathematical 
model behind is amazing. This paper explores the mathematical model behind the PageRank 
algorithm with experiments and results.

This paper is organized as follows. Next Section describes Markov chain and it’s 
Mathematics. Section of Pagerank Algorithm explains PageRank algorithm using a sample 
Web graph. Section of Use of Markov Chain in Pagerank Algorithm describes how Markov 
chain is applied in the PageRank algorithm. Experiments and results are shown in Section of 
Experimental Results and Section of Conclusion concludes this paper.

MARKOV CHAIN

Introduction

Markov chain (Norris, 1996; Gao et al., 2009) is invented by A. A. Markov; a Russian 
Mathematician in the early 1900’s to predict the behavior of a system that moves from one 
state to another state by considering only the current state. Markov chain uses only a matrix and 
a vector to model and predict it. Markov chains are used in places where there is a transition 
of states. It used in biology, economy, engineering, physics etc. But the recent application of 
Markov chain on the Google search engine is interesting and more challenging.

Markov Chain is a random process used by a system that at any given time t = 1, 2, 3 … 
n occupies one of a finite number of states (Gao et al., 2009). At each time t the system moves 
from state v to u with probability puv that does not depends on t. puv is called as transition 
probability which is an important feature of Markov chain and it decides the next state of the 
object by considering only the current state and not any previous states.

Transition Matrix

Transition Matrix T is an n x n matrix formed from the transition probability of the Markov process, 
where n represents the number of states. Each entry in the transition matrix tuv is equal to the 
probability of moving from state v to state u in one time slot. So, 0 ≤ tuv ≤ 1 must be true for all u,v 
= 1, 2, …, n. The following example shows a sample transition matrix of a 3 state Markov chain:

1/ 4 1/ 2 1/ 4
1/ 2 0 1/ 2
1/ 2 1/ 4 1/ 4

uvt
 
 =  
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The Transition matrix must have the following properties:

 • The matrix must be square and nonnegative matrix i.e. the number of rows and columns 
must be equal and the entries must be non negative. Each row and column represents a state. 

 • All the entries in the matrix represent probabilities, so, each entry must be between 0 and 
1 inclusive. 

 • The sum of the entries in a row is the sum of the transition probabilities from a state to 
another state. So, the sum of the entries in any row must equal to one. This is called as 
stochastic matrix. 

In the above Transition matrix, tuv, we can easily see the probability of moving from one 
state to another state. For example t3,2 = ¼ i.e. the probability of moving from state 2 to state 
3 is only 25%. This Markov chains are used to predict the probability of an event.

PAGERANK ALGORITHM

Web Graph

PageRank algorithm treats the Web as a directed labeled graph whose nodes are the pages and 
the edges are the hyperlinks between them (Broder et al., 2000). This directed graph structure 
in the Web is called as Web Graph. A graph G consists of two sets V and E. The set V is a finite, 
nonempty set of vertices. The set E is a set of pairs of vertices; these pairs are called edges. 
The notation V(G) and E(G) represent the sets of vertices and edges, respectively of graph G. 
It can also be expressed G = (V, E) to represent a graph. The graph in Fig.1 is a directed graph 
with 3 vertices and 3 edges.

The vertices V of G, V(G) = {1, 2, 3}. The Edges E of G, E(G) = {(1, 2), (2, 1), (2, 3), 
(1,3), (3,1)}. In a directed graph with n vertices, the maximum number of edges is n(n-1). With 
3 vertices, the maximum number of edges can be 3(3-1) = 6.

 

 1 

 2  3 

Fig.1: A Directed Web Graph G
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There are a number of link based ranking algorithms (Brin & Page, 1998; Kleinberg, 
1999; Lempel & Moran, 2000). Among them PageRank is the most popular link based ranking 
algorithm. PageRank algorithm and Google are developed by Brin and Page (1998) during 
their Ph D at Stanford University as a research project. The PageRank algorithm is the heart of 
the Google search engine. Google was introduced in the search engine business in 1998. Soon 
after its introduction, it became one of the most efficient search engine because it is a query 
independent and content independent search engine. It produces the results faster because it is 
query independent i.e. the Web pages are downloaded, indexed and ranked offline. When a user 
types a query on the search engine, the PageRank algorithm just finds the pages on the Web 
that matches the query term and presents those pages to the user in the order of their PageRank. 
PageRank algorithm uses only the link structure of the Web to determine the importance of a 
page rather than going into the contents of a page. PageRank provides a more efficient way to 
compute the importance of a Web page by counting the number of pages that are linking to it 
(in-coming links or backlinks). If an in-coming link comes from a reputed page, then that in-
coming link is given a higher weighting than those in-coming links from a non-reputed pages. 
The PageRank PR of a page p can be computed by taking into account the set of pages pa(p) 
pointing to p as per the formula given by Page et al. (1999) is shown in equation [1] as follows:

( ) (1 )
p

q

q q

PR p d d
pa

PR
O∈

= + −∑
         [1]

Here, d is a damping factor such that 0 <d <1 and Oq is the number of out-going links of 
page q.

Let us take an example of a simple Web graph with 3 nodes 1, 2 and 3 as shown in Fig. 
1. The PageRank for pages 1, 2 and 3 can be calculated by using equation [1]. To start with, 
we assume the initial PageRank as 1.0 and do the calculation. The damping factor d is set to 
0.85. PageRank calculation of page 1 is shown in equation [2] and [3].

( )
2 3

(2) (3)(1) 1 PR PRPR d d
O O

   
= − +  +                     [2]

1 1(1) 0.15 0.85 1.425
2 1

PR  = + + = 
           [3]

( )
1

(1)(2) 1 PRPR d d
O

 
= − +   

              [4]

1.425(2) 0.15 0.85 0.756
2

PR  = + = 
             [5]



Application of Markov Chain in the PageRank Algorithm

545Pertanika J. Sci. & Technol. 21 (2): 541 - 554 (2013)

( )
1 3

(1) (3)(3) 1 PR PRPR d d
O O

   
= − +  +                    [6]

1.425 0.756(3) 0.15 0.85 1.077
2 2

PR     = + + =    
            [7]

This PageRank computation continues until PageRank gets converged. This computation 
will be shown in the experiments and results section. Previous experiment (Page et al., 1999; 
Ridings & Shishigin, 2002) shows that the PageRank gets converged to a reasonable tolerance.

USE OF MARKOV CHAIN IN PAGERANK ALGORITHM

In the original PageRank algorithm by Brin et al., the Markov chain is not being mentioned. 
But the other researchers Langville and Meyer (2004b) and Bianchini et al. (2005) explored 
the relationship between PageRank algorithm and the Markov chain. This section explains the 
relationship between PageRank algorithm and Markov chain. Imagine a random surfer surfing 
the Web, going from one page to another page by randomly choosing an outgoing link from one 
page to go to the next one. This can some time lead to dead ends i.e. pages with no outgoing 
links, cycles around a group of interconnected pages. So, a certain fraction of the time, the 
surfer chooses a random page from the Web. This theoretical random walk is known as Markov 
chain or Markov process. The limiting probability that an infinitely dedicated random surfer 
visits any particular page is its PageRank.

The number of links to and from a page provides information about the importance of 
a page. The more back links or in-coming a page has, the more important the page is. Back 
links from more good pages carries more weight than back links from less important pages. 
Also if a good page points to several other pages then its weight is distributed equally to all 
those pages. According to Langville and Meyer (2004a), the basic PageRank starts with the 
following [8] to define the rank of a page p as PR(p).

( )
p

q

q

PR p
pa q

PR
O∈

= ∑
              [8]

Where p is a Web page and PR(p) is the PageRank of page p. pa is the set of pages pointing 
to p. Oq is the number of forward links of page q. The above [8] is a recursive equation.
PageRank assigns an initial value of  (0) 1

p nPR = , where n is the total number of pages on the Web. 
The PageRank algorithm iterates as follows in [9].

( 1)  for 0,1, 2,...,

p

k
p

q

k
q

k
q

pa

PR
PR

O
+

∈

= =∑

             [9]
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Where k
qPR  is the PageRank of page p at iteration k. The above equation [9] can be written 

in matrix notation. Let qk be the PageRank vector at kth iteration, and let T be the transition 
matrix for the Web; then according to Langville and Meyer (2004a),

1k kq Tq+ =                               [10]

If there are n pages on the Web, T is an n x n matrix such that tpq is the probability of moving 
from page q to page p in a time interval. Unfortunately, equation [10] has convergence problems 
i.e. it can cycle or the limit may be dependent on the starting vector. To fix this problem, Brin 
and Page build an irreducible* aperiodic+ Markov chain characterized by a primitive transition 
probability matrix.

The irreducibility guarantees the existence of a unique stationary distribution vector q, 
which becomes the PageRank vector. The power method with a primitive stochastic repetition 
matrix will always converge to q independent of the starting vector.

PageRank algorithm makes the hyperlink structure of the Web into a primitive stochastic 
matrix as follows. If there are n pages on the Web, let T be a  n x n matrix whose element tpq is 
the probability of moving from page p to page q in one step. The basic model takes tpq = 1/|Oq|. 
If page q has a set of forward links, Oq, and normally all forward links are chosen equally as 
per the following equation [11].

1

if there is a link from  to , otherwise

0
qpq q pOt




= 

       [11]

The following Fig.2 shows a sample Web graph extracted from a University site. It shows 
a sample Web graph extracted from a University site contains 7 pages namely, Home, Admin, 
Staff, Student, Library, Dept and Alumni. We use this sample Web graph in our Markov analysis 
and PageRank calculation.

 

Alumni 

Library Home Admin 

Dept 

Staff                            Student  

Fig.2: A sample Web Graph W of a University 

------------------

*A Markov chain is irreducible 
if there is a non-zero probability 
of transitioning from any state to 
any other state. 
+ An irreducible Markov chain 
with a primitive transition matrix 
is called as aperiodic chain. 
------------------
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Transition Matrix

The transition matrix T can be produced by applying in equation [11] to our sample Web 
graph on fig.2.

0 1/ 3 0 1/ 3 1/ 3 0 0
0 0 1/ 3 1/ 3 1/ 3 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0

1/ 6 1/ 6 1/ 6 1/ 6 0 1/ 6 1/ 6
0 0 1/ 3 0 1/ 3 0 1/ 3
0 0 0 1/ 3 1/ 3 1/ 3 0

T

 
 
 
 
 =  
 
 
 
  

In the transition matrix T, that row q has non-zero elements in positions that correspond 
to forward links to page q and column p has non-zero elements in positions that correspond to 
back links to page p. If page q has forward links, the sum of row is equal to 1.

In the transition matrix, if sum of any rows is zero that indicates that there is a page with 
no forward links. This type of page is called as dangling node or hanging node. Dangling 
nodes cannot present in the Web graph if it to be presented using a Markov model. There are 
a couple of methods to eliminate this dangling page problem. They are discussed using the 
transition matrix below:

Langville and Meyer (2004b) proposed a method to handle dangling pages is to replace 
all the rows with e/n, where e is a row vector of all ones and n is the order of matrix. In our 
example, the value of n is 7. 

 Using the above proposal, the sample Web graph in Fig.2 is modified as shown in Fig.3.

 

Alumni 

Library Home Admin 

Dept 

Staff                             Student 

Fig.3: Modified Web Graph W using Langville and Meyer (2004b)
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The new forward links from the Alumni page is shown using the dotted arrows. This makes 
the transition matrix T as stochastic as shown below:

0 1/ 3 0 1/ 3 1/ 3 0 0
0 0 1/ 3 1/ 3 1/ 3 0 0

1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7
0 0 0 0 1 0 0

1/ 6 1/ 6 1/ 6 1/ 6 0 1/ 6 1/ 6
0 0 1/ 3 0 1/ 3 0 1/ 3
0 0 0 1/ 3 1/ 3 1/ 3 0

T

 
 
 
 
 =  
 
 
 
  

The row 3 in the transition matrix T , (Alumni page) is connected to all the nodes and also 
connected back to it (shown in the dotted lines).

There is another proposal from Bianchini et al. (2005) and Singh et al. (2010) to connect 
a hypothetical node hi with self loop and connect all the dangling nodes to the hypothetical 
node as shown in Fig.4. This method also makes the transition matrix as stochastic matrix.

In Fig.4, hi is the hypothetical node with self loop (shown in blue dotted line) and the 
Alumni page is connected to it (shown in red dotted line) and the transition matrix for the 
modified graph is shown as follows:

0 1/ 3 0 1/ 3 1/ 3 0 0 0
0 0 1/ 3 1/ 3 1/ 3 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0

1/ 6 1/ 6 1/ 6 1/ 6 0 1/ 6 1/ 6 0
0 0 1/ 3 0 1/ 3 0 1/ 3 0
0 0 0 1/ 3 1/ 3 1/ 3 0 0
0 0 0 0 0 0 0 1

T

 
 
 
 
 
 =  
 
 
 
 
  

The last row and last column in the above transition matrix T is the hypothetical node hi. 

The transition probability for the Alumni page in the modified graph in Fig.4 is 1. Now the 
Alumni page is no more a dangling page. Similarly for the hypothetical node hi the transition 
probability is 1 because of the self loop. Now this Web graph on Fig.4 is also stochastic.

This stochastic property is not enough to guarantee that Markov model will converge and a 
steady state vector exists. There is another problem with is transition matrix T is that this matrix 
may not be regular. The general Web’s nature makes the transition matrix T is not regular. In 
the graph, every node needs to be connected to every other node (irreducible). But in the real 
Web, every page is not connected to every other page i.e. it is not strongly connected. Brin 
et al. [1] forced all the entries in the transition matrix to satisfy 0 < tpq < 1 to make it regular. 
This ensures convergence of qn to a unique, positive steady state vector.



Application of Markov Chain in the PageRank Algorithm

549Pertanika J. Sci. & Technol. 21 (2): 541 - 554 (2013)

Google Matrix

According to Langville and Meyer (2005), Brin and Page added a perturbation matrix E = 
eet/n to make this stochastic irreducible matrix as Google matrix as shown in equation [12].

(1 )T T Eα α= + −         [12]

Where α is between 0 and 1. Google believed that this new matrix T tends to better model 
the real-life surfer. In the real-life a surfer has 1-α probability of jumping to a random page 
on the Web i.e. by typing a URL on the command line of a browser and an α probability of 
clicking on a forward link on a current page. Many researchers (Brin & Page, 1998; Langville 
& Meyer, 2004b; Bianchini et al., 2005) say the value of α used by the PageRank algorithm 
of Google is 0.85.

We calculate the Google Matrix in equation [12] using the sample Web graph W  by having 
a value of 0.85 for α and shown in the matrix T .

This matrix computation can be normalized to a stationary vector by calculating the powers 
of the transition matrix. At one stage of the calculation, the values of the matrix get stationary.

Those values are the PageRank scores for the 7 pages from the sample Web graph W. 
Assume after the 30th iteration the following are the stationary vector for our sample 7 page 
Web graph.

[ ]0.043 0.334 0.047 0.341 0.441 0.041 0.041s =

 

Alumni 

Library Home Admin 

Dept 

hi 

Staff                             Student  

Fig.4: Modified Web Graph W using Singh et at. (2010) 
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0 1/ 3 0 1/ 3 1/ 3 0 0 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7
0 0 1/ 3 1/ 3 1/ 3 0 0 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7

1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7
0.85 0.150 0 0 0 1 0 0 1/ 7 1/

1/ 6 1/ 6 1/ 6 1/ 6 0 1/ 6 1/ 6
0 0 1/ 3 0 1/ 3 0 1/ 3
0 0 0 1/ 3 1/ 3 1/ 3 0

T

 
 
 
 
 = + 
 
 
 
  

7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7
1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7
1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7
1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7 1/ 7

 
 
 
 
 
 
 
 
 
  

0.021 0.304 0.021 0.304 0.304 0.021 0.021
0.021 0.021 0.304 0.304 0.304 0.021 0.021
0.142 0.142 0.142 0.142 0.142 0.142 0.142
0.021 0.021 0.021 0.021 0.871 0.021 0.021
0.163 0.163 0.163 0.163 0.021 0.163 0.163
0.021 0.021 0.304 0.021 0.30

=

4 0.021 0.304
0.021 0.021 0.021 0.304 0.304 0.304 0.021

 
 
 
 
 
 
 
 
 
  

PageRank Interpretation of Stationary Vector

PageRank interprets the stationary vector in the following way. For example, a user enters a 
query in the Google search window requesting for word 1 and word 2. Then the search engine 
looks for the inverted index database with the word 1 and word 2. This database contains 
the list of all the words or terms and the list of documents that contains the words or terms 
(Langville & Meyer, 2005).

Assume the following documents lists are stored in the inverted index database for word 
1 and word 2 as shown in Table 1.

So, the relevancy set for the user’s query term word 1 and word 2 is {1, 2, 4, and 7}. The 
PageRank of these 4 documents are compared to find out the order of importance. According 
to our sample 7 page Web, 1 is the Staff page, 2 is the Student page, 4 is the Library page and 
7 is the Dept. page. The respective PageRank scores are s1 = 0.043, s2 = 0.334, s4 = 0.341 and 
s7 = 0.041. This PageRank algorithm treats that document 4 (Library) page is most relevant to 
the given query term, followed by document 2 (Student), document 1 (Staff) and document 
7 (Dept). When a user types a new query term, the inverted index database is accessed again 
and a new relevancy set is created. This is how the PageRank algorithm works in the Google 
search engine.

TABLE 1 
Inverted Index Document List
Query Word/Term Document List
Word 1 Document 2, Document 4 & Document 7
Word 2 Document 1 & Document 7
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EXPERIMENTAL RESULTS

The dataset that is used in this experiment is WEBSPAM-UK2007, provided by Laboratory of 
Web Algorithmics, Università degli Studi di Milano with the support of the DELIS EU - FET 
research project (Yahoo! Research, n.d.). The collections contain 114549 hosts and among 
them, 49379 are dangling hosts. The distributions of hosts is as Fig.5.

The dataset is implemented with the algorithm in (Singh et al., 2010) and shows the results 
of the dangling hosts. We actually show the rank results of the first dangling host to the last 
one. The rank results of the dangling hosts is described as in Fig.6.

With the hypothetical node, now the Web graph is stochastic. Fig.6 shows the rank results 
of the dangling hosts in ascending order. The results are calculated with the damping factor α 
of 0.85 and 50 iterations.

 
 

 Label No. of Hosts 
Dangling Hosts 49379 
Non-dangling Hosts 65150 
Total 114529 

Fig.5: Distributions of Web Hosts 

 

Fig.6: The rank results of the dangling hosts 
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CONCLUSION

This paper starts with the introduction of Markov chain and PageRank algorithm. Then the 
mathematics behind the PageRank algorithm is explained theoretically. This paper also brings 
anonymity about how the PageRank algorithm uses the Markov chain and transition matrix 
to calculate the relevancy set. This paper highlights the different adjustments done to make 
the Web graph into a Markov model. In that, the dangling node problem and the methods to 
handle the dangling nodes were also discussed and the mathematical solutions are given. A 
Markov model is created for a sample Web graph and the PageRank calculation is shown for 
the Markov model. We implemented the PageRank algorithm just to support our mathematical 
model and shown the results. 
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INTRODUCTION

Wireless charging especially on mobile 
devices is a hot topic recently due to the 
convenience of replenishing battery power 
without lugging charger unit around. The 
wireless charging concept utilizing two coil 
antennas, one emanates electromagnetic field 
in area surrounding it while the other antenna 
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ABSTRACT

An AC to DC voltage rectifier and its respective regulator were designed and integrated on a 0.25µm 
CMOS process. Its input impedance was measured along with the regulated DC output. Input impedance 
of a series of rectangular coil microstrip antenna on FR4 PCB with outer dimension of 78mm x 41mm 
was measured. The positive reactance of the antenna was matched at resonance with negative reactance of 
the integrated rectifier and regulator with addition of external capacitor. Relationship between incidental 
electromagnetic field in A/m at the coil microstrip antenna all the way to the rectified DC voltage at the 
output of the regulator is presented. In the context of wireless power transfer, this work focuses on the 
remote unit that absorbs electromagnetic field generated by another system and converts the energy into 
DC supply voltage for remote device
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absorbs the electromagnetic field and converts 
it into voltage. 

This work focused on the second antenna, 
which will be called receiving antenna 
throughout this work, and necessary electronic 
components surrounding it to convert the 
electromagnetic field into alternating voltage. 
The antenna was designed in dimension 
that fits standard RFID tag for convenience 
of comparing the result with available 
standard. This work focuses on near field 
electromagnetic absorption; distance between 
electromagnetic field generator and the 
receiving antenna; open-source voltage 
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generated at the receiving antenna at resonance and finally transforming the AC voltage at 
the receiving antenna into a DC voltage that can be used to power up electronic circuits. This 
work will only focus on 13.56MHz carrier frequency but the same concept can also work on 
other near field wavelength.

The electronic components required to convert the open-source voltage generated at the 
receiving antenna to DC voltage is voltage rectifier. The DC voltage resulted from the voltage 
rectifier can be used to power other electronic circuits. For this work, the type of voltage 
rectifier of interest is Dickson voltage doubler as it has been used in many other similar works 
as in Curty et al. (2005a, 2005b, 2005c) and Changming et al. (2006). To prevent the resulted 
DC voltage from growing indefinitely, a voltage regulator is necessary at the output of the 
rectifier.

For this work, the electronics circuits were designed and fabricated on a 0.25µm CMOS 
technology. The fabricated output is 1mm x 1mm integrated circuit (IC) loose die mounted on 
dedicated PCB. Input and output pads on the IC die is connected to input and output pads on 
the PCB using 1mil aluminum wire bond. 

Simulation and measurement result on the receiving antenna coil for multiple of turns 
will be presented here. The most important measurement is the input impedances of the 
receiving antenna coil which will be presented here. This work will also present simulation 
and measurement result of the fabricated voltage rectifier and voltage regulator both on the 
functional operation of the electronics and its input impedance. Finally the voltage rectifier 
and voltage regulator will be combined and measured at resonance. 

The voltage that appears at the input of the voltage rectifier is a divided voltage of open 
circuit voltage, VOC, which resulted when an antenna coil is exposed to an electromagnetic 
field (Constantine, 1997). Additionally, effective distance of the receiving antenna to the 
electromagnetic generating antenna is also discussed.

CIRCUIT DESIGN

Voltage rectifier circuit used for this work is of type Dickson mainly due to many references to 
this architecture being used in CMOS process and near field electromagnetic field absorption 
such as in Curty et al. (2005a, 2005b, 2005c) and Changming et al. (2006). For this work, 
the voltage rectifier circuit which also widely referred to as voltage doubler is limited to two 
stages only.

It is given in Changming et al. (2006) that without voltage regulation, maximum output 
voltage from the voltage doubler is

( ),max , 2 –  Out in peak thV N V V=          [1]

where N is number of stages, Vth is threshold voltage across diodes D1, D2, D3 or D4 and Vin,peak 

is the maximum amplitude of the divided VOC. When a coil antenna enters an electromagnetic 
field, voltage appears across it. The voltage is called open-circuit voltage or VOC in Constantine 
(1997). At the targeted cumulative load of ILoad, we want to have level of Vout,max higher than 
the level of supply voltage we aim for. The excess electric charge is conditioned by voltage 
regulator to keep it at intended voltage level. 
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Schottky diode is preferred for diodes D1, D2, D3 and D4 as it has very low threshold voltage 
drop across it. For this work, the target foundry does not include Schottky diode in its list of 
supported device, thus diode-connected native NMOS is being utilized. Native NMOS device 
in this fabrication process has threshold voltage of only 0.1339v. Using equation 1 at input 
voltage of 650mv, Vout,max of a two stages voltage doubler is 2.06v. This is more than enough 
as targeted output voltage for this work was at 1.1v.

The voltage doubler also has two DC block capacitors (CIn1 and CIn2) of type Poly-insulator-
Poly (PiP) at the input of the voltage doubler, one for each stage. The purpose is to block any 
unwanted DC voltages at the input as operation of the voltage doubler is very dependant to 
the alternating amplitude level of the input voltage. 

Capacitor at the output of each stage, namely C1 and C2 were designed using low voltage 
NMOS. The motivation of using NMOS as capacitor at the output is due to higher capacitance 
per square area as low voltage NMOS has very thin oxide that separates Poly and Source/Drain/
Substrate. Total capacitance per square micron is calculated at 5.835fF, using CGSO, CGDO 
and Cbulk value provided by foundry. In comparison, capacitor CIn1 and CIn2 which uses PIP 
capacitor only have 1fF per square micron. Additionally metal wires can be interlaced to add 
additional capacitance per square area. 

For this work, value of capacitor C1 and C2 were selected at 267.76pF and 5251.52pF 
respectively for ILoad of between 25µA to 50µA. The values selected were the most optimum 
for the targeted ILoad level for final size of less than 1mm2. Additionally voltage supply level 
does not drop by more than 10% during 100% ASK modulation. Having voltage supply level 
to drop too low will cause headroom issue in some internal circuits.

At the output of the rectifier, there are two diode-connected NMOS devices (DReg1 and DReg2) 
in series acting as clamp-down circuit. This will limit output voltage of the rectifier to twice 
the threshold voltage of the diode connected NMOS device. Without the clamp-down voltage 
regulator, output voltage of the rectifier circuit can go up to Vout,max level depending on load ILoad. 

For this work, threshold voltage of the NMOS being used as diode in the clamp-down is 
around 550mv. Having two diode-connected NMOS acting as forward-biased diode towards 
common ground limits output of the voltage rectifier at around 1.1v.

ACVIn

CIn2

CIn1

D1

D2

D3

D4

C1 C2

DReg1

DReg2

ILoad

VOut

 

Fig.1: Rectifier and regulator circuit
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MEASUREMENT RESULT

The die received from foundry was in a 5mm x 5mm form with 12 identical sub-dice. The 
main die was then sent for sub-dicing process.

Final results are loose IC die of interest with dimension of 1mm x 1mm. The dice was 
then mounted on a purposely built PCB with pads opening for wire bonding. The choice of 
bonding wire was a 1mil aluminum wire. On the PCB, input pads of the IC which is meant 
to be supplied with an AC voltage is connected to an SMA connector while output of the IC 
which is meant to be at DC level is connected to a PCB via for measurement. Fig.3 shows 
micrograph of the pre sub-diced IC dice received from the foundry.

Fig.4 shows an assembled module with one of the loose die mounted on the PCB, its input 
and output pads wire-bonded to the PCB with trace to elements for measurement such as SMA 
to supply input signal and output DC voltage measured on copper pad PCB via opening.

Characteristic of the IC is then measured in two ways. The first was to find relationship 
between voltage level at the input and its respective rectified and regulated output. For this 
work a sinusoidal signal generator was connected to the input of the IC through the SMA 
connector. The input signal was set at 13.56MHz frequency as it is a widely used frequency 
for Near-Field Electromagnetic transmission. Each signal level at the input is recorded as well 
as the respective DC output. Result is shown in Fig.5.

The first measurement was on the DC level of VOut per VIn,peak. Rectification process did 
happened on silicon, but regulation did not. During design process, rectification was targeted 
at around 1.1v DC with the help of voltage regulator diodes but from the graph above it is 
shown that voltage regulation did not happen. Although rectification did happened, but input 
voltage required for the same 1v DC output is higher. In the simulation only about 650mv-
peak input voltage required to get to the target DC voltage, but in silicon about 3v-peak input 
voltage needed. 

One possible explanation for this issue is the diode connected native NMOS device for 
D1, D2, D3 and D4 in Figure 1 may have threshold voltage too low that it allows backflow of 
charges in the opposite direction, which is called reverse current. Reverse current negates 

 

Fig.2: A 2-stage rectifier voltage doubler with C1=267.76pF and C2=5251.52pF regulated at 1.07v
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Fig.3: Fabricated Die
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Fig.4: Subdiced IC mounted on PCB with SMA connector

Fig.5: Plot of measured rectified and regulated voltage output as AC voltage at input is gradually 
increased
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charge accumulation done in earlier part of the cycle. Only when the input level is way higher, 
the reverse current effect can be overcame by having much more forward current.

The voltage regulator circuit was designed to clamp output at about 1.1v for 650mv input 
signal level. If the reverse current is the cause of mismatch between simulation and physical, 
the voltage regulator now need to channel out to ground a much larger charge than it was 
designed for. It would be an uphill battle.

The diode connected native NMOS device was selected due to the low threshold voltage 
characteristic for optimum charge accumulation in the voltage doubler circuit especially at 
capacitor C2. Similarity between Schottky diode and diode connected native NMOS device 
end there though. Characteristic of a Schottky diode is it allows forward current to flow in 
exponential rate beyond its threshold voltage, while keeping reverse current low in reverse 
voltage. A diode connected native NMOS device also allows forward current to flow at 
exponential rate, but has much higher reverse current. Interestingly, this characteristic did not 
appear in simulation.

Another possible explanation for the big mismatch between simulation and silicon can be 
pointed out at an effort on layout to add more capacitance per square micron by interlaying 
metal layers. Since the metal interlaying was done at the layout stage without simulation model, 
there is no error-checking method available to trigger an alarm if shorts happened.

The metal interlaying was done as shown in Fig.7. Active and diffusion layer of NMOS 
which being used to create capacitors C1 and C2 in Figure 1 is connected to the Metal1 layer. 
The Metal1 layer is purposely laid right above poly layer of the NMOS to add more capacitance 

  

  

Fig.6: Metal1 and via1 Fig.7: Metal2 and via2

Fig.8: Metal3 and via3 Fig.9: Metal 4 and via4
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between Poly layer and active and diffusion layer. The Metal1 layer then allowed to tunnel 
through Metal2 to arrive at Metal3 layer at many points. Poly layer of the NMOS also tunnels 
through Metal1 to arrive at Metal2. Having Metal2 being laid everywhere there is Metal1, more 
capacitance is added to the C1 and C2 capacitor. The pattern continues till the top metal layer.

COIL ANTENNA DESIGN AND MEASUREMENT

A series of microstrip coil antenna were designed on single-layer FR4 type PCB. Dimension 
of its outermost turn is 78mm x 41mm with trace width kept at 0.5mm. The antennas were 
designed from one turn to 10 turns with pitch of 0.5mm and simulated using electromagnetic 
field simulator. Input impedance of the simulated result of each antenna was recorded and their 
equivalence inductance values at 13.56MHz frequency were recorded as well. The result is 
shown in Fig.10 indicated by diamond marker. Measured input impedance of the antenna coil is 
saved in soft copy in the form of Touchstone format with .s1p extension for further investigation.

To validate the result, three antennas with two, six and ten number of coils were fabricated 
and measured. Input impedance value of each fabricated coil was measured and recorded. The 
result is shown in Fig.10 indicated by triangle marker. It is confirmed that result of the actual 
antenna coil matches closely of simulation. Fig.11 shows measurement of six coil antenna on 
spectrum analyzer.

 

 

Fig.10: Inductance of simulated rectangular microstrip coil at various number of turns with measured 
results to validate

Fig.11: Measurement of fabricated antenna
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THEORY

Equivalent circuit of the antenna coil and the fabricated IC is shown in Fig.12. The resistance 
RL and capacitance CL is the component of the integrated circuit input impedance while the 
capacitance CCoil, RCoil and LCoil are components of the antenna coil.

The integrated rectifier and regulator circuit designed and fabricated as described in Figure 
1 is modeled as RL and CL in Fig.12. From measurement, the value of RL is known at 194.4Ω 
while value of CL is known at 131pF at 13.56MHz frequency. In contrast, based on simulation 
data, value of RL is at 348.07Ω while value of CL is at 58.93pF at 13.56MHz frequency. 

At resonance, all reactance of components CL, CCoil and externally connected CExt is a 
complex conjugate of reactance value of LCoil. What’s left are real impedance RL and RCoil. The 
final circuit at resonance is as in Fig.13. Finding VL, input voltage to the integrated circuit is 
just a matter of voltage divider.

According to Constantine (1997), when an electromagnetic plane waves impinges upon a 
coil antenna, an open circuit voltage developed. The open circuit voltage is referred to as VOC 
and shown in Fig.13. The supply voltage VOC is defined in Constantine (1997) as

2 aOC ocV j V j B Nω ω π= = ∗          [2]

where πa2 is the area inside the circular coil, N is number of turns in the coil and B is the 
incident magnetic flux density. Since for this case, rectangular coil antenna is used instead, 
some deliberate modification to the equation is needed. Also, most literature describes generated 

RL CL CCoil LCoilR‘Coil
CExt

 

AC VOC

R‘Coil

R L

+

-

VL

 

Fig.12: Equivalence circuit using Thevenin’s

Fig.13: Equivalence circuit at resonance
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field in electromagnetic field (H) term more than in magnetic field (B) term. Thus, the final 
VOC equation that will be used here is

0 OC eff nV j H Aω π= ∗Σ               [3]

where n is the number of turn, An is area of the rectangle of interest and µ0 is vacuum 
permeability. At Heff of 3A/m (rms), VOC for each turn case is presented in Table 1.

TABLE 1 
Area of antenna at each turns of coil and expected VOC

N A VOC (rms) VOC (p-p)
5 1.37 x 10-2 4.41 v 6.24 v
4 1.14 x 10-2 3.67 v 5.19 v
3 8.90 x 10-3 2.86 v 4.04 v
2 6.16 x 10-3 1.98 v 2.80 v
1 3.20 x 10-3 1.03 v 1.45 v

For better understanding on distance between the field generating antenna and receiving 
antenna, ISO 10373-7 standard is used for some insight. In the standard, the field generating 
antenna for testing is defined as a circular coil with two turns and radius of 150mm. The 
standard also defined that typical operating distance as 37.5mm at H of 150mA/m rms. Using 
Biot-Savart equation as below

2

2 32

(I N R )H
(R +z)

=
                   [3]

where R is the radius of the coil, N is number of turns and z is the distance from center of the 
coil perpendicular to the plane of the coil.

Rearranging the equation reveals that to get the electromagnetic field strength of 150mA/m 
as described in the standard require 0.55 Ampere of AC current injected into the coil. 
Rearranging the equation again, this time for distance z, we have a plot as in graph as in Fig.14.

IC AND ANTENNA INTEGRATION

As mentioned in the Theory section, VL, the input voltage to the integrated circuit is a divided 
voltage of VOC. For that reason this section is dedicated to establishing value of R’Coil at 
resonance. Since value of RL is known from measurement, ratio of VL to VOC can be established 
easily.

In the spirit of saving time and cost, further measurements were done in system simulator. 
Touchstone file format of each component which was stored during measurement stage can be 
read by system simulator such as ADS. External capacitor, CExt, was added to the input port 
of the receiving antenna’s Touchstone model in system simulator. The CExt is parallel to the 
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inductor LCoil to add to the total complex conjugate that matches the inductance of the coil. 
Varying the external capacitor CExt, we will get pure real resistance (R’Coil) and zero reactance 
to the system.

Since real part of input impedance (RL) of the IC is known at 42kΩ, the divided voltage 
level VL can be estimated. Table 2 summarize it.

TABLE 2  
Summary of VL(p-p) at Varying Coil Inductor Turns

N CExt R’Coil VOC(p-p) VL(p-p)
5 36.55pF 9.15 x 104 Ohm 6.24 v 1.96 v
4 52.75pF 5.29 x 104 Ohm 5.19 v 2.30 v
3 86.20pF 2.60 x 104 Ohm 4.04 v 2.50 v
2 166.60pF 9.53 x 103 Ohm 2.80 v 2.28 v
1 512.32pF 1.74 x 103 Ohm 1.45 v 1.39 v

 

H
(A

/m
)

z, distance (m)  

 

Fig.15: Total reactance

Fig.14: Distance from center of electromagnetic field generating antenna to specific distance (m) with 
respect to electromagnetic field (A/m)
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CONCLUSION

The main target of this work which to identify voltage at the input of rectifier at any given 
effective electromagnetic field has been achieved. Also, if the parameters as defined in equation 
[4] are known, distance between electromagnetic field generating coil antenna and the receiving 
antenna can be calculated.

Although there are mismatch between data from simulation and silicon, on the integration 
part the integrated circuit still usable in giving us some idea on improving the design further. 
Now it is known that VL is a divided voltage of VOC. Thus for future work, input resistance of 
the rectifier IC need to be made bigger for higher divided voltage in the integrated antenna-IC 
system. 

In the target application for such a system, it is important to maximize VL at any given 
VOC. Also in the same time, for any given electromagnetic field level, we want to maximize 
VOC. The relationship has been described between antenna coil area and VOC in equation 3 for 
future improvement.
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INTRODUCTION

The surging price of cure oil, together with 
environmental issue has been encouraging 
many countries to seek alternative fuels. Since 
2004, Indonesia becomes a net importer of 
crude oil. Some alternatives energy sources 
have been developed, such as Gas and coal, 
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ABSTRACT

A combination of ultrasonic and chemical catalyst affects to the transesterification reaction rate of palm 
oil conversion to biodiesel is investigated in a 5 Liter capacity reactor equipped with the heater and 
temperature controller and the 42 Hz ultrasonic generator of 35 watt with process parameters of (a) 
reaction temperature, (b) methanol to palm oil ratio, (c) and the amount of chemical catalyst and (d) 
duration of the ultrasonic activation. The result shows that by combining the ultrasonic and chemical 
catalyst in the palm oil transesterification processing increases the chemical reaction rate, the higher the 
frequency of the ultrasonic activation used, the higher the biodiesel conversion.The transesterification 
operating process condition of 60 to 70 oC, Methanol to palm oil ratio of 5, reaction duration time of 
60 minute, and catalyst activation of 30 minute, using a 42 KHz , 35 watt ultrasonic, may be applied 
to produce biodiesel with a conversion as high as 94% for palm oil feed stock and 91% for coconut oil 
feedstock
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Hydropower, Geothermal and Biofuel. Two 
well-known biofuels commercially produced 
are biodiesel and bioethanol. As a large 
agricultural country, Indonesia has very 
big potential to produce biofuel. Currently, 
most biodiesel is commercially produced 
from vegetable oils by transesterification 
/ esterification reaction. This is the most 
common process technology of biodiesel 
that proven in the world.The detailed process 
of biodiesel production varies between one 
another depending on licensor. However, the 
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principle of process is similar which consisting of esterification transesterification reaction 
followed by glycerol separation and then ester (biodiesel) purification.

The Indonesia domestic consumption of fuel oil has been increasing steadily, while the 
production of fuel oil and its availability tends to decrease. The continued reliance on fossil 
fuel for fulfilling national energy demand has to be gradually decreased by utilizing other 
energy sources including agricultural products. Developing biofuel is a must for Indonesia due 
to several reasons including the abundance availability of feed stocks, its potential to improve 
air quality in big cities and its potential to reduce the poverty in rural areas. Two well-known 
biofuels commercially produced are biodiesel and bioethanol. In the year 2010, petroleum solar 
oil consumption in Indonesia is about 28 million kilo Liters and petroleum diesel oil is more 
than 300 kilo Liters. This means that for 10% of biodiesel mixture with 90% petroleum solar 
or diesel oil (B10), there will be a demand of more than 2.8 million tons of biodiesel per year 
in 2010. This is huge demand for biodiesel in Indonesia (Biodiesel Research Group, 2007). 
The technology for producing biodiesel from vegetable oil need to be developed and improved. 
The use of combining of the ultrasonic and chemical catalyst is introduced in this paper.

SELECTION OF BIODIESEL FEEDSTOCK

The advantage of biodiesel over fossil fuel is its sulfur free, so that its flue gas can be easily 
controlled and environmentally friendly. The Kyoto Protocol signed in 1997 requires, from 
the European Union (EU), a commitment to reduce, between 2008 and 2012, greenhouse gas 
emissions by 8% from their 1990 level. One of the instruments chosen by the EU Commission 
to achieve these results is reported in the Directive 2003/30/EU, which states that, starting 
from 2010, at least 5.75% of the fuel used for driving engines in a number of EU states should 
come from renewable sources. However, it is well-known that biodiesel must be mixed 
with diesel or solar oil if it is to be used for combustion engine, with the usage range from 
5%(B5) to 40% (B40) of biodiesel. Although 100% of biodiesel can also be used directly to 
the engine but this is not common practice. Problems associated with the use of vegetable oils 
as fuel were oil deterioration and incomplete combustion. Polyunsaturated fatty acids were 
very susceptible to polymerization and gum formation caused by oxidation during storage or 
by complex oxidative and thermal polymerization at the higher temperature and pressure of 
combustion. The gum did not combust completely, resulting in carbon deposits and lubricating 
oil thickening. To overcome these problems the oil requires slight chemical modification 
mainly transesterification, pyrolysis and emulsification. Among these, the transesterification 
is the key and foremost important step to produce the cleaner and environmentally safe fuel 
from vegetable oils (Biodiesel Research Group, 2007).

Currently, most biodiesel is commercially produced from vegetable oils by transesterification 
/ esterification. This is the most common process technology of biodiesel that proven in the 
world. In the reaction, the oil and alcohol are reacted to produce alkyl esters (biodiesel). 
Methanol is used as the alcohol for commercially producing biodiesel because it is the least 
expensive alcohol. Hence, methanol is important raw material for biodiesel, with its demand 
in Indonesia being around 280,000 ton per year. 
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Process technology of a biodiesel plant depends upon the quality of the feedstock, the plant 
capacity and the quality requirements for finished biodiesel. It is well known, transesterification 
or esterification is an equilibrium reaction. To ensure the increase of triglyceride conversion, 
an excess of alcohol is used. The minimum equivalent ratio of alcohol to vegetable oil is three. 

The biodiesel research conducted in Gadjah Mada University Yogyakarta Indonesia was 
started in 1980’s. The vegetable oil processed were rubber seed oil, peanut oil, castor oil, 
nyamplung seed oil, jatropha curcas oil, palm oil, kapuk seed oil, and candlenut oil etc. The 
equivalent ratio of alcohol (ethanol or methanol) to vegetable oil is in the range of 3 to 14. The 
higher the equivalent ratio of alcohol to vegetable oil, the higher the conversion is, but the cost 
of alcohol recovery is also higher. An excessive amount of alcohol also makes the recovery 
of glycerol difficult, so the optimum ratio of alcohol to oil has to be established, considering 
each individual process (Biodiesel Research Group, 2007; Supranto, 2003, 2004)). Some 
researchers (Supranto, 2004; Freedman et al., 1986; Encinar et al., 2005) found the molar ration 
of 6 : 1 of methanol to oil gave the best conversion. Moreover Freedman et al. (1984) studies 
the effect of molar ratio on ester conversion with vegetable oils such as soybean, sunflower, 
peanut and cotton seed oils behaved similarly and achieved highest conversions (93 – 98%) 
at 6 : 1 molar ratio. The similar results have been found for transesterification of rubber seed 
oil with methanol (Mustanginah, 2006).

CPO is recently verry attractive to be converted to biodiesel, although CPO based 
biodiesel is a bit unsuitable in European countries. Other potential raw materials for biodiesel 
are abundant in Indonesia, including coconut oil and Jathropa Curcas. Until 2005, increasing 
planting area was observed not only in Jatropha but also Oil Palm and Peanut. Increasing oil 
palm planting area is due to the world demand for oil palm edible oil that increases every year 
and there is enough suitable land across the country (Supranto, 2010).

A. Palm Oil

Crude palm oil can be processed to produce many product derivatives which are very important 
in supporting different types of industry. Indonesian government has targeted to enlarge oil palm 
area till 18 millions tons in 2010. The oil palm planting area since 2000 has been spread out 
in Sumatra, Kalimantan, Sulawesi and Papua. Until 2005, North Sumatra and Riau dominate 
the area in the country in almost 1 million ha each. Riau has the largest oil palm area in the 
country, though the local production in North Sumatra is higher. The productivity of oil palm 
in North Sumatra is the best across the country. The production can reach 3785 ton/ha/year of 
bunch (Biodiesel Research Group, 2007).

B. Coconut

The use of oil palm to produce edible oil has affected the development of Coconut planting 
area. Though the total number of Coconut planting area increased in 2001, the planting area 
then has continually decreased till 2005. The reduction of Coconut planting area might be due 
to its cultivation being not economically visible. Many estates have changed their Coconut to 
other profitable estate crop such as oil palm. Riau, Central and East Java, North Sulawesi are 
the area of coconut. Coconut can be found in the back yard and dry land field especially in the 
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coastal side. Now days, coconut was cultivated extensively across the country, therefore the 
productivity seems very low. In the centre production area, the productivity can reach only 1 
ton/ha. The best productivity was reported in Central Sulawesi, the highest local production 
was observed in Riau. The potential production of coconut is estimated to be stagnant until 
2010 (Biodiesel Research Group, 2007).

C. Jathropa

Jatropha was uncultivated crop which is easily founded in the fence of field or backyard. 
Jatropha can be grown in different types of land. In the marginal land such as unfertile dry land 
area, it can produce enough seed. In the national level, the planting area of jatropha in 2000 was 
only 12807 ha. Lampung, Java, Nusa Tenggara and Central Kalimantan were the place where 
jatropha was easily seen. East Java and Nusa Tenggara which were believed as dry area have 
the largest planting area. Since 2000, the planting area in Lampung, Banten, Central Java, East 
Java and West Nusa Tenggara has no significant increased. Different situation could be seen 
in West Java and East Nusa Tenggara. The planting area has significantly inclined. In 2005 
the planting area has 10 times multiplied. The trend of increasing planting area in West Java 
and East Nusa Tenggara may be due to the concern of the government in developing energy 
source diversification. In West Java, several research institutions have proposed jatropha as 
energy source alternatives, therefore many field researches may be conducted in the area. Field 
action research may also been executed in East Nusa Tenggara due to the dry climate in the 
area (Biodiesel Research Group, 2007).

Increasing planting area has not been followed by the increase of seed production. Different 
effect can be observed between West Java and East Nusa Tenggara. Though the productivity 
in these two areas right now is considered very low, West Java can maintain its productivity. 
Different result has been founded in East Nusa Tenggara; increasing planting area may even 
reduce the productivity. This phenomenon might be caused by the condition that the cultivation 
technology was still missing. The potency to increase national seed production is still possible 
because there is a very large suitable area and government support policy.

Indonesia has very big potential to produce biodiesel doe to the fact that Indonesia is the 
second largest Crude Palm Oil (CPO) producer in the world and also has a very large area 
of Coconut plantation. About 75% of the product CPO is exported as crude material. CPO is 
recently the most attractive followed by the Coconut oil to be converted to biodiesel, although 
CPO based biodiesel is a bit unsuitable in European countries. The development of technology 
for producing biodiesel from Palm and Coconut Oil are need to done such as by combining 
the use of ultrasonic and chemical catalyst to increase its rate processes.

EXPERIMENTAL RESULT AND DISCUSSION

A. Experimental Work

The objective of experimental work of converting palm and coconut oil to biodiesel using 
a combine ultrasonic and chemical catalyst was to identify the suitable process condition, 
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including temperature, ratio of the methanol (MET) onto the Tri Gliceride (TGE) in the Palm Oil 
(PO) and Coconut Oil (CO) through a transesterification process. The product of the complete 
transesterification are Fatty Acid Methyl Ester (FAME) as the main product and Glycerol (GLY) 
as the bye-product. The chemical process was carried out in a batch reactor system equipped 
with the heater and temperature controller and the 42 Hz ultrasonic generator of 35 watt to 
activate the mixture of methanol and NaOH catalyst. The process parameter inverstigated are 
(a) reaction temperature , (b) methanol to palm oil ratio, (c) amount of chemical catalyst and 
(d) duration of the ultrasonic activation.

The experimental apparatus consist of a 5 Liter capacity batch reactor, equipped with heater, 
sampling system and the recirculating pump as the mixing part. The ultrasonic compartment 
is set outside the reactor, in the stream line of the methanol-catalyst mixture to reactor inlet.. 

The experiment was carried out with variables of process condition including: 
temperature from 30 to 70 oC; ratio of MET/TGE on Palm and Coconut Oil of 3 to 6; 
NaOH Catalyst of 0.25 to 1 % and the duration of catalyst activation by the ultrasonic 
part of 5 to 30 minutes. In all of the experimental works, the ultrasonic generator used 
was having properties of 42 KHz frequency with 35 watt power supply.

B. Experimental Result

The result of the experiment are presented in Fig.1 to Fig.4, showing the effect of the 
variation of temperature, variation of the ratio of MET/TGE, variation of the amont of 
NaOH catalyst, and variation of the duration of catalyst activation, on the convertion 
of TGE in Palm and Coconut Oil respectively.

Fig.1 shows the effect of temperature and time duration on the Palm and Coconut TGE 
conversion .As shown in Fig.1, the TGE conversion is increasing when longer duration time 
is used, however the increased of TGE conversion will no longer significant when the duration 
reaction time reachs 60 minutes. In general it can be seen in Fig.1, that the transesterification 
of TGE Palm Oil is faster than that of Coconut Oil. This may be chemical component in the 
TGE Palm Oil has higher activity than that in the TGE Coconut Oil.
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MET/TGE ratio of 4, NaOH catalyst of 1% and ultrasonic activation of 30 minutes
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The higher the reaction temperature is used, the faster the reaction rate, however the 
reaction temperature is not able to be increased higher than 70 oC doe to the normal boiling 
point (65oC) property of pure methanol reactant used. 

Fig.2 shows the effect of varying mole ratio MET/TGE on TGE conversion. It is shown 
in Fig.2, that in general, the transesterification of TGE Palm Oil is faster than that of Coconut 
Oil. Fig. 2 also shows the TGE conversion is affected by the MET/TGE ratio. Increasing the 
MET/TGE ratio from 3 to 6 will increased the TGE conversion of about 25% for Palm Oil, 
and about 60% for Coconut Oil. The increased of MET/TGE used will reduce the viscosity 
of mixture, which may cause better contact for the reactants and simultaneously increase the 
reaction rate.

Fig.3 shows the effect of catalyst and time duration on the Palm and Coconut TGE 
conversion. The combine of ultrasonic generation of 42 KHz frequency with 35 watt 
power supply and chemical of sodium hydroxide (NaOH) was used as catalyst in the TGE 
transesterification. The ultrasonic was used to activated the mixture of methanol and NaOH 
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catalyst. It is shown in Fig.3 that by increasing the amount of NaOH catalyst, the reaction 
rate of transesterification is also increasing. By using the low amount of NaOH catalyst i.e. 
0.25%, the difference of TGE Palm Oil and Coconut Oil Conversion is higher than that by 
high amount catalyst, i.e. 1% . It seems that a suficient amount of chemical catalyst is needed 
in this transesterification process.

The effect of ultrasonic activation on the methanol-catalyst mixture is shown in Fig.4. 
The result of the experiment shows that by combining the ultrasonic and chemical catalyst in 
the palm and coconut oil transesterification processing increases the chemical reaction rate. 
The optimal conversion of the the palm oil transesterification can be achieved at 60 minute 
transesterification process using the process condition of the temperature of 70oC, the methanol 
to palm oil ratio of 4, the catalyst amount to palm oil of 1% (w/w), and the 42 KHz ultrasonic 
activation periode of 30 minutes. 

C. Transesterification Kinetic Evaluation

The chemical reaction of transesterification is simplified as shown in Equation [1], with MET is 
methanol, TGE is triglyceride in Oil, FAME as the main product (biodiesel) and GLY is glycerol 
as the bye-product. The chemical reaction kinetic is approach as a second order of pseudo 
homogeen reaction, with the reaction rate formula is shown in Equation [2] and simplified to 
Equation [3] with x representing the TGE conversion, k is the coefficient of the reaction rate, 
CTGE0 is the initial TGE concentration and t representing the duration time of the reaction.

MET     +     TGE          FAME     +     GLY          [1]

MET: Methanol, TGE: Three Glyceride, FAME: Fatty Acid Methyl Ester (biodisel), GLY: Glycerol
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-rTGE        =     k  CTGE
2             [2]

 dx/dt      =     k CTGE0 (1-x)2            [3]

The value of k for each set data of the experimental result can be determined which gives 
the smallest sum square error. The value of k determined from experimental result and Equation 
[3] can be used to calculate or predict the value of TGE conversion based on a second order of 
pseudo homogeen reaction approach fitted to the experimental data, as described by Supranto 
(2010). The result of the kinetic evaluation are presented in Fig.5 for the variable of reaction 
temperature, Fig.7 for the variable of NaOH catalyst amount, and Fig.9 for the Variable of 
ultrasonic activation duration time. The coefficient of reaction rates determined from the kinetic 
evaluation and experimental result then plott in Fig.6 for the temperature variable, Fig.8 for 
the amount catalyst variable and Fig.10 for the variable of ultrasonic activation time.

Fig.5 is fit to represent the experimental data as shown in Fig.1. The coefficient of 
transesterification reaction rates(k) determined from the kinetic evaluation and experimental 
result in Fig.1 are presented in Table 1 and Fig.6.

As shown in Table 1 and Fig.6, the Coefficient of reaction rates of Palm Oil TGE 
transesterification is higher than these of Coconut Oil TGE transesterification. The length of 
carbon chain and type of chemical, having double bound or none in the raw material Palm Oil 
and Coconut Oil may affect in transesterification of Palm Oil and Coconut Oil.

TABLE 1 
Coefficient reaction rate of TGE transesterification

Temperature, oC
.k, g/mgrek.min

Palm Oil Coconut Oil
30 0.0157 0.0118
40 0.0211 0.0127
50 0.0325 0.0154
60 0.0422 0.0169
70 0.0771 0.0245

 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

0 10 20 30 40 50 60 70

TG
E 

Co
nv

er
si

on
, f

ra
ct

io
n

Time, minute

30 - PO

30 - CO

40 - PO

40 -CO

50 - PO

50 - CO

60 - PO

60 - CO

70 - PO

70 - CO

Fig.5: The Calculated Palm and Coconut Oil TGE conversion base on a second order of pseudo homogeen 
reaction with parameters of the reaction temperature and the reaction duration time.



Palm Oil Transesterification Processing to Biodiesel

575Pertanika J. Sci. & Technol. 21 (2): 567 - 580 (2013)

Fig.7 is fit to represent the experimental data as shown in Fig. 3. The coefficient of 
transesterification reaction rates(k) determined from the kinetic evaluation and experimental 
result in Fig.3 are presented in Table 2 and Fig.8.

TABLE 2 
Coefficient reaction rate of TGE transesterification

NaOH catalyst amount
% of NaOH catalyst

Palm Oil Coconut Oil
0.250 0.0357 0.0035
0.500 0.0408 0.0048
0.750 0.0523 0.0070
1.000 0.0746 0.0071
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The coefficient of transesterification reaction rates determined from the kinetic evaluation 
and experimental result on ultrasonic activation time are plotted in Fig.9. It is shown in 
Fig.9 that the TGE conversion increasing when ultrasonic activation time increasing. The 
transesterification reaction coefficient affected by the ultrasonic activation is shown in Fig.10.

The corelation of the ultrasonic activation duration time and the transesterification reaction 
rate coefficient is shown in Fig.10. The corelation is a logaritmic type.
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D. Ultrasonic Frequency

Some experimental result of transesterification using ultrasonic activation of 40 KHz to 600 
KHz have been found in publish literature, as shown in Table 3. Jose et al. (2005) using Soybean 
Oil (SO) as feedstock, with ultrasonic of 80 to 100 KHz, power of 120 watt, in a batch type 
reactor have reached TGE conversion of 97.5%. Vishwanath et al. (2008) using Palm Fatty 
Acid Distillate (PFAD) as feedstock, with ultrasonic of 50 KHz, power of 120 watt, in a batch 
type reactor have reached TGE conversion of 94%, while Mahamuni et al. (2009) have reached 
a TGE conversion of 98.5 when using Soybean Oil as feedstock, with ultrasonic of 323 to 611 
KHz,and power of 323 watt.

Without taking the differences in feedstocks, catalysts, reactant ratios, temperatures, 
reactor dimensions and other operating conditions into consideration, the effect of ultrasonic 
frequency on the TGE conversion may be figurized as shown in Fig.11. It is shown in Tabel 3 
and Fig.11 that transesterification process assisted by an ultrasonic with frequency of higher 
than 100 kHz promises a TGE conversion of higher than 97.5%, which is a very high conversion 
of chemical process.

TABEL 3 
Transesterification using ultrasonic freq. 40 to 300KHz

Researcher Jose et al.  
(2005)

Vishwanath et al. 
(2008)

Mahamuni et al.  
(2009)

Author Author

Feedstock SO PFAD SO PO CO
Catalyst NaOH NaOH KOH KOH NaOH
Catalyst   % 1 1 0,50 1 1
MET/TGE 6 5 6 5 5
Temperature, C 25 – 60 30– 50 25– 50 30 – 70 30 – 70
Ultrasonic., KHz 80-100 50 323-611 42 42
Ultrasonic, watt 120 120 323 35 35
Reaction Order 2 - 2 2 2
Time, minute 60 60 60 60 60
Process type Batch Batch Batch Batch Batch
Conversion, % 97.5 94 98.5 93 91

 

0,84

0,86

0,88

0,9

0,92

0,94

0,96

0,98

1

0 50 100 150 200 250 300 350

TG
E 

Co
nv

er
si

on
, f

ra
ct

io
n

Ultrasonic frequency, Hz

Fig.11: The effect of ultrasonic frequency on TGE conversion



Supranto, S.

578 Pertanika J. Sci. & Technol. 21 (2): 567 - 580 (2013)

CONCLUSION

From the experimental result and the literature study some conclusion may be sumerized as 
follow:

1. The transesterification process of Palm and Coconut Oil using methanol with an 
ultrasonic and chemical catalyst of NaOH follows a reaction kinetic of order 2. The 
reaction rate coefficient of palm oil transesterification is almost 10 time higher than 
that of coconut oil. 

2. The corelation of the temperature and the transesterification reaction coefficient 
is an exponential type, while the ultrasonic activation and catalyst related to the 
transesterification reaction coefficient is of logaritmic corelation type.

3. The transesterification operating process condition of 60 to 70 oC, MET/TGE ratio of 
5, reaction duration time of 60 minute, and catalyst activation of 30 minute, using a 
42 KHz, 35 watt ultrasonic, may be applied to produce biodiesel with conversion as 
high as 94% for palm oil feed stock and 91% for coconut oil feedstock.

4. In general the higher the frequency of the ultrasonic activation, the higher the 
conversion of the TGE to bodiesel. Hovewer the use of ultrasonic frequency higher 
than 400 KHz is not recomended doe to a very high of electric energy consumption.
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INTRODUCTION

Bioelectricity production using microbial 
fuel cells (MFCs) has drawn much attention 
recently as a future renewable energy 
production (Lovley, 2006). Electricity can 
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ABSTRACT

The aim of this project is to produce electricity from citronella biomass using isolated microbes from 
wastewater as biocatalyst in a dual chamber microbial fuel cell (MFC). MFC is one such system that 
not only reduced biomass, which contains mostly waste products but can also liberate electricity from 
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energy generation. Trials of MFC experiments have been conducted but using citronella bagasse (CB) as 
fuel source. Furthermore, pre-treatment of the biomass was done using NaOH pre-treament and effluent 
treatment wastewater from a palm edible oil company as a source for microorganism. The end results 
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be generated in MFCs using many types of 
substrates mainly any form of biodegradable 
organic matters (Pant et al., 2010). Simple 
carbohydrates such as glucose, sucrose, xylose 
and polymeric starch have been utilized as 
fuel for electricity generation using a dual-
chambered MFCs, proved to be successful 
though at low yield production (Catal et al., 
2008; Behera & Ghangrekar, 2009; Niessen 
et al., 2004). In contrast, though extracting 
bioelectricity from lignocellulosic biomass 
is not new but advances are rather slow in 
terms of development compare to biofuel 
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(e.g bioethanol) due to low power production. It was reported current output of 0.2 mA 
has been generated using an H-type MFC fed with cellulose and enriched with paddy field 
soil microorganisms (Ishii et al., 2008). Another advance of bioelectricity production from 
lignocellulosic biomass was the study conducted by Wang et al. (2009). Direct conversion to 
electricity has been demonstrated using corn stover with a maximum power of 331 mW/m2 
and pre-treated corn stover with a maximum power produced was 406 mW/m2.

In this study similar power generation studies was conducted with a different kind of 
lignocellulosic biomass; citronella bagasse (CB). Treated and untreated CB was applied in 
a dual-chambered MFC and the performance of MFC in terms of power generated will be 
presented.

MATERIALS AND METHODS

MFC design and set-up

Dual chambered MFC was fabricated as shown in Fig.1. Two chambers was constructed and 
separated with a proton exchange membrane (PEM), Nafion 117 (Dupont Co. DE). The PEM 
was pretreated by boiling in H2O2 (30 %) in deionized water, followed by another boiling in 
0.5 M H2SO4 in deionized water for one hour for each boiling before storing in deionized water 
prior to use. Both anode and cathode were carbon rods connected with copper wire. The anode 
and cathode compartments were filled with 1.1 L of 50 mM potassium phosphate buffer (KPi), 
together with 50 g of pretreated lemon grass and 60 mL of inoculum. For cathode chamber, 
1200 mL of 50 mM potassium phosphate is poured and 0.15 g of potassium permanganate is 
added as electron acceptor. No sparging of air was done in any MFC trials; instead the upper 
part of cathode chamber side was open for air to come in.

 

Fig.1: Dual chambered microbial fuel cell



Electricity Generation from Citronella Bagasse (CB) Using Dual Chamber Microbial Fuel Cell

583Pertanika J. Sci. & Technol. 21 (2): 581 - 588 (2013)

Inoculum preparation

Wastewater taken from Anfil Tower (anaerobic tank), Effluent Treatment Plant, Pan Century 
Edible Oil (M) Sdn Bhd, Pasir Gudang was kept in refrigerated condition before used. The 
wastewater was added into a dual chambered MFC anode and acetate (20 mM) was used as an 
energy source for enhancing bacterial growth. After period of time (3 months of enrichment), the 
inoculum was centrifuged at 6000 rpm, 10 minutes and 4 ˚C which supernatant was discarded 
and pellet was resuspended by adding 20 mL of autoclaved 50 mM potassium phosphate buffer 
(pH 7.0) for each of the inoculum without any other modifications such as pH adjustment or 
addition of nutrients or trace-metals.

CB pre-treatment

CB leaves was oven-dried prior to use. The CB was ground in using household blender, 
subsequently sieved to obtain particle sizes of 0.25 mm to 1.0 mm. 50 g of grinded CB was 
mixed with 0.75 (w/v) % of NaOH solution and autoclaved for 15 min, under 121◦C and 15 
psi. The pre-treated CB was recovered by filtration through porcelain Buchner funnel and was 
washed with several times of distilled water (approximately 4 L) to neutralize the pH. The 
pre-treated CB was immediately added to MFC. All CB was freshly pre-treated in every MFC 
operations.Pre-treated CB was analyzed for compositional content (cellulose, hemicelluloses 
and lignin) using standard analysis (Han & Rowell, 1996).

Calculation

Voltages produced by MFCs were recorded every 2 hrs using digital multimeter with data 
recorder (Fluke, USA). Current density (i, A/m2) was calculated according to Ohm’s Law i = 
V/RA, where V (V) is the voltage measured, R (Ω) is the external resistance, and A (m2) is the 
projected surface area of the anode. Power density was calculated as P (mW/m2) = 1000iV, 
where 1000 is needed for the given units.

RESULTS AND DISCUSSION

CB pre-treatment

Lignocellulosic biomass like CB can be used as the substrate in MFC. In fact, it is the promising 
feedstock for cost effective energy production. Anyway, it has to be pre-treated first to remove 
lignin, hemicelluloses and reduce the crystallinity of cellulose so that bacteria can utilize this 
biomass as substrate (Kumar et al., 2009). Before pre-treatment, dry CB was analyzed and 
its composition determined as of 29.64 % hemicellulose, 35.05 % cellulose, 19.81 % lignin, 
and 17.53 % others including extractives and ash. After the pre-treatment procedure, which 
was combination of diluted NaOH and steam hydrolysis, only 4.1 % of the cellulose was 
removed and more than 80 % of lignin and hemicelluloses was removed (data not shown). The 
composition of xylan, mannan and arabinan, that made up the hemicellulose component were 
not further detected since this study only focused on the reaction of the cellulose component. 
The chemical composition of the citronella in this study was slightly different from citronella 
reported by Rolz et al. (1986). The remaining cellulose was used for MFC trials.
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TABLE 1 
Chemical composition of citronella bagasse (CB)

Component wt%, dry basis in biomass
Cellulose 35.05
Hemicellulose 29.64
Lignin 19.81
Extractive 12.35
Ash 5.18

Cell concentration effect

Dual chambered MFC trials have been conducted in duplicates to validate the data in terms 
of consistency. In addition, to achieve the same starting (Open circuit voltage) OCV, the dual 
chambered MFC was operated first without any CB, until stable OCV was reached. Then fresh 
medium was added with CB prior to flushing out the previous medium. To achieve different 
concentrations of cells, mixed cultures used were centrifuged, and cells were resuspended in 
10 mL of 50 mM KPi (pH 7.0) and this was considered as initial suspension for the MFC. 
Prior to use, this suspension was diluted to 10-fold and 100-fold dilution with the same buffer 
for lower concentration of cells.

Fig.2 shows the influence of cell concentration on the voltage output of the dual chambered 
MFC with pre-treated citronella bagasse. Different cell concentrations show significant 
effect on maximum voltage generated. A maximum voltage of 0.35 V was obtained at the 
initial cell suspension used, and 0.29 V and 0.2 V achieved for both 10-fold and 100-fold 
dilution respectively. Since the pre-treated CB mass was the same in all MFC trials, the rate 
of degradation of CB and the utilization of degraded CB products (mainly glucose) seems 
to be the rate-limiting factor here. Pre-treated CB (mainly cellulose, data not shown) gave 
different final concentration of cellulose and glucose after 100 hours of operation time. 80 % 

 

Fig.2: Voltage generated versus time using different cell concentrations. Symbols: Intitial (), 10-fold 
() and 100-fold () cells concentration. Operation time was 120 hrs for each



Electricity Generation from Citronella Bagasse (CB) Using Dual Chamber Microbial Fuel Cell

585Pertanika J. Sci. & Technol. 21 (2): 581 - 588 (2013)

of cellulose degradation has been achieved for high cell concentration compare to the lower 
cell concentration. In bacterial reproduction, most electrons generated through oxidation 
are consumed for metabolism; only small fractions remain to be transferred to the anode, 
resulting in low net efficiencies. As results, with high concentration of cells could suggest fast 
degradation from cellulose to glucose and finally to a point which electrons produced were 
more concentrated and probably enough to produce more power. It was difficult to analyze 
the amount of electrons consumed or transferred directly from these observations, but MFC 
performances can be assessed using polarization curves.

Polarization curve

When the OCV of MFC achieved plateau phase, the resistance (0 – 10,000 Ohm) between the 
electrodes was lowered stepwise and at each resistance value, voltage was measured and the 
power and current output were calculated. Fig.3 shows polarization curves that along with the 
external resistance increasing, the power output decreased. Fig.3 shows current density-power 
relationships for pre-treated CB and as control carboxymethyl cellulose (CMC) was used. 
Both experiments were conducted with initial cell suspensions. The maximum power density 
was 30 mW/m2 at 0.24 mA/m2 with pre-treated CB compared to 20.5 mW/m2 at 0.36 mA/m2 
with CMC. The results were not surprising since CB is a complex substrate, which not only 
contains cellulose, as shown in Table 1. Other constituents probably had been degraded and 
produced additional electrons for power generation. In terms of power generated, low power 
density observed for both treat and untreated CB.

Even much lower values achieved with untreated CB. The low power density could also 
due to the different microbes in a mixed culture in addition to the complexity of CB itself. In 
the mixed culture, microbes that able to degrade cellulose, subsequently convert glucose to 
electrons, probably compete in terms of electron consumption for metabolism and transferring 
electrons. Such electron analysis studies are not in the scope of our research. Furthermore, the 

Fig.3: Power versus current density obtained in treated and untreated. Symbols: Pre-treated () CB with 
NaOH and autoclaving, CMC as control() and un-treated () CB.
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untreated CB has suggested that pre-treatment is very important to overcome the recalcitrant 
of lignin and exposed cellulose for microbial degradation.

Microbial community

To understand the microbial constraints on various fuel-powered MFCs, several groups have 
characterized microbial communities. Microbial communities from various systems are very 
different and often diverse, ranging from well-known metal- and anode-reducing bacteria to 
unknown electric generating bacteria. In many of MFC operations conducted, biofilm has been 
observed on the anodic electrode and was tested on nutrient agar and subsequently tested for 
CMC degradation using CMC (1.0 % w/v) agar plates. One culturable species have been isolated 
that able to degrade CMC (Fig.4) and two others which grew well on nutrient agar plates but 
not CMC. Based on microscopic analysis and gram identification all microbes showed bacilli 
rod like shape and negative in gram staining.

In most studies in biofilm microbial community, diverse microbes consist of 
electrochemically active and fermentative microbes (Zhang et al., 2009). In the anodic 
compartment no chemical mediators were added and at some extend there are probably some 
species that can directly or via self-mediated substances transfer electrons to electrode. Due 
to some constraints, the microbes isolated in this study were not identified and furthermore 
more analysis needed for a thorough characterization of these microbes. It is also important 
to confirm unculturable microbial community that may also involved in mediating electron 
transfer (Lovley, 2006; Zhang et al., 2009; Kim et al., 2004).

 

Fig.4: CMC degradation. Pure culture of microbes were streaked on CMC (1.0 % w/v) agar plates and 
after an overnight incubation, Lugol’s iodine solution was poured on the plates and incubated in room 
temperature (11 and 12).
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CONCLUSION

It was demonstrated that citronella bagasse (CB) could be used as a substrate for electricity 
generation in dual chambered MFC. CB is a complex biomass and difficult to be utilized 
biologically. The power densities produced were not high enough compare to other substrates 
and not comparable with those achieved with glucose. In order to increase performance of 
MFC and production of electricity, more studies should be made in terms of efficiency of CB 
saccharification (more glucose produced) and optimization of degradation of CB.
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ABSTRACT

This paper reports an analysis of three factors in mix proportion of high volume fly ash concrete to 
produce high strength concrete. The factors analyzed are type of fly ash, kind of mixing water and the 
utilization of basalt fibre. The type of fly ash factor comprises of the use of raw fly ash and ultra fine fly 
ash, whereas the kind of water consists of the use of lime water and tap water. The addition of basalt 
fibre to improve the ductility of high strength concrete is studied and also high strength concrete without 
basalt fibre is studied. To prepare the mix proportion and to analyze the compressive strength result, 
experimental design, a statistical method is used. In addition, the compressive strength of concrete is 
tested on concrete cylinder of ∅100 mm – height 200 mm at curing ages of 28 days and 56 days. The 
results show that the optimum mix proportion to produce high strength concrete is the mix proportion 
with the combination of high volume ultra fine fly ash and the use of lime water without the use of basalt 
fibre. Moreover, the optimum mix proportion meets the mix design of high strength concrete and has 
similar strength development as normal cement concrete at the age of 28 days.

Keywords: Fatigue life, composite materials, non-destructive technique

Article history:
Received: 26 December 2011
Accepted: 15 March 2012

E-mail addresses: 
m_solikin@student.rmit.edu.au (Mochamad Solikin), 
sujeeva.setunge@rmit.edu.au (Sujeeva Setunge), 
patnaikuni@rmit.edu.au (Indubhushan Patnaikuni)
*Corresponding Author

INTRODUCTION

Based on ACI 363R-92 (1997), the ACI 
committee report that high strength concrete 
is concrete with a compressive strength 
greater than 6,000 psi (41 MPa) and it is 
widely used in many applications, including 
high-rise buildings, offshore structures, 
bridge elements, overlays, and pavements 
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(Caldarone, 2009). It carries loads more efficiently than normal concrete, reduces the total 
amount of material needed and reduces overall cost of the structure (Portland Cement 
Association, 2008). Despite the benefit of using high strength concrete in construction, the 
increase of relative brittleness or the decrease of ductility of High Strength Concrete needs to 
be balanced by adding fibres in it (Taylor et al., 1997). One of the types of fibres is basalt fibre 
that is made from basalt rocks and based on the previous research it shown that the fibre is a 
good alternative system for strengthening material in concrete, particularly when moderate 
structural strengthening and high resistance to fire are needed (Sim et al., 2005).

Generally, high strength concrete is a mixture of strong aggregate, a higher Portland 
cement content, low water/binder ratio, and selected admixture (Nawy, 1996). One of mineral 
admixtures possible to use in concrete is fly ash, a by product of combustion of ground or 
powdered coal exhaust fumes of coal-fired power stations (Nawy, 1996). The use of fly ash 
as binder has proved to give many advantages for concrete properties, both in fresh concrete 
and hardened concrete (Oner et al., 2005). The durability properties of concrete incorporated 
with fly ash is better than that of normal concrete as it can prevent the alkali silica reaction in 
concrete and has very low permeability (Nawy, 1996). 

Significant increase of the use of fly ash in concrete will significantly reduce CO2 emissions, 
a main contributor to the greenhouse effect and the global warming, it is necessary to support 
the use of large amounts of fly ash in concrete industry (Malhotra & Mehta, 2005). The term of 
high volume fly ash (HVFA) concrete was firstly introduced by Malhotra at CANMET in the 
1980s, which means the concrete with at least 50% of its Portland cement by mass is replaced 
with ASTM class F or class C fly ash (Malhotra & Mehta, 2005). Although high volume fly ash 
concrete contains large amount of fly ash, the concrete produced demonstrates the attributes 
of high-performance concrete (Bilodeau & Malhotra, 2000). 

Additionally, the increase of fly ash fineness is beneficial as one of the factors giving 
great influence in fly ash reactivity is the particle size (Obla et al., 2003). Moreover Butler 
and Mearing in Xu (1997) found that fly ash particles in the range of 10 to 50 µm mainly act 
as void fillers in concrete, whereas the particles smaller than 10 microns are more reasonably 
classified as pozzolanic reactive. 

Despite the advantages it has, fly ash concrete usually demonstrates lower strength at early 
ages although it shows higher strength at a longer period of time (Atis, 2003). One method to 
get same early age strength as normal portland cement is by using elevated curing temperature 
(Elsageer et al., 2009). 

As fly ash reaction mechanism needs Ca(OH)2 to give a positive contribution in concrete 
properties (Oner et al., 2005), the addition of lime in fly ash concrete gives significant 
improvement in concrete durability although there is no influence on concrete strength (Mira 
P., Papadakis, & Tsimas, 2002). The deployment of lime in treating concrete is also assured by 
ASTM which stated that lime water should be used as curing water for mortar cubes (ASTM, 
2002).

However, although it is known that the use of lime in fly ash concrete improves the 
properties of concrete, there has not been any research on the use of lime water as mixing 
water in concrete. The use of lime in liquid form in this study is expected to produce better 
reactivity with ultra fine fly ash than that of powder form.
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RESEARCH SIGNIFICANCE

This research investigated the Experimental design of 3 factors in concrete mix proportion to 
find out the influence of those 3 factors to produce high strength concrete using high volume 
ultra fine fly ash. The factors analyzed are type of fly ash, kind of mixing water and the 
utilization of basalt fibre. Each factor comprises of 2 levels, low and high. The two levels of 
fly ash are the use of raw fly ash and the use of ultra fine fly ash. In addition, the two levels of 
mixing water are the use of tap water and the use of lime water. Moreover, the two levels of 
basalt fibre are the addition of basalt fibre in high strength concrete and high strength concrete 
without basalt fibre. 

The mix proportion of concrete is based on proposed method of high performance 
concrete mix design (Aïtcin, 2004) for design compressive strength of 80 MPa at 28 days. 
The compressive strength of concrete was tested on 100 mm and 200 mm height cylinders at 
curing ages of 28 days and 56 days. All of the specimens were cured by immersing in a water 
tank with a temperature of 24oC until the day of test. 

Experimental design, a statistical method, was used to prepare concrete mix proportion and 
to analyze the experimental results. Furthermore based on the design experimental result, a mix 
proportion to produce highest strength of the concrete was tested and compared with normal cement 
concrete.

MATERIALS

Fly ash

Fly ash for this research comes from Tarong power plant and it is classified as Low calcium fly ash 
or ASTM class F fly ash (Sofi et al., 2007), because the sum of SiO3 + Fe2O3 + Al2O3 is more than 
70%. The chemical properties of fly ash are given in Table 1.

TABLE 1 
Chemical properties of Tarong fly ash (mass %)

Tarong ASTM Class F*

SiO2 65.9
The sum of SiO3 + Al2O3 + Fe2O3 min 70%Al2O3 28.89

Fe2O3 0.38
TiO2 1.97
MnO 0
MgO 0.15
CaO 0.06
Na2O 0.05
K2O 0.26
P2O5 0.08
SO3 0.03 Max, 5%
LOI 1.24 Max, 6 %

*ASTM, 2003
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As this research investigates the influence of using raw fly ash and fine fly ash, to obtain 
the ultra fine fly ash the raw fly ash was ground in a Micronizer. The micronizer is a jet mill, 
using compressed air or gas to make high speed rotation of the particles in grinding chamber 
which further leads the material to have particle-on-particle impact. The micronizer can produce 
particle fineness ranging from 0.5 to 45 microns. 

The increase of fineness of fly ash after the grinding was tested using Blaine test apparatus 
to find out the surface area of fly ash. The result showed that the surface area of fly ash increases 
from 364 m2 /kg in raw fly ash to 525 m2 /kg in ultra fine fly ash based on cement fineness. It 
means the fineness of fly ash increased by 40% after the grinding process using micronizer. 
Both pictures at Fig.1 show the difference between the raw fly ash and the ultra fine fly ash from 
Scanning Electron Microscopic (SEM) analysis. It proves that the particle size of ultra fine fly ash 
is smaller than that of the raw fly ash.

Lime water

There were two types of mixing water used in this experiment, tap water and saturated lime 
water. The saturated lime water was made by dissolving 3 grams of hydrated lime powder in 
1 litre tap water. After being allowed to sediment for 24 hours, the top layer of the water was 
taken and used as mixing water while the solid hydrated lime was left on the bed. The saturated 
lime water has different properties compared to tap water as shown in Table 2.

The density of saturated lime water was slightly higher than that of tap water since some 
hydrated lime particles are dissolved in it (0.08%). Furthermore, the alkalinity of saturated 
lime water increased than that of the tap water. The increase of alkalinity in lime water resulted 
from Ca(OH)2 (hydrated lime) which will be useful when reacting with pozzolanic material like 
fly ash. The use of lime water in fly ash concrete is in line with what is stated by Davidovits 
in 1999 that geopolymer concrete might be produced by making a reaction of alkaline liquid 
with silicon and the aluminium from by-product material (Vijai et al., 2010). Unfortunately 
geopolymer concrete has a stiff consistency in fresh state. To reduce the effect, the concentration 
of 50% saturated lime water and 50% of tap water was used.

  

a) Raw fly ash b) Ultra fine fly ash

Fig.1: Scanning Electron Microscopic analysis of fly ash
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TABLE 2 
Properties of lime water

Water Density pH
Tap water 0.9909 7.3
Saturated lime water 0.9917 11.4

MIX PROPORTION

The design experiment in this research was created using 3 factors, which comprise of low 
level and high level. The factor and each level are shown in Table 3.

To find out how each factor had influence on the compressive strength of concrete, the 
experimental design, a statistical method was used. The method started by finding out the 
combination of mix proportion which should be prepared from those factors considered. 
The full factorial combination of 3 factors each of which consist of 2 levels will result in 8 
combinations. However, considering the affordability of resources, this study uses one-half 
fraction by neglecting higher order interaction between factor and levels (Montgomery, 2009). 
The randomization of one-half fraction of 23 designs using minitab software comes in four 
combination (½ x 23 = 8) treatments as shown in Table 4.

TABLE 3 
The factor and the level in this experimental design

Factor Low High
Type of fly ash Ultra fine fly ash (UFFA) Raw fly ash
Kind of water Lime water Tap water
The used of fibre Basalt fibre No fibre

TABLE 4 
The randomization of a one-half fraction of 23 designs

Combination Fly ash Fibre Mixing water
No 1 UFFA No Fibre Tap water
No 2 UFFA Basalt fibre Lime water
No 3 Raw Basalt fibre Tap water
No 4 Raw No Fibre Lime water

Based on the randomization of those factors and proposed mix design of high strength 
concrete, the mix proportion in this research is shown in Table 5. The mix proportion is made 
with specific gravity of Portland cement 3.15, fine aggregate 2.60, coarse aggregate 2.89, raw 
fly ash 2.01 and ultra fine fly ash 2.18. The basalt fibre used was 1% by the volume of concrete.

The total binder in the mix proportion is 450 kg/m3 with the water binder ratio of 0.3. As 
low w/b ratio was used, this mix proportion used HRWR sodium naphthalene formaldehyde 
sulphonate type with the specific gravity of 1.21. The Ultra fine fly ash need less HRWR in 
comparison to raw fly ash. As the HRWR is a liquid substance, the content of HRWR affected 
the amount of water use. The basalt fiber content was 1% of total concrete volume.
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Each concrete mix proportion was batched in small mixer, then it is cast in 100 diameter 
x 200 mm cylinder mould and was compacted using vibrating table to get better density. After 
the concrete specimens are cast, on the following day the mould is opened and the specimens 
are cured by placing them in the water tank with temperature 24°C until the day of test.

TABLE 5 
Mix proportion of concrete

Mix proportion  
Cement Fly ash Water

Agregate
HRWR

Basalt
Fibrefine Coarse

(kg/m3) (kg/m3) (kg/m3) (kg/m3) (kg/m3) (litre/m3) (kg/m3)
UFFA without basalt fiber, 
tap water (No 1)

225.0 225.0 141.0 835.0 994.0 7.0 -

UFFA with basalt fiber, 
lime water (No 2)

225.0 225.0 141.0 809.0 994.0 7.0 26.7

Raw Fly Ash with basalt fibre,
tap water (No 3)

225.0 225.0 139.0 785.0 994.0 10.2 26.7

Raw Fly Ash without basalt 
fibre, lime water (No 4)

225.0 225.0 139.0 811.0 994.0 10.2 -

COMPRESSIVE STRENGTH OF CONCRETE 

MTS hydraulic compression test machine was used to find out the Compressive strength of concrete. 
Based on Australian standard the tests were conducted with loading rate of 157 kN/ minute and 
the compressive strength is calculated using maximum load divided by surface area of concrete 
cylinder (Australian Standard Comittee, 1999). The result of compression strength of concrete at 
28 days and 56 days are shown in Table 6 and Fig.2.

 

Compression strength of concrete

40.0

60.0

80.0

100.0

No 1 No 2 No 3 No 4

(M
Pa

)

28 d 56 d

Fig.2: Compressive strength of concrete
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The compressive strength result shows all the mix proportions did not meet the compressive 
strength design of 80 MPa at 28 days. However at 56 days the high volume ultra fine fly ash 
concrete with lime water and basalt fibre nearly has the same compressive strength as the 
design compressive strength. For all the mix proportion the longer the curing time the higher 
the strength of the high volume fly ash concrete. The increase of fly ash concrete compressive 
strength in correlation to the curing period is same as reported by some researchers (Oner et 
al., 2005), (Ramezanianpur & Malhotra, 1995) (Alvarez et al., 1988). Furthermore the use 
of ultra fine fly ash significantly increases the compressive strength of high volume fly ash 
concrete in comparison to the use of raw fly ash. The contribution of ultra fine fly ash to increase 
compressive strength of concrete was also reported by Chindaprasirt (Chindaprasirt et al., 2007).

TABLE 6 
Compressive strength of the concrete

28 d 56 d

UFFA without basalt fiber, tap water (No 1) 70.90 74.72
UFFA with basalt fiber, lime water (No 2) 73.78 78.84
Raw Fly Ash with basalt fibre, tap water (No 3) 52.97 57.23
Raw Fly Ash without basalt fibre, lime water (No 4) 66.69 71.97

ANALYSIS OF FACTORS

To analyze how each factor influences the compressive strength of concrete, the main effect 
graph and size of effect are used. It is the analysis of the difference between the average response 
at the low level and the average response at high level. The main effect graph and the size of 
effect graph for the compressive strength of concrete which were used in this experiment are 
shown in Fig.3 and Fig.4.

Based on the Compressive strength size of effect, the type of fly ash as part of cement 
replacement is the most influential factor for the compressive strength of concrete in comparison 
to all factors studied. The higher compressive strength of concrete with the use of ultra fine fly 
ash in comparison to the use of raw fly ash is also supported by some researchers (Chindaprasirt 
et al., 2004) (Kiattikomol et al., 2001). In addition the use of lime water as mixing water 
becomes the second important factor to the compressive strength of high volume fly ash 
concrete and the contribution increases with increase of curing age.

The least important factor to the compressive strength of concrete is the presence of basalt 
fibre in which the concrete without basalt fibre has higher compressive strength in comparison 
to the concrete with basalt fibre. Although previous researcher reported that the use of steel 
fibre did not reduce the compressive strength of concrete (Balendran et al., 2002), the rapid 
loss of basalt fibre strength and the lower volumetric stability of basalt fibre in concrete alkali 
environment are the reason of concrete compressive strength decrease (Sim et al., 2005).

Based on the analysis of each factor used in this experiment, to produce highest compressive 
strength is mix proportion with the combination of high volume ultra fine fly ash and the use 
of lime water without the use of basalt fibre.
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Fig.3: Main effect of compressive strength at 28 days and 56 days
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Fig.4: Compressive strength size of effect
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TABLE 7 
Verification of mix proportion and normal cement concrete

Mix proportion 
Cement Fly ash Water

Agregate
HRWR

Basalt
Fibrefine Coarse

(kg/m3) (kg/m3) (kg/m3) (kg/m3) (kg/m3) (litre/m3) (kg/m3)

UFFA without basalt fiber, 
lime water (No 10)

225.0 225.0 141.0 835.0 994.0 7.0 -

Normal cement without 
basalt fibre, tap water (No 5)

450.0 - 137.0 912.0 994.0 13.9 -

VERIFICATION OF MIX PROPORTION

From the experimental design result the mix proportion of high volume ultra fine fly ash concrete 
with lime water was prepared. The mix proportion is same as the mix proportion No 1, but the 
mixing water is lime water. The normal concrete as control mix proportion is also prepared. 
After the concrete specimens are prepared and then continued with curing stage until the test 
is conducted at 28 days and 56 days.

Fig.5 shows the compressive strength development of high volume ultra fine fly ash 
concrete with lime water and normal concrete. Both of the mix proportions satisfy the mix 
design of 80 MPa at 28 days. In addition the high volume ultra fine fly ash concrete with lime 
water has the same strength development as high strength normal concrete starting at 28 days 
and beyond.

In addition, the use of lime water is very useful in increasing compressive strength of 
high volume ultra fine fly ash concrete to be similar strength as normal cement concrete even 

 

Compressive strength of concrete
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No 10 45.04 78.70 85.05

No 5 50.04 79.44 84.51

14 d 28 d 56 d

Fig.5: Compressive strength development of optimum mix proportion and normal cement concrete
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though the amount of ultra fine fly ash used is up to 50% as cement replacement. This result 
is noteworthy, as previous research using high volume fine fly ash reduced the compressive 
strength of concrete at the curing age of 56 days by 15% to 19.0% in comparison to the normal 
cement (Sengul et al., 2005) (Sengul & Tasdemir, 2009).

Moreover it proves that the use of lime water in high volume ultra fine fly ash concrete produce 
better reaction with silica in ultra fine fly ash in comparison to the use of hydrated lime to give same 
compressive strength as normal concrete. The similar research also reported about the utilization 
of hydrated lime in increasing compressive strength of high volume fly ash concrete, however the 
compressive strength did not compare to normal concrete (Barbhuiya et al., 2009).

CONCLUSION

Based on the data presented, the use of ultra fine fly ash and the use of lime water respectively 
become important factors to increase compressive strength of high volume fly ash concrete. 
Moreover the use of basalt fibre decreases the compressive strength of concrete due to the 
basalt fibre lower volumetric stability in alkali environment.

The use of lime water is useful to increase the compressive strength of high volume ultra 
fine fly ash concrete to be similar to normal cement starting at the age of concrete of 28 days 
and beyond. This finding is noteworthy, as high volume fine fly ash concrete from previous 
research has lower compressive strength in comparison to normal cement concrete. In addition 
the use of lime water in high volume ultra fine fly ash improved concrete compressive strength 
result in comparison to the use of hydrated lime in high volume fly ash concrete from precious 
research, as the liquid give better reaction to the silica in fly ash. 

Further research should be conducted on the concentration of lime water used and the quantity 
of high volume ultra fine fly ash to produce optimum high strength concrete.
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ABSTRACT

Recently, there has been great interest on the applicability of Recycled Concrete Aggregate (RCA) as 
a new ecological construction material that can be sustainable in a gradually expanding construction 
industry. This paper reports the structural performance particularly on shear behaviour of high strength 
reinforced recycled concrete beams. Compressive cube strength of the tested beams ranged from 65-74 
MPa at the age of 28-days. The experimental program compared conventional concrete mix with concrete 
mix having substitution of 25% recycled concrete aggregates of grade 25-30 MPa. In this study, three 
150 mm x 200 mm x 1200 mm simply supported rectangular concrete beams in each mix were tested 
under a four-point bending static load with various shear span to effective depth ratios (a/d = 1.0, 1.5, 
2.0). Subsequently, the shear behavior of the beams was investigated through studies of load-deflection 
responses, effect of a/d ratios and crack patterns. The test results reported that the substitution of 25% 
recycled concrete coarse aggregates barely affects the shear capacity of the high strength reinforced 
concrete beams with a/d of 1.5 onwards. Finally, experimental results were compared using existing 
design codes by ACI 318, Eurocode-2 and AS3600 which lie on the safe side
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Southern regions of Malaysia only, have 
deposited the construction and demolition 
(C&D) debris that comprises 28.34% of the 
total waste (Mohd Nasir et al., 1998). As far 
as environmental concern, potential uses of 
Recycled Concrete Aggregate (RCA) in new 
concreting works are constantly investigated 
by researchers since few decades ago. While 
utilization of recycling concrete could solve 
the growing waste disposal and conserve the 

INTRODUCTION

As a result of enormous increase in demolitions 
of concrete building, great amount of concrete 
waste has been generated. The Central and 
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precious limited natural sources of aggregates, it also appeared as an economical solution as 
the prices for natural aggregate have significantly grew in the latest decade (Ajdukiewicz & 
Kliszczewicz, 2007). Undoubtedly, some significant breakthroughs of RCA as replacement 
of natural aggregate in concrete had been successfully established by researchers in the recent 
past, it can be seen in the overwhelming literatures that available nowadays.

Various efforts have been put into the investigation on the mechanical properties, strength, 
failure mechanism and durability characteristics of the optimum concrete mix with RCA (Brito 
& Alves, 2010; Fonseca et al., 2011; Li, 2008; Rahal, 2007; Chakradhara et al., 2011; Xiao 
et al., 2005). The statement of Recycled Aggregate Concrete (RAC) possessed lightly lower 
strength than the conventional concrete was reported in (Casuccio et al., 2008). On the other 
hand, Rao concluded that the concrete with 25% RCA is able to maintain its strength under 
low velocity impact load (Chakradhara et al., 2011). In addition, the RAC with water cement 
ratio (w/c) of 0.55 demonstrated comparable compressive strength as the conventional concrete 
however showed no significant increase in strength with w/c below 0.40 (Rasheeduzzafar & 
Khan, 1984). Overall, these researchers pointed out that utilization of RCA in concrete is 
technically possible.

Comparatively, reports on structural behavior especially in shear capacity of the reinforced 
recycled concrete beams made by RCA are scarce. Researchers from the past have summarized 
that the shear performance of reinforced recycled concrete beams are little affected, as good 
as or even superior to the conventional beams made with natural aggregates (Fathifazl et al., 
2010; Fathifazl et al., 2011; González-Fonteboa & Martínez-Abella, 2007; González-Fonteboa 
et al., 2009). Some results indicated that the shear strength diminishes as the substitution of 
less than 30% RCA in the concrete (Etxeberria et al., 2007; Choi et al., 2010).

Research on mechanical properties of high strength RAC has been carried out (Ajdukiewicz 
& Kliszczewicz, 2002), nonetheless the structural performance in shear of high strength 
reinforced recycled concrete beams need to be exposed and therefore are presented herein. 
Six (6) full-scale reinforced concrete beams produced by concrete mix with natural coarse 
aggregates and substitution of 25% coarse RCA are studied. Through the results, the authors 
hope to enhance the understanding on the shear behavior of high strength reinforced recycled 
beams as well as to reveal that the prediction of existing codes on the shear capacity of high 
strength reinforced recycled beams can be applied without any modifications.

METHODOLOGY

The experimental program comprised two series of specimens with a total number of six (6) 
high strength reinforced concrete beams. Specimens in series ‘CB’ were cast with conventional 
concrete mix whereas series ‘RB’ was produced by concrete mix with 25% coarse RCA. 
The coarse RCA was obtained solely from laboratory concrete cube wastes with reliable 
compressive strengths of approximately 25-30 MPa. The concrete cubes with age less than 
one year, protected against weather and aggressive conditions were crushed by jaw crusher 
and sieved to a maximum size 20 mm in accordance to British Standard, BS812-103: 1985 
(British Standard, 1985) . The crushed recycled concrete coarse aggregates were angular and 
fractured in nature. The specific gravity, Los Angeles abrasion and absorption (24 hours) values 
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of recycled concrete coarse aggregates were tested in accordance with BS812-2: 1995 (British 
Standard, 1995) and presented in Table 1.

TABLE 1 
Physical Properties for Recycled Coarse Aggregate

Aggregate
Bulk specific gravity 
(SSD)

Apparent specific 
gravity

Los Angeles 
abrasion (%)

Absorption

RCA 2.46 2.55 35 2.45

Both concrete mixes consisted of Ordinary Portland Cement (OPC), uncrushed river sand, 
and either crushed natural or recycled coarse aggregates adopted optimum mix proportion of 
1:1.1:2.1 and w/c of 0.41. Table 2 summarizes the concrete mix proportion produced. The 
established concrete mixes were aimed at producing concrete workability with slump of 10-
30 mm and targeted compressive strength greater than 50 MPa at 28 days age. The concrete 
produced was very stiff and demonstrated a 20 mm slump for recycled concrete compared to 
a 25 mm slump for conventional concrete. The concrete compressive cube strength ranged 
from 65-74 MPa was measured from three (3) concrete cubes at 28 days lifetime with 100 
mm standard mould size for each mix according to the British Standard, BS1881-116:1983 
(British Standard, 1983).

TABLE 2 
Mix Proportion

Mix Matrix (kg/m3) OPC Sand Natural Coarse Aggregate Coarse RCA Water
CB 570 630 1200 - 235
RB 570 630 900 300 235

In both series, three (3) reinforced concrete beam specimens were designed to a size of 150 
x 200 x 1200 mm based on the British Standard, BS 8110-1: 1997 (British Standard, 1997). 
The specimens were fabricated with two (2) 10 mm diameter high yield deformed longitudinal 
reinforcement bars with characteristic strength of 460 N/mm2 in both the compression and 
tension zone. 6 mm diameter mild steel bars with characteristic strength of 250 N/mm2 spaced 
at 200 mm centre to centre were used as shear links. The concrete cover was 30 mm.

Each of the simply supported specimens in both series were loaded to fail under a four-
point bending static load test with different shear spans (a), namely 160 mm, 240 mm and 320 
mm arriving at a shear span to effective depth ratio (a/d) of 1.0, 1.5 and 2.0 respectively. The 
details of the specimens are shown in Table 3 while the experimental set-up is illustrated in 
Fig.1. A load beam acted as a medium to transfer a load source into two static point loads to the 
beam specimens through steel rods. An external linear variable differential transducer (LVDT) 
was placed at the middle of the beam soffit to measure its central deflection. The deformation 
of the compression reinforcement was measured by electrical resistance strain gauges. All the 
data were automatically recorded by built-in data acquisition.
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TABLE 3 
Specimens Details

Specimen notation CB1.0 RB1.0 CB1.5 RB1.5 CB2.0 RB2.0
Shear span, a (mm) 160 160 240 240 320 320
Shear span to effective depth ratio, a/d 1.0 1.0 1.5 1.5 2.0 2.0
Compressive cube strength, (N/mm2) 73.25 64.77 73.25 64.77 73.25 64.77
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Fig.1: Beam specimen details (Units: mm)

RESULTS AND DISCUSSION

The effectiveness in shear of high strength recycled reinforced concrete beam specimens are 
examined here. The discussion will be on based the load-deflection response, effect of a/d ratio 
and crack patterns of the recycled specimens compared to conventional specimens. Eventually, 
the shear capacity of the specimens will be compared with the predicted shear capacity by 
existing codes, such as ACI 318, Eurocode-2 and AS3600 (ACI Committee, 2005; Eurocode, 
1992; Australia Standard, 2009).

Load Deflection Response

Table 4 shows the mid-span deflection at first crack (δc) and ultimate failure (δu), shear force 
at the first crack (Vc) and ultimate failure (Vu). The comparison is explained in terms of 
maximum mid-span deflection and ultimate shear force of the recycled specimen compared 
to the conventional specimen for each a/d ratio, which is denoted as deflection ratio (DR) and 
ultimate shear ratio (VR) respectively. It also shows the ductility (δu/δc) and reserve strength 
(Vu/Vc) of the specimens. The results reveal that the recycled specimens perform well in 
deflection control and have slightly better shear capacity compared to conventional specimens 
at a/d ratios 1.5 onwards and are stable at approximately 0.61 (DR) and 1.01 (VR). On the 
contrary, their performance in deflection control and shear capacity show a significant drop 
at a/d ratio 1.0. It is noted that the ductility and reserve strength of the recycled specimen are 
generally lesser than the conventional specimen at a/d ratio 1.5 onwards with a corresponding 
difference of 35.51% and 44.89% respectively. Nevertheless, the recycled specimens present 
positive ductility and reserve strength at a/d ratio 1.0.
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TABLE 4 
Summary of Test Results

Specimens 
Notation

δc 
(mm)

δu 
(mm)

Vc  

(kN)
Vu  

(kN)
DR VR δu/δc Vu/Vc Mode of failure

CB1.0 0.76 9.84 32.41 113.66 1 1 12.95 3.51 Shear
RB1.0 0.71 13.93 26.27 99.46 1.42 0.88 19.62 3.79 Shear
CB1.5 1.1 25.05 23.11 63.51 1 1 22.77 2.75 Flexural-Shear
RB1.5 0.6 15.48 21.26 64.41 0.62 1.01 25.80 3.03 Flexural-Shear
CB2.0 1.1 23.07 18.51 44.24 1 1 20.97 2.39 Flexural-Shear
RB2.0 0.86 13.82 19.15 45.03 0.60 1.02 16.07 2.35 Flexural-Shear

Fig.2 records the load-deflection curves. Generally, the slopes in the elastic region are 
identical and close to each other for all the specimens and have subsequently undergone the 
plastic region before failure. Under the same concrete mix, the decrease in a/d ratio has led 
to a steeper slope. The phenomenon can be explained as the specimens become stiffer to 
sustain the greater load and are enhanced in deflection control when the load is closer to the 
support. Furthermore, the curve for the recycled specimens climbs closely to the curve for 
the conventional specimens with slightly better performance in load carrying capacity except 
for specimens in a/d ratio 1.0. CB1.5 and CB2.0 reach shear force 35.04 kN and 25.08 kN at 
reinforcement yield and RB1.5 and RB2.0 are 11.74% and 15.67% better off. However, RB1.0 
only reaches approximately 62% shear force at reinforcement yield (84.09 kN) of the CB1.0. 
Meanwhile, the mid-span deflection of the specimens are discussed and compared at the yield 
load. The recycled specimens demonstrate a reduction in deflection at 7.18%, 27.05% and 
32.34% for a/d ratios 2.0, 1.5 and 1.0 respectively compared to the conventional specimens. 
In other words, the recycled specimens show significant improvement in deflection as a/d 
ratios decrease.

 

Fig.2: Load deflection curves
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Effect of a/d

Fig.3 shows the ultimate shear force and mid-span deflection for different a/d ratios. It can 
be observed that the ultimate shear force decline substantially and then steadily as the a/d 
ratio increases. The ultimate shear force of the conventional specimen outweighs the recycled 
specimen in lower a/d ratio however, is overtaken by the recycled specimen in minimal gap 
after a/d ratio 1.5. With regards to the maximum mid-span deflection, the conventional specimen 
exhibit considerable growth in lower a/d ratio and falls gradually after a/d ratio 1.5. Whereas, 
the recycled specimens show maximum mid-span deflection stabilizing at approximately 14 mm 
for the entire a/d ratio. It is essential to point out that the linear variation in Fig.3 is insufficient 
to represent the actual variation due to limited data in the experiment.

Crack Patterns

Fig.4 demonstrated the crack patterns for all the beam specimens. In specimen CB1.0, first 
shear crack occurred at the left support followed by flexural crack at the bottom mid span of 
the specimen. With increment of applied loads, the shear crack elongated diagonally within 
the shear span while a series of minor flexural cracks distributed evenly along the tension zone 
and propagated vertically towards the compression zone of the specimen.

The specimen failed abruptly with a diagonal shear crack splitting the concrete at angle 
approximately 51o. RB1.0 exhibited similar crack formation as CB1.0 but failed in crush at 
the left hand side load under shear and compression stress.

On the contrary, specimens CB1.5 and RB1.5 presented their first flexural cracks at the mid 
span and subsequent minor flexural cracks developed towards the supports. As the applied loads 
increased, shear cracks formed diagonally within the shear span and sudden crush happened at 
the middle top of the specimens. Specimens CB2.0 and RB2.0 demonstrated the same crack 
patterns but nevertheless showed lower load-carrying capacity. Basically, recycled concrete 
specimens demonstrate smaller crack widths and larger gaps in flexural cracks, otherwise 
show similar mode of failure compared to the conventional specimens in the same a/d ratio.

Two general modes of failure, mainly shear and flexural-shear that were observed in the 
experiment are shown in Table 4. Both recycled and conventional specimens fail in similar 
mode under the same a/d ratio.

 

Fig.3: Ultimate shear force and mid-span deflection for different a/d
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Fig.4: Crack patterns of beam specimens

Experimental and predictions of the concrete shear capacity (kN)

Table 5 shows the recommended expressions for determining shear capacity of beams in 
existing codes while Table 6 summarizes the comparison between the experimental shear and 
predicted shear by existing codes. Regardless the different procedures in each existing codes, 
the code Eurocode-2 gives the most conservative prediction on the shear capacity of the beams 
followed by the code AS3600 and thereafter ACI 318. It can be observed that ACI 318 and 
AS3600 predict well for both recycled and conventional specimens in a/d ratio 2.0 yet still 
remain conservative with ratios less than 1.7. Nonetheless, all the predictions in the existing 
codes show a divergence of up to 5.78 from the experimental shear as the a/d ratio decreases.

TABLE 5 
Recommended Expressions for Determining Shear Capacity of Beams in Existing Codes

Code Recommended expression
ACI-318 Clause 11.3

Eurocode-2 Clause 6.2.2

AS3600 Clause 8.2.7.1
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TABLE 6 
Comparison between Experimental Shear and Predicted Shear by Existing Codes (kN) 

Specimens Notation Experimental Shear ACI 318 Eurocode-2 AS3600
CB1.0 113.66 31.24 (3.64) 19.68 (5.78) 27.99 (4.06)
RB1.0 99.46 29.39 (3.38) 18.90 (5.26) 26.87 (3.70)
CB1.5 63.51 31.24 (2.03) 19.68 (3.23) 27.99 (2.27)
RB1.5 64.41 29.39 (2.19) 18.90 (3.41) 26.87 (2.40)
CB2.0 44.24 31.24 (1.42) 19.68 (2.25) 27.99 (1.58)
RB2.0 45.03 29.39 (1.53) 18.90 (2.38) 26.87 (1.68)

CONCLUSIONS

The paper presents the results of an investigation on the shear capacity of high strength 
reinforced concrete beam specimens with 25% recycled concrete coarse aggregates. Based on 
the experimental results, the following conclusions are drawn:

1. Concrete mix with utilization of 25% 25-30 MPa non-aggressive exposure coarse RCA 
achieved comparable compressive strength as the conventional concrete mix. Both were 
mixed with optimum proportion of 1:1.1:2.1 and w/c 0.41 yielded high strength concrete 
grade ranging at 65-74 MPa.

2. Recycled specimens demonstrated lower shear capacity in a/d ratio 1.0 otherwise performed 
quite similarly as the conventional specimens as the a/d ratio increased. Nonetheless, the 
recycled specimens presented good ductility and reserve strength at a/d ratio 1.0. 

3. Although maximum mid-span deflection reached a peak at a/d ratio 1.5 for both recycled 
and conventional specimens, conventional specimens showed an upward trend as a/d ratio 
increased whereas all the recycled specimens stabilized at approximately 14 mm. 

4. Both recycled and conventional specimens failed in shear in a/d 1.0 and flexural shear in 
a/d ratio 1.5 and 2.0. Smaller crack width and larger spacing in the flexural cracks were 
discovered in recycled concrete specimens. 

5. Existing codes ACI 318, Eurocode-2 and AS3600 can be used in shear design for the 
recycled specimens with 25% coarse RCA, however the shear capacity for both conventional 
and recycled specimens is conservatively predicted especially when a/d ratio increases.
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INTRODUCTION

The built environment is a major consumer 
of energy and consequently a significant 
emitter of greenhouse gases (as much as 
40%). The field faces unprecedented demands 
to develop knowledge for reducing energy 
footprints, exploit renewable sources of 
energy and establish reliable and accurate 
performance measures for buildings. To 
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ABSTRACT
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address these demands, a tighter coupling 
between the design and energy performance 
of buildings is necessary. Smarter and more 
energy efficient buildings will be significantly 
improved by addressing the conceptual 
hurdles separating the architectural design 
of building envelopes (the external surfaces 
of buildings) from the simulation of their 
environmental performance.

The field of building simulation 
research has developed tools to calculate 
the performance requirements (solar gain, 
daylight penetration, heating and cooling 
loads, ventilation, water use) of a building 
(Shaviv, 1999; Malkawi, 2004). Rapid, 
near real-time visual output from building 
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simulation models would significantly improve the prediction of performance and enable the 
optimization of smart, adaptable, net zero energy buildings (Hensen & Augenbroe, 2004). 
However, current performance models lack the ability to handle envelopes of variable geometry 
(Kolarevic & Malkawi, 2006) and do not account for local variations in climate conditions 
(Guan et al., 2007). These classical approaches to improving the efficiency of buildings will 
benefit from new understanding of the complex interactions between architectural geometry 
and local climate phenomena.

Advances in building simulation (Malkawi, 2004; Luther & Altomonte, 2007), geometry 
of envelopes (Pottmann et al., 2007), new construction materials (e.g. responsive glazing) 
and control technologies for adaptive buildings (Luther, 2000) combined with advances in 
the field of design space exploration (Woodbury et al. 1999; Aish et al., 2005; Datta, 2006; 
Woodbury, 2010) now permit the sophisticated evaluation of alternative designs for a set of 
performance criteria.

The challenge of developing adaptive, responsive low-energy architecture requires 
new knowledge about the complex and dynamic interaction between envelope architecture, 
optimization between competing environmental performance metrics (light, heat and wind 
indices) and local climate variables.

PROBLEM STATEMENT

In this paper, we present a comparative study of the parametric control of moveable façade 
components that make up a responsive building envelope. To motivate the discussion, of a 
responsive building envelope, we based our study on the façade design of the “pixel” building 
in Melbourne. The building was designed with the goal of being a carbon neutral office building 
and to be used as a prototype for sustainable and environmental buildings. The facade is one 
of the devices used in the building to reduce its environmental impact.

The facade involves a series of ‘jumbled’ colored and textured panels that act as an aesthetic 
to the building facade and as a shading device to reduce thermal gain within the building. Each 
panel has been designed to be positioned and angled in a fixed location that reflects the optimal 
shading opportunity all year round in the Melbourne climate. Panels are manufactured with 
different “green” materials that will not only reflect or absorb the sun, but also allow views 
out from the building with perforation and transparency in the materials. The pixel building 
is a post-optimized design scheme that is static and fixed with respect to the environmental 
variables for shading and heat gain. In order to further optimize performance, the problem 
of component motion with respect to changing conditions needs to be addressed. To address 
this problem, we develop the façade subdivision scheme from first principles, investigate its 
responsiveness to environmental conditions and present our findings.

In order to develop the facade in a parametric manner, the shapes and rules which determine 
the facade composition are established. This is undertaken using the south façade as this elevation 
consists of both the jumbled panel facade and the precast panels with the pattern cast into it 
(Fig.2). The tiling used on the elevations can be termed as Cairo pentagonal tiling a type of 
polygonal isohedral tiling (Grünbaum & Shephard, 1987).
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Fig.1: The Pixel building, Studio 505. Source – www.australiandesignreview.com

 

Fig.2: South elevation with Cairo tiling overlayed. Image courtesy of VDM Consulting

RESPONSIVE ENVELOPE SCHEME

First, a subdivision scheme is developed for the dynamic (near real-time) performance 
optimisation of building envelope geometry using parametric methods. The main features of 
the parametric tessellation and tiling scheme are:

 • Component design: a “carrier-component” (Pitts & Datta, 2009) representation of 
the envelope; 

 • Support structure: responsiveness of the carrier and components to performance 
constraints; and

 • Control Method: Modification of the façade model using local and global control 
parameters.
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The responsive envelope scheme presented above is developed using two methods of tiling: 
a hexagonal tiling and a pentagonal tiling strategy. In each of these methods of tiling, the three 
aspects of component design, support structure and control method are tested.

HEXAGONAL TILING

In order to do initial testing of the model a simplified tiling was identified; that of hexagonal 
tiling as the Cairo tiling can be seen as a union of two flattened perpendicular hexagonal tilings. 
Hexagonal tiling is a regular tiling (Grünbaum & Shephard, 1987) in which three hexagons 
meet at each vertex. Within the facade, key vertical lines of fixing can also be identified, which 
then pass through the center of the simplified hexagonal tiling, as shown in Fig.3.

Component Design

The component was mapped out based on a half hexagonal tiling, in order to allow the two 
halves of the hexagon to rotate independently around the supporting structure. A mid-point to the 
long side of the shape was given as the origin handle, with a Y Direction point across the face to 
give the orientation. In order to develop the boundaries of the panel a variable factor was used. 
This factor was derived from the initial study of the facade, with all the key measurements of a 
panel being evenly divisible by 300mm. The key dimensions were line01 (panelFACTORx3), 
line02 and line03 (panel FACTORx4), and line 04 and line 05 (panelFACTORx1) as in Fig.4.

Support Structure

To begin the Facade form, an early problem that was faced was how to create a staggered pattern 
across a flat surface, which was required in order to achieve the hexagonal tiling. Parametric 
software can easily define a surface with a point grid across it, containing a given U and V 
series. However, due to the staged nature of the tiling this is not a desirable method. In order 
to overcome this issue, the form was set out in a staging process rather than a direct point grid.

The first geometry to define the façade was its width, a simple line across the base, relative 
to the section of façade covered with the panels. On this base line, points were spread out 
at 2400mm spacing, giving 8 points. This set of points, which behaves as a single element, 
becomes the base point for the first collection of vertical façade elements. From this set of 
points a series of lines is generated covering the three top floors of the façade – Fig.5 (Left). On 
these lines, a new point is spread evenly across the line at the same specific spacing, 2400mm, 
as the horizontal base points. Due to the lines being a collection, this new point is replicated 
on all lines in the collection – Fig.5 (Right). The final point gives the general arrangement of 
half the façade pattern.

The second half of the geometry was achieved by offsetting a new single point at 1200mm 
across (Y Direction) and 1200mm upwards (Z Direction)from the start point of the first half. 
This new point allows for the first half of the geometry to be copied, while maintaining identical 
arrangement parameters, and giving a staggered arrangement of points.

From these points, a line can be established to be able to identify the Y Direction in both 
collections. The reason for this was so that a direction property could be found in response to 
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Fig.3: South elevation with Hexagonal tiling overlayed. Image courtesy of VDM Consulting.

 

Fig.4: The half hexagon tile component and its parametric variables.

 

Fig.5: Left – Initial supporting lines. Right – First collection of points.
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the general environmental orientation, the base coordinate system Y Direction, at each given 
origin of a panel/component.

The component of the single panel was then generated across each point in both collections, 
shown in Fig.6. Since the component only covers one direction from the point, the component 
had to be generated twice to produce both the Y and –Y Directions.

Control Method

The earlier setup of the Panel component required only two inputs; origin and orientation. To 
be able to change the responsive nature of these panels in the façade, the orientation input 
needs to be revised. In the initial development of the façade the orientation was based on the 
environmental orientation, the base coordinate system.

If the panels are able to respond to a point in space, this point can change the orientation of 
the panels as it moves across the face of the façade. The point behaves as an attractor and can 
be used to define environmental conditions. A new set of framework was developed within the 
model to define the path of the attractor, a line, and the attractor itself, a point capable of moving 
along the line (Fig.7). The extent of the path matched the current framework of the façade. 

In order for the panels to now respond to the attractor some further geometry is required to 
define the direction of the point from any given panel. As the façade is made up of two panels, 
a direct application of the attractor as the direction point cannot be used, otherwise all panels 
in the set would point directly at the attractor. A circle was created at the origin of each panel, 
with the point of the attractor projected onto the circle edge. This formed the individual rotation 
of one side of each panel set, in this case the right or Y Direction side. Using a coordinate 
system that originates from the panel origin and defines the upward direction of the façade, Z 
Direction, a plane could be established to mirror the point on the circle edge (Fig.8). This means 
that each set of two mirrored panels responds collectively as the attractor point moves (Fig.9).

While this model is influenced by the environment with the panel orientation changing 
based on the environmental input, the attractor point, further exploration of the orientation of 
the panels was desired. With the original design of the facade being one of ‘jumbled’ panels, 
the uniformity that exists by the use of an attractor point is in contrast to this. If the orientation 
of the panels is more random, then the facade will be more varied.

Interactive Hexagonal-Tiling Design Tool

The initial hexagonal tiling patterns presented above were developed utilizing the Rhinoceros 
3-D freeform modeling tool (McNeel USA, 2012), through the Grasshopper generative 
modeling add-on tool (Davidson, 2012). These tools permitted experimentation with the 
design of the foundation hexagonal tiling approach but there were limitations in this approach. 
Limitations included a lack of real-time interactive design support, and no easy way to evaluate 
the performance (thermal/lighting/wind) criteria of an envelope using this tile design.

To address the limitations of Rhino3D and Grasshopper, a prototype interactive design tool 
was developed using the open-source programming language Processing (http://processing.
org/). The objective of this tool was to provide a 3D interface to the design of a façade 
using a given geometrical tiling approach, where various parameters of the design could be 
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Fig.8:From left to right, addition of the circle, projected point, coordinate system, and mirrored point.

 
 

Fig.6: First component application. Fig.7: Attractor framework.

 

 

Fig.9: Panels responding to the attractor point
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modified and the resultant façade displayed. In the first version of this tool, hexagonal-tiling 
was implemented and (initially) two control parameters supported: number of tiles in the X/Y 
dimensions; and the ‘kink’ angle of the individual tile. Screenshots of this initial prototype 
are shown in Fig.10.

It is intended that this tool provide an interface to additional performance modeling tools, 
which would measure a given façade’s performance such as: shading, thermal and wind 
properties. The base tool has been designed to be flexible and additional tiling approaches to 
be added later – such as Pentagonal tiling, presented in the following section.

PENTAGONAL TILING

Returning to the original shape grammar, it was identified that the Cairo tile was used to define 
the facade pattern. In order to simplify the initial model a hexagonal tiling was used, utilizing 
data lists a pentagonal tiling can be achieved and provide greater control of the individual tiles.

Component Design

The geometry of the pentagons that make up the Cairo tiling can be extracted from our initial 
hexagonal tiling. This also provides a starting point from which to develop the underlying 
surfaces that support the actual tiles. The overall facade pattern can be made up of vertical 
collections of pentagons, with four differently orientated sets of pentagons in each collection.

Support Structure

The first step was to establish the surface geometry of a single vertical set of tiles, beginning 
with the bottom pentagon from the hexagonal collection. A horizontal line was created based 
on the width of the tile unit, 1.2m. From the start and end points of this line, two vertical lines 
were created with an initial length of 14.4m. This length input was drawn from a variable 
allowing it to be changed later, but in order to ensure that there was an even division of the 
surface, regardless of length, the variable was based on the number of units multiplied by the 
height of the tile. Between the two vertical lines a base surface could now be generated.

The base surface was then subdivided using its U and V parameters. In the case of the 
U, the vertical aspect, it was divided by one as this surface was only going to carry a single 
vertical set of tiles. The V subdivision was produced by taking the facade height input and 
dividing it by the tile height property, which always produces an even division because of the 
facade height inputs underlying rules as discussed above. 

With the first supporting surface established, three more are required and can be achieved 
by offsetting the first. Moving in a clockwise direction the offsetting can be undertaken by 
adjusting the start point of the baseline from 0, 0, 0 to:

 • -0.6, 0, 0.6 (left)

 • 0, 0, 0 (top)

 • 0.6, 0, 0.6 (right)
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The top tile uses the same starting point as the bottom tile, but its surface height is calculated 
by combining the facade height input and the tile height to allow for one extra tile to be generated. 
As with the hexagonal system a position count is used, but it is based on each set of four tiled 
pentagons, so all four of these surfaces receive the same position count input. The surfaces are 
then subdivided by the U and V parameters, with the U being 1 and the V being based on the 
facade height divided by the tile height (Fig.12). As in the hexagonal model the facade height 
input is based on the tile dimension so that a clean tile division always occurs.

When the component is applied to the supporting surface a pentagon is generated in each 
of the polygons which results in too many pentagons that overlap. Using the data lists the 
excess tiles can be culled, leaving the desired pattern. The cull function uses a true false pattern 
which allows for the desired tiles to be maintained, removing the overlap and producing the 
Cairo tile (Fig.13).

  

Fig.10: Prototype design tool implemented in Processing.

 

Fig.11: Panels with pentagonal tiling configuration.
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With one vertical section complete, offset sections are now required which will allow for 
a complete facade to be produced. A position count variable is used to achieve this, which 
influences all four pentagons in a set, so only the Z attribute of the baseline needs adjusting. 
A simple subtraction of the existing Z value by the tile height is built in, which results in the 
baseline being offset downwards, with the position count adjusting the sideways offset.

Control Method

With the facade tiling established, the rotation of the individual tiles can now be undertaken. 
The first step in this process is to set an axis for rotation. Two attributes are taken from the 
existing geometry of the underlying surface of each set; that of the center point of the base 

 

 

Fig.12: Offsetting of the supporting surfaces and subdivision.

Fig.13: Culling of the pentagons to produce the Cairo tiling.
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horizontal line and the depth of the component. The depth of the component is divided by two 
to provide the offset distance from the center point, and a line is drawn from this vertically 
defining the axis of rotation.

The data list can now be used to establish a collection of random values to rotate the tiles 
with, producing the’ jumbled’ pattern. In order to minimize the duplication of parts a pseudo 
random generator was developed that could provide the rotation information to all four sets 
of pentagons within a vertical set. The first step was to use the list data of the component 
applications and measure each of the four sets of pentagons. This measurement occurs after 
the cull, so only counts the visible pentagons. This list data is added together to give the total 
amount of random numbers required. This count is then fed into the random number generator 
along with a seed input and range of values. The seed input is influenced by the position 
count, so that each vertical collection will receive a different seed input. The range of values 
is treated as the minimum and maximum rotational angle in degrees and is adjustable, so that 
this can be tuned.

The list of values now needs to be split in order to give the rotation information back to 
each set of pentagons individually; this is done in a series of steps. The whole list is fed into a 
split function along with the first of the measured lists which results in two lists being produced, 
one contains a list of the same length as the measured list and the other contains the remaining 
values. This process is repeated twice more, producing four lists of rotational inputs that match 
the size of the original pentagon counts (Fig.15). These lists can then be input to the rotational 
tool, generating a randomly rotated collection of pentagons.

RESULTS

This paper reports on a comparative study of two responsive envelope models based on a 
computational simulation of their properties. The façade schemes investigated alternate tiling 
strategies, component design, support structure and control methods. The results of these tests 
are presented here.

 

Fig.14: Complete north façade using the Cairo tiling.
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The outcomes of the responsive exploration were a flexible facade geometry based on 
tiling and tessellation. This was undertaken using two tiling patterns, regular hexagonal tiling 
and isohedral pentagonal tiling, which create an order and rhythm within the facade. In order 
to achieve the desired pattern, the underlying geometry becomes more critical than the tile 
itself and allows for control of the tiles both individually and as a group. This control can 
be very strict and focused, taking advantage of attractor points representing environmental 
characteristics, as in the hexagonal tiling. While each tile is orientated in relation to the attractor 
point, they cannot be individually adjusted as they behave in a set, which limits the flexibility. 
The control can also be based on stochastic models, as in the pentagonal tiling. The stochastic 
control of the facade allows for the pattern and rhythm of the tiling to be explored within set 
parameters and achieve unexpected results. The use of the data lists not only allows for the 
creation of the ‘jumbled’ façade pattern, but also allows for rotational information to be feed 
individually into the model, allowing for specific orientations to be achieved in order to find a 
balance between the ‘jumbled’ aesthetic and the environmental benefits (Hanafin et al., 2011a, 
2011b; Hanafin & Datta, 2012).

The study is limited in terms of its focus on the geometric and control aspects of the 
representation scheme. Further analysis of the methods incorporating material constraints, 
structural and load considerations and automated control using networked sensors are currently 
under investigation.

 

 

Fig.15: Panel rotation based on stochastic data list.

Fig.16: Cairo tile façade visualisation.
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INTRODUCTION

Peat represents the extreme form of soft soil. 
It is an organic soil which consists more than 
70% of organic matters. Peat deposits are 
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ABSTRACT

The importance of numerical analysis in investigation of piled embankment over soft soil has been 
developed since 1990. Several investigators have extended the numerical analysis to model ground 
improvement using soil-column to support embankment or structures. This paper presents a numerical 
analysis of the Pulverized Fuel Ash (PFA) column-treated peat and compared with field static-loading test 
results. Back analysis was performed to determine the material parameters and soil stiffness surrounding 
soil & soil-column. Two geometrical models were used in this analysis: (a) block (Model A), and (b) 
column group (Model B). This situation was analyzed using commercially available finite element 
package PLAXIS 2D ver. 8.2. It is found that both models are reliable to simulate the field static-loading 
test for column-treated peat. Model B shows a higher stability to failure if compared to Model A.
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found where conditions are favourable for 
their formation. In Malaysia, three million 
hectares of land is covered with peat. While 
in Indonesia, peat covers about 26 million 
hectares of the country land area. Two third 
of the world coverage of tropical peat are in 
South East Asia. Since the coverage of peat 
is quite extensive, utilization of marginal soil 
has been required in recent years. Hence, 
suitable geotechnical design parameters and 
construction techniques are needed for this 
type of ground condition. Peat poses serious 
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problems in construction due to its long-term consolidation settlements even when subjected 
to a moderate load (Jarret, 1995). Under such circumstances, deep soil stabilization technique 
is often an economically attractive alternative to removal of deep peat or use of piles as 
deep foundation. As the cost of conventional reinforced concrete piles continue to increase, 
economical deep soil stabilization has become a viable solution to deep peat improvement. The 
essential feature of deep soil stabilization is that columns of ‘stabilized’ material are formed 
by mixing the soil in place with a ‘binder’ and the interaction of the binder with the soft soil 
leads to a material which has better engineering properties than the original soil (Hebib & 
Farrell, 2003).

Research findings indicated that the engineering properties of peat soil can be improved by 
including binders such as ordinary Portland and rapid setting PFA cement, ground granulated 
furnace slag, bentonite and etc (Ahnberg, 2006; Hashim & Islam, 2008; Sing et al., 2009). One 
of the major requirements for the safe and economic design of a foundation is the determination 
of ultimate bearing capacity. This is a maximum load that can be applied to subgrade soil from 
the foundation without the occurrence of shear or punching failure, keeping settlement to a 
limited range and avoiding serviceability damage to superstructure (Eslami & Gholami, 2006).

In recent decades, numerical analysis such as finite element method with the support 
of computer technology has been increasingly applied in the geotechnical engineering. The 
importance of numerical analysis in investigation of piled embankment over soft soil has 
been developed since 1990 (Jones et al., 1990; Russel & Pierpoint, 1997; Jenck et al., 2007). 
Several investigators have extended the numerical analysis to model ground improvement 
using soil-column to support embankment or structures (Chai & Miura, 2003; Han et al., 2007; 
Islam & Hashim, 2010). Nowadays, numerical analysis is strongly recommended, especially 
for detailed designs. This paper aims to evaluate the soil and soil-column parameters by back 
calculation using numerical method based on field static loading test.

NUMERICAL MODELING

A case history of the field trial test of the soil-column group conducted by Islami and Hashim 
(2010) was simulated numerically in this research. Fig.1 shows the field layout of the PFA 
column-treated peat, while the field static-loading test is illustrated in Fig.2. The numerical 
analysis was modelled into 2D-axisymetrics analysis using PLAXIS 8.2. Back-analysis was 
performed to obtain the materials parameter, and soil stiffness of surrounding soil & soil-
column. Two geometrical model were used in this analysis: (a) block (model A), and (b) 
column group (model B) as illustrated in Fig.3. Fig.4 and Fig.5 shows the geometrical model 
and finite element mesh generation of both models using PLAXIS 8.2.

The peat and column-treated peat was modelled as Mohr-Coulomb model while the elastic 
behaviour was chosen to loading plate. According to the basic design, the peat and column-
treated peat were assigned as undrained behaviour. The loading plate wall was modelled as 
beam element with 10 mm thickness. The section properties of plate were 1.4 x 107 kN/m and 
1.167 x 104 kN.m2/m respectively for axial rigidity (EA) and flexural rigidity (EI), and the 
Poisson’s ratio was 0.15. The peat and column-treated peat parameters are provided in Table 
1. The Modulus of Elasticity of peat can be determined using Equation [1] (Rao, 2006):
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u uE sα=           [1]

where, Eu is the undrained modulus of elasticity and su is the undrained shear strength, and α 
= 150 ~ 500 (for soft soil/peat), and α = 15 ~ 70 (for cement column-treated soil).

The stability of column group for each models were analysed numerically using phi-c 
reduction approach. This method allows the PLAXIS to calculate a global safety factor (SF). In 
this approach the cohesion and the tangent of friction angle are reduced in the same proportion:

tan
tanr r

c Msf
c

φ
φ

= = ∑
          [2]

where, c and φ are the input cohesion and friction angle, cr and φr are reduced cohesion and 
friction angle. The cr and φr parameters are calculated just large enough to maintain equilibrium.

 

Fig.1: The layout of group PFA column-treated peat after 28 days (Islam & Hashim, 2010)

 
Fig.2: Layout of the static loading test (Islam & Hashim, 2010)



Muntohar, A. S., Rahman, M. E., Hashim, R. and Islam, M. S.

628 Pertanika J. Sci. & Technol. 21 (2): 625 - 634 (2013)

 
(a)                                                      (b) 

1
m

Applied Load

Column,
= 0.2 m

0.5 m

Plate, t = 10
mm

Influenced
zone 1

m

0.7 m

Applied Load
Plate, t = 10

mm

Treated peat

Untreated peat

(a) (b)

Fig.3: The modeling of column-treated peat (a) block model (model A), (b) column group (model B)

 

 
                                                  (a)               (b) 

Fig.4: (a) Formation of group column modelling for computer simulations Model A,  
(b) Finite elemenet mesh generation.

 

 
                                                (a)       (b) 

Fig.5: (a) Formation of group column modelling for computer simulations Model B, (b) Finite 
elemenet mesh generation
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TABLE 1 
Material parameters used in computer modelling

Materials Type
γd

(kN/m3)
γsat

(kN/m3)
kx

(m/s)
ky

(m/s)
ν Eu

(kPa)
c

(kPa)
φ

(_o)
Peat Undrained 8.21 10.02 4.46 x 10-9 2.23 x 10-9 0.35 2350 4.7 24

Prebored-premixed 
column

Undrained 20.9 23 4.1 x 10-12 4.1 x 10-12 0.25 18900 378 55

Mixing auger column Undrained 18. 20.34 4.1 x 10-12 4.1 x 10-12 0.25 3855 257 40

Influence zone Undrained 8.21 10.02 4.1 x 10-12 4.1 x 10-12 0.35 1927.5 129 30

RESULTS AND DISCUSSION

Load-settlement curves

The load-settlement curves of the group columns using prebored–premixed (PPM) and mixing 
auger method (MAM) are presented in Fig.6(a) and Fig.6(b) respectively. The Fig.6(a) and 
Fig.6(b) compare the load-settlement curve of finite element analysis and field static loading 
test results. The field load-settlement curves were obtained from Islam and Hashim (2010). It 
is observed that the group column using PPM experienced less settlement if compared with 
MAM. It indicated that PPM exhibits a higher stiffness than MAM. It is observed that settlement 
increased steadily due to the increment of applied load. The final settlement after 30 kN applied 
load was about 13.8 mm and 17.5 mm respectively for the PPM and MAM group column. 
Different behaviours were exhibited by PPM and MAM group column. It can be seen in the 
Fig.6(a) and Fig.6(b) that an elasto-plastic behaviour was exhibited by PPM group columns 
and elastic behaviour was exhibited by MAM group columns respectively.
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Fig.6: Load – settlement curve for (a) prebored-premixed method, and (b) mixing-auger method
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The comparison of load-settlement curves of finite element method and static load test 
for the group peat-columns shows that Model A and Model B has a similar trend of gradual 
increment of settlement due to the increase of applied load. For PPM column, modelling the 
group column as block (Model A) shows a similar pattern of the load-settlement curve with 
the field test (Fig.6a) and the results obtained from numerical analysis are closer to the results 
obtained from field test. For MAM column, the group column model (Model B) is showing 
similar pattern of the load-settlement curve obtained from field test (Fig.6b). But, the settlements 
are slight higher than the field test except at 30 kN applied load. An analysis conducted by 
Islam and Hashim (2010) showed a quite different load-settlement curve between the finite 
element model and field loading test. Hence, the results obtained in this study improve the 
numerical analysis conducted in previous research. The simulation results in this study shows 
that elasto-plastic Mohr-Coulomb model for the peat and PFA column-treated peat can be 
applied to model load-settlement behaviour. In both cases, the deviation between measured and 
computer modelling is due to the difficulties to simulate a true input parameter of each materials. 
During the numerical simulations, the soil deformations are much affected by soil stiffness 
(modulus). The stiff soil facilitates the stabilization process and reduces model deformation 
(Poorooshasb & Meyerhof, 1997). Moreover, anisotropic stiffness strongly influences the pore 
pressure development during static loading on peat (Zwanenburg & Barends, 2007). Use of the 
3D finite element method and other advanced materials model such as soft soil creep model 
can be an alternative analysis to minimize the deviation between the computer modelling and 
field test (Eka, 2007; Voottipruex et al., 2011).

This study suggests the modulus of elasticity for peat, PFA column-treated peat, and the 
influences zone as follows:

 • Peat: 500u uE s=

 • Prebored-premixed column: ( ) 70 uu colE s=

 • Mixing auger column: ( ) 15 uu colE s=

 • Influence zone: ( ) ( )inf 0.5u u colE E=

Settlement profile and Stability to failure

Fig.7 and Fig.8 shows the settlement profile of the group column-treated peat using PPM and 
MAM respectively. A different settlement profiles are shown between Model A and Model B 
of group column. The group column assigned as Model A experiences a general shear failure, 
while Model B has tendency to local or punch shear failure. It is observed that maximum 
settlement occurs at near ground surface, and decreases with the depth. “Arching effect” was 
observed at the end of Model B group column (Fig.7b and Fig.8b). As consequence, this effect 
will reduce the settlement at the soil between the columns. Satibi (2009) mentioned that “arching 
effect” is due to differential settlement between stiff pile or column and the soft soil surface.

Stability of the group columns were analyzed by phi-c reduction calculation. The stability 
is assigned as safety factor to failure. The safety factor (SF) due to final loading (30 kN) is 
presented in Table 2. The block model of column (Model A) have lower safety factor to failure 
if compared to column group model (Model B) for both stabilization methods. This result 
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indicates that the analysis of column will be in worst state if the soil-column failure is assumed 
as block failure. Brooms (1991) stated that the bearing capacity of a group of columns arises 
from the skin resistance along the perimeter of the column group and the base resistance of the 
block. According to this approach, modelling the group column as Model B will have longer 
perimeter, and produce a higher skin resistance. As a result, the column group can retain a high 
applied load. Hence, the stability to failure increases.

TABLE 2 
Safety factor to failure at final loading (30 kN)

Stabilization Method Computer Model Safety Factor

Prebored-premixed column
Model A 1.25
Model B 1.66

Mixing auger column
Model A 1.29
Model B 1.88

 

 

 

Fig.7: Settlement profile of the PPM column (a) Model A, (b) Model B at final loading test (30 kN)



Muntohar, A. S., Rahman, M. E., Hashim, R. and Islam, M. S.

632 Pertanika J. Sci. & Technol. 21 (2): 625 - 634 (2013)

CONCLUSION

The findings of this research will advance the knowledge on the load-settlement behaviour of 
the stabilized-peat using soil-cement column and chemical admixture. Modelling the group 
column as Model A and Model B has a similar trend of gradual increment of settlement due to 
the increase of applied load. For PPM column, modelling the group column as block (Model 
A) shows a similar pattern of the load-settlement curve with the field test. For MAM column, 
the group column model (Model B) was showing similar pattern of the load-settlement curve 
obtained from field test.

The results obtained in this study improve the numerical analysis conducted in previous 
research findings. The simulation results in this study shows that elasto-plastic Mohr-Coulomb 
model for the peat and PFA column-treated peat can be applied to model load-settlement 
behaviour. The group column assigned as Model A experiences a general shear failure, while 

 

 

 

Fig.8: Settlement profile of the PPM column (a) Model A, (b) Model B at final loading test (30 kN)
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Model B has tendency to local or punch shear failure. The block model of column (Model A) 
have lower safety factor to failure if compared to column group model (Model B) for both 
stabilization methods. Whole results in this study show that the models and estimated materials 
parameter using equation [1] are reliable to model load-settlement using finite element method.
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