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ABSTRACT 

In a linear regression model, the estimation of regression parameters by ordinary least squares 

method is affected by some anomalous points in the data set. Thus, detection of these 

abnormal points is one of the essential steps in regression analysis. There are many classical 

single deletion diagnostic measures which may fail to detect strange points due to masking 

effect. Local influence is an alternative method to evaluate the influence of local departures 

from assumptions in a proposed model. The main objective of this paper is to obtain the best 

resistant regression method which is robust to outliers in both the response and the 

explanatory variables. To achieve this objective, the weight vectors of the most commonly 

used robust regression techniques, such as the M- and the Generalized M-regressions are 

studied. A new measure based on the normal curvatures of the likelihood displacement is also 

proposed for comparing different robust regression methods. A medical data set is reanalyzed 

to underline that the use of only one alternative detection method or robust regression 

approach may not be sufficient to detect all influential points or to conclude the best robust 

method. A Monte Carlo simulation study is performed to confirm the results.  

  

Keyword: Robust regression methods; Local influence; Likelihood displacement 

 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Universiti Putra Malaysia Institutional Repository

https://core.ac.uk/display/153797786?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

