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New Runge-Kutta-Nyström (RKN) methods are derived for solving system of second-order Ordinary Differential Equations (ODEs) in which the solutions are in the oscillatory form. The dispersion and dissipation relations are imposed to get methods with the highest possible order of dispersion and dissipation. The derivation of Embedded Explicit RKN (ERKN) methods for variable step size codes are also given. The strategies in choosing the free parameters are also discussed. We analyze the numerical behavior of the RKN and ERKN methods both theoretically and experimentally and comparisons are made over the existing methods.

In the second part of this thesis, a Block Embedded Explicit RKN (BERKN) method are developed. The implementation of BERKN method is discussed. The numerical results are compared with non block method. We find that the new code on Block Embedded Explicit RKN (BERKN) method is more efficient for solving system of second-order ODEs directly.

Next, we discussed the derivation of Diagonally Implicit RKN (DIRKN) methods for solving stiff second order ODEs in which the solutions are oscillating functions. The dispersion and
dissipation relations are developed and again are imposed in the derivation of the methods. For solving oscillatory problems with high frequency, method with P-stability property is discussed. We also derive the Embedded Diagonally Implicit RKN (EDIRKN) methods for variable step size codes. To see the preciseness and effectiveness of the methods, the constant and variable step size codes are developed and numerical results are compared with current methods given in the literature.

Finally, the Parallel Embedded Explicit RKN (PERKN) method is developed. The parallel implementation of PERKN on the parallel machine is discussed. The performance of the PERKN algorithm for solving large system of ODEs are presented. We observe that the PERKN gives the better performance when solving large system of ODEs.

In conclusion, the new codes developed in this thesis are suitable for solving system of second-order ODEs in which the solutions are in the oscillatory form.
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Kaedah baharu Runge-Kutta-Nyström (RKN) diterbitkan bagi menyelesaikan Persamaan Pembezaan Biasa (PPB) peringkat dua yang mana penyelesaiannya adalah dalam bentuk berayunan. Hubungan serakan dan lesapan dikenakan bagi mendapatkan kaedah dengan peringkat serakan dan lesapan setinggi yang mungkin. Penerbitan kaedah Benaman Tak Tersirat RKN (BTRKN) untuk kod panjang langkah berubah turut diberikan. Strategi pemilihan parameter bebas juga dibincangkan. Kami menganalisa kelakuan berangka bagi kaedah RKN dan BTRKN secara teori dan eksperimen serta perbandingan dibuat terhadap kaedah sedia ada.

Di dalam bahagian kedua tesis, kaedah Blok Benaman Tak Tersirat RKN (BBRKN) dibincangkan. Implimentasi ke atas kaedah BBRKN turut dibincangkan. Keputusan berangka dibandingkan dengan kaedah bukan blok. Kami perolehi bahawa kod baharu Blok Benaman Tak Tersirat RKN (BBRKN) adalah lebih efisien bagi menyelesaikan sistem PPB peringkat dua.

Seterusnya, kami membincangkan penerbitan kaedah Pepenjuru Tersirat (PTRKN) bagi menyelesaikan PPB kaku peringkat dua yang penyelesaiannya berbentuk berkala. Hubungan serakan dan lesapan dibangunkan dan sekali lagi diaplikasikan dalam penerbitan kaedah. Untuk menyelesaikan masalah berkala dengan frekuensi tinggi, kaedah dengan sifat Pkestabilan dibincangkan. Kami juga menerbitkan kaedah Benaman Pepenjuru Tersirat RKN (BPTRKN) bagi kod panjang langkah berubah. Untuk melihat kejituan dan keefisienan kaedah, kod panjang langkah tetap dan berubah dibangunkan serta keputusan berangka dibandingkan terhadap kaedah sedia ada.

Akhir sekali, kaedah Selari Benaman Tak Tersirat RKN (SBTRKN) dibangunkan. Implimentasi SBTRKN ke atas mesin selari dibincangkan. Prestasi algoritma SBTRKN bagi menyelesaikan sistem PPB berdimensi besar diberikan. Kami perolehi SBTRKN memberikan prestasi yang baik bila dilaksanakan terhadap sistem PPB berdimensi besar.

Kesimpulannya, kod baharu yang dibangunkan di dalam tesis ini sesuai untuk sistem PPB peringkat dua yang mana penyelesaian adalah dalam bentuk berayunan.
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