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Abstract

The retina is a sophisticated image processing machine, transforming the visual scene as

detected by the photoreceptors into a pattern of action potentials that is sent to the brain

by the retinal ganglion cells (RGCs), where it is further processed to help us understand

and navigate the world. Understanding this encoding process is important on a number

of levels. First, it informs the study of upstream visual processing by elucidating the

signals higher visual areas receive as input and how they relate to the outside world.

Second, it is important for the development of treatments for retinal blindness, such

as retinal prosthetics. In this thesis, I present work using multielectrode array (MEA)

recordings of RGC populations from ex-vivo retinal wholemounts to study various aspects

of retinal information processing. My results fall into two main themes. In the first part, in

collaboration with Dr Geoffrey Portelli and Dr Pierre Kornprobst of INRIA, I use flashed

gratings of varying spatial frequency and phase to compare different coding strategies that

the retina might use. These results show that information is encoded synergistically by

pairs of neurons and that, of the codes tested, a Rank Order Code based on the relative

order of firing of the first spikes of a population of neurons following a stimulus provides

information about the stimulus faster and more efficiently than other codes. In the later

parts, I use optogenetic stimulation of RGCs in congenitally blind retinas to study how

visual information is corrupted by the spontaneous hyperactivity that arises as a result

of photoreceptor degeneration. I show that by dampening this activity with the gap

junction blocker meclofenamic acid, I can improve the signal-to-noise ratio, spatial acuity

and contrast sensitivity of prosthetically evoked responses. Taken together, this work

provides important insights for the future development of retinal prostheses.
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Chapter 1. Introduction

This thesis concerns how retinal ganglion cells (RGCs) encode visual information in the

healthy retina, and how information can be faithfully conveyed to RGCs in dystrophic

retinas devoid of photoreceptors. More specifically, the first part, discussed in chapter 3,

relates to how the retina signals information about the visual scene to the brain, in

particular whether and how information is encoded synergistically in the spike trains

and firing orders of pairs and populations of RGCs. The second, covered in chapters 4

and 5, addresses the problems associated with the spontaneous hyperactivity that results

from retinal degenerations, how this affects the signals that can be transferred to the

visual centres of the brain prosthetically, and how to counteract these effects. The final

discussion chapter, chapter 6, attempts to relate these two themes and put them into

a wider scientific and clinical context. Preceding all of the above, chapter 2 details the

experimental procedures and analyses common to the work described in chapters 3 to 5.

In this introductory chapter, I shall give an overview of the scientific background inform-

ing and motivating the rest of the thesis. First, I shall briefly describe the structure and

function of the retina, leading into a discussion of some of the mathematical, computa-

tional and biophysical models that have been proposed to explain how the retina encodes

visual information. Following on from this, I shall discuss photoreceptor dystrophies, the

anatomical and physiological sequelae thereof, and the various animal models used in the

study of these conditions. Finally, I shall discuss various treatments currently in use or

under development to restore vision in these conditions, with a special emphasis on retinal

prostheses in general and optogenetical retinal prostheses in particular.

1.1 The Retina

1.1.1 Basic Anatomy

The retina is a layered neuronal structure at the back of the eye that transduces incoming

light into graded electrical signals, which are then processed by the cells of the inner
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Figure 1.1: Structure of the mammalian retina by Ramón y Cajal (Ramon y Cajal 1900).
The text, translated from Spanish, reads as follows: “Outline of the structure of the
mammalian retina. 1. Rod and cone layer. 2. External limiting membrane. 3. Outer
granular layer. 4. Outer plexiform layer. 5. Inner granular layer. 6. Inner plexiform
layer. 7. Ganglion cell layer. 8. Optic nerve fibre layer. 9. Internal limiting membrane.
A. Pigmented cells. B. Epithelial cells. a. Rods. b. Cones. c. Rod nucleus. d. Cone
Nucleus. e. Large horizontal cell f. Cone-associated bipolar cell. g. Rod-associated
bipolar cell. h. Amacrine cells. i. Giant ganglion cell. j. Small ganglion cells.” The
inner and outer granular layers are also referred to as the inner and outer nuclear layers
in modern scientific writing. This drawing is in the public domain, downloaded from:
http://commons.wikimedia.org/wiki/File:Cajal Retina.jpg.
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retina, before being encoded as trains of action potentials relaying information about

the visual scene to the brain. One of the pioneers of retinal neuroanatomy was Spanish

anatomist Santiago Ramón y Cajal who, though careful study of camera lucida drawings

of Golgi-stained retinas, was able to discern much of the basic structure of the retina.

Figure 1.1 shows a diagram of the retina drawn by Ramon y Cajal (1900). Both the

layered structure and the major cell classes are evident. Starting at the outermost part

of the retina, photoreceptor outer segments interface with the retinal pigment epithelium

in the outer segment layer. Moving proximally past the outer limiting membrane, the

photoreceptor cell bodies reside in the outer nuclear layer (ONL) and form synapses with

horizontal cells and bipolar cells in the outer plexiform layer (OPL). The cell bodies of

the horizontal cells and bipolar cells reside in the inner nuclear layer (INL). In the inner

plexiform layer (IPL), the bipolar cells form connections with amacrine cells and RGCs.

RGC bodies are located in the ganglion cell layer (GCL), whereas amacrine cell bodies are

mostly located at the proximal edge of the INL, although displaced amacrine cell somata

can also be found in the GCL, where they may outnumber RGCs (Jeon et al. 1998).

Finally, RGCs project their axons radially along the optic nerve fibre layer (NFL) to the

optic disk. Here they form the optic nerve, mostly terminating in the lateral geniculate

nucleus (LGN) of the thalamus, but also projecting to other areas including the superior

colliculus, the suprachiasmatic nucleus, the medial terminal nucleus of the accessory optic

tract, and the dorsal raphe nucleus. The inner limiting membrane marks the boundary

between the retina and the vitreous humour.

1.1.2 Cell Types

Photoreceptors. Photoreceptors transduce incoming light into continuous electrical sig-

nals. They are highly specialised sensory cells comprising a ciliary outer segment con-

taining flattened, disc-shaped membranes where phototransduction takes place; an inner

segment rich in mitochondria; a soma where the nucleus resides; and a synaptic terminal

(Cohen 1961, 1965; Richardson 1969). There are two types of photoreceptors (Bailey

and Gouras 1985): rods and cones, named for the morphology of their outer segments

(figures 1.1 and 1.3). Rods and cones also differ in their spectral sensitivities, distribution

within the retina, connections to other retinal neurons (see below), and range of light
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intensities over which they operate. Human rhodopsin has an absorption peak at roughly

500nm (Wald 1945), whereas there are three types of cone opsin with peaks at roughly

430, 540 and 575nm (Wald 1964). Each cone expresses only one type of cone opsin and

correspondingly there are three subtypes of cone, termed S-, M-, and L-cones (for short-,

medium-, and long-wavelength) cones. Other species have cones with different spectral

sensitivities: the mouse, for example, has two cone opsins most sensitive to 360nm (ul-

traviolet) and 510nm photons (Jacobs et al. 1991). Mouse rhodopsin also peaks around

500nm (Imai et al. 2007).

Cone outer segment discs are continuous with the cell membrane (Cohen 1961), but those

in rods float freely (Cohen 1965). Outer segment discs contain photopigments: rhodopsin

in the rods and cone opsins in the cones (Bailey and Gouras 1985). Incoming photons

isomerise a chromophore, 11-cis-retinal, attached to each photopigment molecule into all-

trans-retinal, triggering a conformational change. This causes another protein, transducin,

to phosphorylate guanosine diphosphate and dissociate from the opsin, whereupon it binds

to and activates phosphodiesterase (PDE). PDE hydrolyses cyclic guanosine monophos-

phate (cGMP), thus closing cGMP-gated Na+ and Ca2+ channels. These channels are

open in the dark, allowing Na+ and Ca2+ influx into the cell, resulting in membrane

depolarisation (dark current). Their closure hyperpolarises the cell, reducing glutamate

release from their terminals in the OPL (Arshavsky et al. 2002; Yau 1994). Figure 1.2

summarises this phototransduction cascade. Changes in ambient light trigger changes

in calcium homeostasis, causing an increase in intracellular calcium concentration, which

upregulates guanylyl cyclase and downregulates PDE activity, so the cGMP concentration

is partially restored, reopening of some of these cationic channels. This process is called

light adaptation (Yau 1994).

In the human retina, cones are almost exclusively found in the fovea, which contains

no rods. The cone density drops off extremely rapidly with increasing eccentricity and

rods, by far more numerous than cones overall, quickly dominate. However, these too

become less densely packed towards the periphery, although the drop-off is much gentler

(Osterberg 1935). In mice, there is no fovea. UV cones are located primarily in the ventral

part of the retina and green cones exclusively in the dorsal half (Szél et al. (1992), but
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Figure 1.2: Diagram of the rod phototransduction cascade by Jason J. Corneveaux. Down-
loaded from https://en.wikipedia.org/wiki/File:Phototransduction.png. Licensed under
the Creative Commons Attribution 3.0 Unported license. Original caption: Representa-
tion of molecular steps in photoactivation (modified from Leskov et al. (2000)). Depicted
is an outer membrane disk in a rod. Step 1: Incident photon (hv) is absorbed and acti-
vates a rhodopsin by conformational change in the disk membrane to R*. Step 2: Next,
R* makes repeated contacts with transducin molecules, catalyzing its activation to G* by
the release of bound GDP in exchange for cytoplasmic GTP, which expels its β and γ sub-
units. Step 3: G* binds inhibitory γ subunits of the phosphodiesterase (PDE) activating
its α and β subunits. Step 4: Activated PDE hydrolyzes cGMP. Step 5: Guanylyl cyclase
(RGC) synthesizes cGMP, the second messenger in the phototransduction cascade. Re-
duced levels of cytosolic cGMP cause cyclic nucleotide gated channels to close preventing

further influx of Na+ and Ca2+.
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see also Applebury et al. (2000)).

Horizontal Cells. Horizontal cells are the outermost layer of interneurons in the retina.

Most mammals have two types: A and B (figure 1.3, second row). Both form dendritic

synapses onto cones, but the former has a wider dendritic arbor and no axon, whereas

the latter has a long axon that ramifies into telodendria that synapse onto rods (Kolb

and Famiglietti 1974). The primate retina has three types: HI-III (Kolb et al. 1994,

1980), with HI and HII being roughly analogous to B and A, while HIII has a very

large, asymmetrical dendritic arbour and a very long axon ending in a poorly-structured

arborisation. They also differ in their chromatic patterns of cone connections: HI and HIII

cells mostly or completely avoid S-cones, respectively, whereas HII dendrites and axons

respectively contact these cones preferentially or exclusively (Ahnelt and Kolb 1994b,a).

Horizontal cells are also interconnected homotypically via gap junctions (Vaney 1991; Mills

and Massey 1994). Horizontal cells are important in mediating the receptive field (RF)

organisation of bipolar cells, wherein a narrow centre is accompanied by an antagonistic

surround (Werblin and Dowling 1969). This ‘centre-surround’ RF organisation is common

motif in the retina, found in virtually all non-photoreceptor cell types.

Bipolar Cells. Bipolar cells carry signals originating from the photoreceptors through to

the IPL in distinct processing pathways. There are around ten classes of bipolar cell

in most mammalian retinas (figure 1.3, third row)—distinguished by their morphology,

pattern of connectivity to photoreceptors and the level at which their axons ramify in

the IPL (Euler and Wässle 1995; Boycott and Wässle 1991; Kolb et al. 1981)—plus

the giant bistratified bipolar cell of the primate retina (Mariani 1983). Of these, only

one kind, the rod bipolar cell, contacts rods (Wässle et al. 1991); the rest are cone

bipolar cells. One important classification of cone bipolar cells is into ON- and OFF-

centre types, depolarising in response to light increments and decrements within their

RFs, respectively, and with axons stratifying in two different sublaminae of the IPL

(Famiglietti and Kolb 1976). OFF-bipolar cells have sign-preserving, AMPA/kainate-

sensitive ionotropic glutamate receptors (Morigiwa and Vardi 1999; Sasaki and Kaneko

1996), whereas ON-bipolar cells express sign-inverting mGluR6 metabotropic glutamate
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receptors (Nomura et al. 1994; Vardi et al. 2000).

Amacrine Cells. Amacrine cells are the most diverse cell type in the mammalian retina,

classifiable into at least 20-30 (Kolb et al. 1981; Macneil et al. 1999) and possibly up to

40 (Vaney 1990) distinct morphological types (figure 1.3, fourth row). In most cases their

precise functionality is unknown, but they are nevertheless extremely important in shaping

processing in the IPL (Masland 2012). A recent review by Werblin (2011) proposed that

amacrine cells can be classified into three broad, functionally distinct classes based on

their dendritic arbour size, response latency and connectivity patterns.

One particularly well-studied amacrine cell type is the AII amacrine cell (Famiglietti and

Kolb 1975; Kolb 1974). Rod bipolar cells never synapse directly onto RGCs, unlike cone

bipolars, but make extensive synapses with AII cells. In turn, AIIs synapse onto cone

bipolar cells and occasional RGCs in the OFF sublamina of the IPL (Strettoi et al. 1992)

and make gap junctions with cone bipolars in the ON sublamina (Strettoi et al. 1992; Kolb

1979). The AII is an inhibitory, glycinergic amacrine cell (Menger et al. 1998), so during

scotopic light stimulation of rods it inhibits cone OFF-bipolars, while cone ON-bipolars

are excited via the AII’s gap junctions (Cohen and Miller 1999; Muller et al. 1988). Thus

the AII hijacks the existing cone circuitry to transmit rod-mediated light information to

the RGCs.

Ganglion Cells. RGCs are the output cells of the retina and, apart from a few subtypes

of amacrine cells, the only neurons in the retina to fire action potentials. Their role is

to perform the final stages of image processing, integrating inputs from bipolar cells and

amacrine cells and encoding the visual scene into trains of action potentials that can be

understood and further processed by the brain. This process is discussed in detail in the

following section (section 1.1.3) and hence I shall not dwell too deeply on the function of

RGCs here.

There are 11-22 distinct morphological classes of RGC (figure 1.3, bottom row; Rockhill

et al. (2002) and Völgyi et al. (2009)). As with bipolar cells, they can be divided into ON-

and OFF- types, as well as ON-OFF types that respond to both increases and decreases
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Photoreceptors

Horizontal cells

Bipolar cells

Amacrine cells

Ganglion cells

Figure 1.3: Drawings of many subtypes of the major cell types of the mammalian retina,
taken from Masland (2001a). Shown are three types of photoreceptor—including a rod
(top row, middle) and short- and medium- wavelength sensitive cones (top row, sides)—
the two most common types of horizontal cell (bottom row, left: A; right: B), ten types
of bipolar cell, and several types of amacrine and ganglion cells.
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in light intensity (Hartline 1938), and have a centre-surround RF organisation (Kuffler

1953; Wiesel 1959). They can be highly specific in their preferred stimuli and perform

sophisticated feature extraction, including determining the direction of motion of a moving

stimulus (Barlow and Hill 1963; Barlow et al. 1964), distinguishing motion towards the

observer from lateral motion (Munch et al. 2009) and, in the murine retina, one RGC

type has even been proposed to be selective for aerial predators (Zhang et al. 2012).

1.1.3 Information Coding

Linear Models. Over the past half-century, there have been numerous attempts to cap-

ture quantitatively the way the retina processes incoming visual information. The classic

difference-of-Gaussians (DoG) model of Rodieck (1965) describes the RGC RF using two

concentric 2D Gaussian functions: one sharp and narrow (the centre) and one broad and

shallow (the surround). The response of the cell is then proportional to the convolu-

tion of its RF with the pattern of light intensities falling within it. Though simplistic,

the DoG model and related models—such as the Laplacian-of-Gaussian (LoG) (Kelly

1975)—remain popular, especially in e.g. retinomorphic hardware applications (Martinez

et al. 2009) and cortical models using the retina as an input stage (Gazères et al. 1998;

Worgotter and Koch 1991; Zemon and Gordon 2006), where the computational simplicity

is advantageous. The DoG model is linear in the sense that it can be expressed as the

convolution of the incoming image with a single filter kernel. However, as discussed in the

next section, many aspects of retinal processing are fundamentally nonlinear and hence

such models can never fully capture retinal response dynamics.

Nonlinear Models. Perhaps the most common nonlinear model is the linear-nonlinear

(LN) cascade, in which the incoming image is first convolved with a linear filter and then

passed through a static nonlinear function (Paninski et al. 2007). This nonlinearity often

performs one or more of rectification (Enroth-Cugell and Freeman 1987), thresholding

(Keat et al. 2001) or saturation (Pennartz and Grind 1990) of the signal. There may then

be a second linear stage, as in LNL models (Hunter and Korenberg 1986), or some sort of

spike generation method, such as in the linear-nonlinear-Poisson (LNP) model (Paninski

et al. 2007), in which the result of the LN cascade is used as the rate parameter to a
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Nonlinearity
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Generalized Linear Model (GLM)
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D
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Linear filter Nonlinearity

Multilevel LN model with nonlinear spatial integration

Linear filter Nonlinearity

nonlinearity
probabilistic

spikinglinear filter

Figure 1.4: Major classes of retinal encoding models; adapted from Paninski et al. (2007).
A: a linear-nonlinear-Poisson cascade model. The incoming image is passed through a
linear filter followed by a static nonlinearity; the result forms the rate function of an inho-
mogeneous Poisson process that generates the output spike train. B: a simple biophysical
model. The filtered input image provides the input current to a leaky integrate-and-fire
model and the membrane voltage, after passing through a thresholding nonlinearity, pro-
vides the rate function to the Poisson process. Refractoriness arises due to the post-spike
current. Alternatively, the model neuron can fire a spike once the membrane voltage
crosses a fixed threshold, after which the voltage resets. This would be a hard threshold
integrate-and-fire model. C: an extension of the LNP model incorporating spike history
terms and coupling between neurons. Models A-C can be formulated as GLMs. D: ex-
ample of a model with several layers of linear-nonlinear processing, in this case modelling
nonlinear spatial integration by RGCs (Enroth-Cugell and Robson 1966; Schwartz et al.
2012b). The outputs of the first LN layer, representing the bipolar cells, form the inputs
to the second LN layer. In the second layer the linear filter represents the weighting of
each bipolar cell input to the RGC and the nonlinearity converts the result into the rate
function of the Poisson process. Due to the multiple stages on nonlinearity between initial
inputs and ultimate outputs, this model is not a GLM.
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Poisson process (figure 1.4A).

There are a number of attractive features of LN models and they remain popular in the

literature to this day. From a computational complexity perspective, they are not vastly

more expensive than linear models: the first stage is itself a linear model and the non-

linearity can be implemented cheaply in the form of a lookup table. LN models fall into

the broader category of statistical models known as generalized linear models (GLMs),

where an output variable is modelled as a linear combination of inputs and parameters,

passed through a single, nonlinear function. As such, there is a well-developed mathemat-

ical framework for fitting them to experimental data (Chichilnisky 2001; Paninski et al.

2007). Historically, scientists have made use of first- and second-order Wiener expansions

(Benardete and Kaplan 1997a,b; Marmarelis and Naka 1972; Sakai and Naka 1995) for

fitting LN models to responses to periodic stimuli such as sinusoidal gratings. These fell

from popularity with the application of reverse correlation, or spike-triggered averaging,

techniques to the retina (Chichilnisky and Baylor 1999; Chichilnisky 2001; Chichilnisky

and Kalmar 2002; Pitkow and Meister 2012), which allow both stages of the LN cascade to

be easily recovered from electrophysiological responses to white noise stimuli. LN models

have been called the “standard model” of retinal processing (Carandini et al. 2005) and

Nirenberg and Pandarinath (2012) recently showed that they may be useful for generating

more meaningful spike trains in retinal prosthetic applications. As well as describing the

relationship between the input stimulus and the output spike trains, LN models can also

incorporate the effects of spike history and network interactions (figure 1.4C; Paninski

(2004), Paninski et al. (2007), and Pillow et al. (2008)).

Nevertheless, there are features of retinal processing that cannot be modelled by a single

LN cascade. A classic example is the X and Y RGCs of the cat retina (Enroth-Cugell

and Robson 1966). When presented with a grating stimulus such that the change in

contrast in one half of their RF is equal and opposite to that in the other half, the

former respond to neither the onset nor offset of the grating. This is exactly as one

would predict from linear spatial integration over the receptive field. However, the Y cells

respond vigorously to both the onset and offset of such a grating. Explaining this requires

nonlinear spatial summation over the receptive fields, as one might find if a number of
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bipolar cells integrated the incoming light linearly over their receptive field and the result

was nonlinearly transformed by the bipolar cell to RGC synapse, then finally the RGC

summed the responses of all its presynaptic bipolar cells (figure 1.4D; Schwartz et al.

(2012b)). Various such models involving multiple stages of linear and nonlinear filtering

have been proposed to explain specialised computations of the retina, as summarised in

a recent review by Gollisch and Meister (2010). The presence of multiple nonlinearities

between input and output means these models do not count as GLMs. Furthermore, such

models lack the appeal of simple, general mathematical transformation that can capture

the RGC response to any arbitrary stimulus (e.g. Nirenberg and Pandarinath (2012)), but

given the diversity of RGC types (Masland 2001a; Rockhill et al. 2002), each encoding

distinct features of the visual scene (Azeredo da Silveira and Roska 2011), to expect to

find such an equation would seem ambitious at best and näıve at worst.

Biophysical Models. The above described models are largely abstract, attempting to ex-

plain quantitatively the retinal response but only loosely informed by the underlying

biology. Another approach to modelling retinal processing is to directly simulate the

physiological processes involved. Certainly, there is a spectrum here. Even the simplest

models, such as the DoG (Rodieck 1965), involve an excitatory centre and an inhibitory

surround that can be explained in terms of the pattern of excitatory and inhibitory inputs

to the cell. Moving progressively less abstract, one has integrate-and-fire (IF) models of

RGC spiking, wherein the model RGC integrates some input that is an abstraction of

the input image after it has been transduced and processed by retinal layers, then fires

when its membrane potential exceeds some threshold (e.g. Paninski et al. (2004), Pillow

et al. (2005), Morillas et al. (2007), and Gollisch and Meister (2008)). These models

can be extended further to include models of the different layers of retinal processing

(e.g. Wohrer and Kornprobst (2009)) or the abstract IF spike generation model can be

replaced with differential equations describing the dynamics of cellular membrane poten-

tials as a function of membrane conductances and ionic concentrations over time (e.g.

Gaudiano (1994), Hennig and Funke (2001), Momiji et al. (2007), Saglam et al. (2008),

and Wohrer and Kornprobst (2009)). Going still further, one has compartmental models

that model separately the evolution of the membrane potential in different areas of the
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cell (e.g. Publio et al. (2009), Schachter et al. (2010), Jarsky et al. (2011), and Choi et al.

(2014)), but these are often intended to probe specific aspects of retinal circuitry and

lack the generality of the abstract mathematical models described in 1.1.3. They can also

become almost arbitrarily complicated, containing hundreds of elements to model a single

cell (Borg-Graham 2001; Schachter et al. 2010).

How Does the Retina Encode Information?. There are two broad aspects necessary to

understand retinal processing: the first, covered in the sections above, is how the retina

integrates visual information over space and time. However, it is also important to un-

derstand how this processed visual information is encoded by the RGCs. In other words,

what precise feature of the RGC spike trains carries the information about the visual

scene? Many of the models discussed above are agnostic to this, although some - for ex-

ample, LNP models (Paninski et al. 2007) - implicitly assume that information is carried

in the instantaneous firing rate of each RGC. This concept of ‘rate coding’ is a classical

assumption in studies of neural coding (Rieke et al. 1999). However, this is not the only

way spike trains can carry information. Meister and Berry (1999) argued that there were

many problems with this assumption in the context of retina; later Gollisch and Meister

(2008) demonstrated experimentally that there was more information in the latencies of

individual RGCs (figure 1.5C) than in their firing rates, and yet more information in their

relative latencies. However, the form of rate code they used as a control was an extremely

crude one: the number of spikes fired in some fixed time window following a stimulus.

Jacobs et al. (2009) later showed that crude spike counts (figure 1.5A) carry significantly

less information than fine-grained changes in firing rate (figure 1.5B; confusingly, they

refer to this code as a ‘spike timing’ code). However, this code still does not carry enough

information to replicate behavioural performance, but a code in which the instantaneous

firing rate varies not only with the time since stimulus onset but also with the time since

the previous spike is able to match the animal’s behaviour. This is consistent with findings

that spike train variability is much lower than expected for spikes generated according to

a Poisson process, but the statistics of RGC spike trains can be replicated with a model

that incorporates refractoriness (Uzzell and Chichilnisky 2004). Jacobs et al. (2009) did

not compare either of their rate codes to any latency-based codes, however. Meanwhile,
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Figure 1.5: Diagrams demonstrating different ways information can be encoded in spike
trains. Numbered circles represent different neurons, vertical solid lines represent spikes,
and a stimulus is presented between the red dashed lines. A: spike count, the simplest rate
code. The relevant feature is the number of spikes fired during some fixed time window,
such as presentation of the stimulus. With N neurons, the number of code words is
((M + 1)T )N , where M is the maximum firing rate of any neuron and T is the length
of the time window. B: spike timing, a more fine-grained rate code. Time is divided
into small bins of width ∆t—represented by the grey dashed lines—ideally such that each
neuron can only fire one spike per bin. The number of code words is 2

NT
∆t . C: latency

coding. Each neuron encodes information in the time it takes to fire its first spike after the
stimulus. The number of code words depends on the timing precision of the postsynaptic
neuron. D: rank order coding. The relevant feature is the order each neuron fires after
the stimulus. There are N ! code words.
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in an attempt to explain psychophysical experiments in which subjects are able to clas-

sify images presented for as briefly as 150ms, Thorpe et al. (2001) proposed a coding

strategy, known as rank-order coding, in which the salient feature of the retinal output is

the relative firing order of the population of RGCs (figure 1.5D) . Using computational

modelling, they demonstrated that this is a much faster and more efficient code that more

traditional coding strategies (Van Rullen and Thorpe 2001), but to date the rank-order

code has never been tested experimentally in the retina.

Aside from the coding strategy employed, another important question is to what extent

RGC encoding can be understood by considering each cell separately or if the full informa-

tion content of retinal responses can only be recovered by considering the population as a

whole. Nirenberg et al. (2001), by comparing the information that can be recovered from

the full joint response distributions of RGC pairs versus that available by measuring each

neuron’s marginal response distribution and treating them as statistically independent,

argued that RGCs are largely independent. Later studies contradicted this view, however.

For example, Pillow et al. (2008) found that including coupling terms between neurons

in a GLM enabled more accurate decoding of stimuli from RGC responses compared to

linear decoders or models without these terms. Schwartz et al. (2012a) corroborated the

results of Nirenberg et al. (2001) for pairs of neurons, but the amount of information lost

by treating neurons as independent increased as the number of neurons grew. Further,

they demonstrated that this was true regardless of the coding strategy used.

It is clear, then, that the precise nature of the retinal code is not completely understood.

I shall revisit these issues in the introduction to chapter 3. The above all concerns the

healthy retina, however. For now I shall turn my attention to what happens in retinal

degenerations.

1.2 Retinal Dystrophies

1.2.1 Classification of Retinal Dystrophies

Numerous conditions can result in the progressive death of photoreceptors or other cells

classes in the retina; these conditions are genetically heterogeneous and in many cases the

demarcation between different diseases is blurred (Rivolta 2002). Retinitis pigmentosa is
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characterised by initial progressive loss of rods, leading to night-blindness and a loss of

peripheral vision, followed by death of cones as well, leading to eventual blindness (Berson

1993; Hartong et al. 2006). It may occur on its own or as part of polygenic disorders with

a constellation of symptoms, such as Bardet-Biedl syndrome (Beales et al. 1999) or Usher

syndrome (Petit 2001). Leber congenital amaurosis (LCA) is a particularly severe form of

congenital retinal dystrophy featuring death of both rods and cones early in life; in many

cases patients are born blind (Perrault et al. 1999). Age-related macular degeneration

(AMD) is, as the name suggests, a form of retinal degeneration that occurs with age and

results in loss of photoreceptors in the fovea (Green and Enger 1993; Curcio et al. 1996).

A characteristic feature of the diseases is the formation of deposits known as ‘drusen’ in

the retina and it is divided into two subtypes: ‘dry’ AMD featuring by large areas of

retinal atrophy extending to the center of the fovea, and ‘wet’ AMD, characterised by

choroidal neovascularisation (Jager et al. 2008). Another form of macular degeneration is

Stargardt’s disease (Stargardt 1909; Allikmets et al. 1997), also known as juvenile macular

degeneration, which begins in early life and usually involves less severe visual loss than

end-stage AMD. Cone dystrophies are disorders in which cones selectively degenerate with

relative preservation of rods; it may affect all three cone types (To et al. 1998b) or be

selective for some cone types while preserving others (To et al. 1998a).

The above conditions all involve degeneration of the photoreceptors. Additionally, various

conditions can cause death of RGCs, including congenital retinal atrophies such as Leber’s

hereditary optic neuropathy (Wallace et al. 1988; Man et al. 2002), glaucoma (Quigley

et al. 1995), and trauma affecting the optic nerve. Since the RGCs are the only output

cells of the retina, in these cases the link between the retina and the brain is severed.

Since this thesis is primarily concerned with processing in and restoration of sight to the

retina, I shall not discuss these conditions in any great detail. The remainder of this

section will focus solely on photoreceptor dystrophies, which are summarised in table 1.1.

1.2.2 Animal Models

As expected for such a diverse (Rivolta 2002) and genetically heterogeneous (Daiger et al.

2013) group of disorders, there are multitudinous animal models of retinal degenerations

that have been discovered or created over the years (Chang et al. 2002; Marc et al. 2003;
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Jones and Marc 2005). I shall not attempt to present an exhaustive list of all such models.

Rather, I shall focus on some of the more commonly encountered models in research into

treatments of retinal degenerations, with a special emphasis on those used in retinal

prosthetic research.

One of the more popular RP models in the literature is the naturally-occurring rd1 mouse

(Keeler 1966), in which a mutation in the Pde6b gene coding for the β subunit of rod PDE

(Pittler and Baehr 1991), an important component of the photoreceptor transduction cas-

cade (see section 1.1.2), causes rapid death of rods followed by secondary degeneration of

cones (Carter-Dawson et al. 1978). It was the first mouse model of RP in which abnormal

electrophysiological hyperactivity - in the form of local field potential (LFP) oscillations

and spontaneous rhythmic bursting of RGCs - was described (figure 1.7, Stasheff (2008);

although Drager and Hubel (1978) described rhythmic discharges of retinal origin in the

visual cortex and superior colliculus of rd1 mouse, but wrote these off as an artefact of

barbiturate anaesthesia). As a result there has been extensive research into the underlying

causes of this hyperactivity (see section 1.2.4). A closely-related mouse model is the rd10

mouse, in which retinal degeneration arises from a mutation in the same gene, but the

onset of degeneration is later—P16-20, when the retina is mostly finished developing—and

its progression is somewhat slower than the rd1 mouse (Chang et al. 2007). It displays

similar electrophysiological hyperactivity to rd1 (Stasheff et al. 2011; Biswas et al. 2014),

but light responses persist for much longer (Stasheff et al. 2011).

Two more slow-degenerating RP models include the Rd2 mouse and the Cnga3-/-;Rho-/-

double knock-out mouse. In the Rd2 mouse, formerly known as the rds (for retinal degen-

eration slow) mouse (Nie et al. 1978), photoreceptors degenerate over the course of about

a year (Sanyal et al. 1980) as a result of mutations in the gene Prph2 encoding peripherin,

an important component of outer segment discs (Ma et al. 1995). The Cnga3-/-;Rho-/-

mouse is a combination of two existing knock-out strains: the Rho-/- rhodopsin knock-out

mouse (Humphries et al. 1997), which is a popular model for studying pure cone func-

tion (Jaissle et al. 2001); and the Cnga3-/- mouse, in which the CNGA3 gene encoding

the α3 subunit of the cyclic nucleotide gated (CNG) cation channel is knocked out (Biel

et al. 1999). This subunit of the CNG channel is expressed in cones but not rods, so the
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Cnga3-/- is useful both for studying pure rod function and as a model of cone dystrophies.

Combining these two models results in an RP model in which almost all photoreceptors

are lost by about three months postnatal (Claes et al. 2004). One final mouse model

I shall mention is the Crx-/- cone-rod homeobox knock-out mouse. As a result of the

knockout of this gene, photoreceptors in these mice never form functional outer-segments,

so these mice are blind from birth and serve as a model for LCA (Furukawa et al. 1999).

RGCs in the Crx-/- mouse display elevated spontaneous activity similar to that seen in

mouse models of RP (Soto et al. 2012; Maccione et al. 2014).

The mouse is popular in retinal research, as in other areas of biology, due to its ease

of breeding and genetic manipulability. However, it is not the only animal in which

we have models of retinal degeneration. One of the earliest RP models described was

the Royal College of Surgeons (RCS) rat (Bourne et al. 1938), in which photoreceptors

start degenerating from about three weeks postnatal. This is due to abnormalities in

phagocytosis of photoreceptor outer segments by the RPE (Strauss et al. 1998), which

was later found to be caused by mutations in the tyrosine kinase receptor gene Mertk

(D’Cruz 2000; Vollrath et al. 2001). Transgenetic rat lines expressing mutant opsin genes

associated with autosomal dominant forms of RP, such as the P23H rat and the S334ter

rat (Steinberg et al. 1996; Machida et al. 2000), are also popular in retinal degeneration

research. Different lines with the same mutation exhibit different rates of degeneration

(Machida et al. 2000; Martinez-Navarrete et al. 2011). Transgenic mouse lines with the

same mutations are also available (e.g. Olsson et al. (1992)). Wild-type rats such as

Sprague-Dawley and Wistar are also susceptible to light-induced retinal damage (LIRD),

which can happen in aged rats exposed to normal ambient lighting (Sullivan et al. 2003)

or brief (24-48 hour) exposure to intense visible light (Marc et al. 2008). LIRD in rats

serves as a model for advanced AMD (Marc et al. 2008) and can be used in combination

with otherwise retinally healthy transgenic lines without necessitating crossbreeding with

genetically blind strains (e.g Tomita et al. (2009)).

As well as rats and mice, there are a number of large animal models of retinal dystrophies.

These are useful as surgical models and for their more sophisticated repertoire of visually-

guided behaviour. For example, the transgenic P347L pig was engineered to express a
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point mutation in the rhodopsin gene observed in human RP patients, specifically to

serve as a surgical model for RP treatments due to the similarity between pig and human

eyes (Petters et al. 1997). Additionally, naturally occurring retinal degeneration has also

been described in various dog breeds (Aguirre et al. 1978; Wolf et al. 1978; Aguirre et al.

1982a; Aguirre et al. 1982b; Woodford et al. 1982; Acland and Aguirre 1987), Abyssinian

cats (Narfstrom 1983; Narfström and Nilsson 1986; Curtis et al. 1987; Narfstrom et al.

1989; Narfström and Nilsson 1989; Leon and Curtis 1990; Leon et al. 1991), and chickens

(Ulshafer et al. 1984; Ulshafer and Allen 1985). The animal models discussed here are

summarised in table 1.2.

1.2.3 Anatomical Remodelling

The major common feature of photoreceptor dystrophies is, as the name suggests, death

of photoreceptor cells. Morphological studies of the retinas of human retinal dystrophy

patients in the 1990s and early 2000s found that, even in the presence of near total loss

of the ONL and OPL, there was remarkable preservation of cell bodies in the INL, and a

large fraction of RGCs survived as well (Stone et al. 1992; Santos et al. 1997; Humayun

et al. 1999; Medeiros and Curcio 2001; Kim et al. 2002; Kim and Oh 2002). Stone et al.

(1992) counted photoreceptors and RGCs at various eccentricities in postmortem retinas

from RP patients versus normally-sighted controls: on average, less than half of photore-

ceptors survived, with the worst degeneration being in the fovea, but RGC counts were

around 50-75% of controls’ at all eccentricities. Similarly, Santos et al. (1997) showed se-

vere degeneration of photoreceptors and marked but less dramatic loss of RGCs, though

no significant change in cell counts in the INL. A later study by the same group exam-

ining the extramacular retina (Humayun et al. 1999), unlike the previous two studies,

found evidence of loss of cells in the INL as well as the GCL, but an appreciable fraction

of cells were still preserved in both layers. In AMD, RGCs are partially or completely

preserved, depending on the subtype, despite extensive photoreceptor loss (Medeiros and

Curcio 2001; Kim et al. 2002; Kim and Oh 2002). With these findings, it was initially

hoped that RP treatments could succeed merely by functional replacement of the miss-

ing photoreceptors, whether by prosthetic stimulation of surviving cells (Margalit et al.

2002), transplantation of healthy retinal tissue (Aramant and Seiler 2002) or introduc-
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Figure 1.6: Diagrams showing the progression of retinal degeneration, adapted from Jones
and Marc (2005). Panel (a) shows a healthy retina, with the photoreceptors in orange,
horizontal cells in olive, bipolar cells in blue, amacrine cells in red and green, RGCs in
purple, and Müller cells in yellow. The horizontal bands represent the OPL and IPL. In
the initial stages of degeneration (b), photoreceptors lose their outer segments; bipolar and
horizontal cells lose their dendritic and axonal arbors, respectively, and extend neurites
into the inner retina; and Müller cells begin to hypertrophy. Following photoreceptor
death, the hypertrophied Müller cells form a glial scar over the outer retina (c). Later, the
inner retina begins to remodel, with the formation of neurite fascicles and microneuromas
(d) and mislocalisation of cell bodies, and eventually there is also loss of inner retinal
neurons (e).
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tion of progenitor cells (Young et al. 2000). Unfortunately, subsequent, more detailed

studies revealed profound remodelling in the surviving retinal layers (Marc et al. 2003;

Jones and Marc 2005; Marc et al. 2007), including Müller cell hypertrophy, glial scarring,

abnormal dendritic arborisation and axonal projections, displacement of cell bodies, and

microneuromas (bundles of neurites originating from large numbers of distant neurons).

Among the earliest changes observed in the inner retina following photoreceptor degen-

eration occurs in the cells immediately postsynaptic to rods: the rod bipolar cells and

the horizontal cells. Strettoi and Pignatelli (2000) found small (though statistically in-

significant) changes in the numbers of both rod bipolar cells and horizontal cells. Rod

bipolar cells failed to develop their normal dendritic arbors and exhibited mislocalisation

of mGluR6 receptors, while the horizontal cells showed somatic hypertrophy and abnor-

mal axonal arborisation. Later studies by the same group (Strettoi et al. 2002, 2003)

corroborated these findings, showing also that cone bipolar cells were affected, but that

amacrine cells were relatively unchanged. Alongside the development of abnormal den-

dritic morphologies, rod bipolar cells lose their sensitivity to glutamate while increasing

their responses to GABAergic input (Varela et al. 2003). Peng et al. (2000) also found

abnormal rod bipolar cell dendritic morphologies in the P347L pig, as well as abnormal

synapses between rod bipolar cells and cones in the P347L pig and the rd1 mouse. Similar

abnormalities in horizontal cell processes have also been observed in the RCS rat (Chu

et al. 1993).

Another important initial consequence of retinal degeneration is hypertrophy of the Müller

cells, a type of glial cell considered to be the chief support cells of the retina. An important

filament protein in Müller cells, glial fibrillary acidic protein (GFAP), is normally localised

in the Müller cell end feet (Lewis et al. 1988), which tile the inner limiting membrane.

Upregulation of GFAP in Müller cells in response to retinal degeneration is seen across

multiple animal models of different species (Eisenfeld et al. 1984; Ekström et al. 1988;

Strettoi et al. 2002, 2003). This is accompanied by Müller cell hypertrophy and the

formation of a glial seal over the outer retina (Jones et al. 2003).

Other than gliosis and changes in the arborisations of second-order neurons as described

above, the full extent of inner retinal remodelling in advanced retinal dystrophies was
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not appreciated until the advent of computational molecular phenotyping (Marc et al.

1995), which allows large numbers of cells to be automatically located and classified on

the basis of their immunocytochemical signatures. Using this technique, Jones et al.

(2003) identified a number of changes in the inner retina aside from neuronal death.

These included migration of amacrine cell somata to the ONL and GCL (although in the

latter case these might not actually have been mislocalisations, see Jeon et al. (1998)) and

relocation of bipolar cell bodies to the GCL; fragmentation of the IPL; extensive rewiring

in the form of bundles of neurites travelling throughout the IPL and amorphous tangles

of neurites and synapses known as microneuromas; glial hypertrophy and scarring as well

as Müller cell body migration; and invasion of the retina by blood vessels and RPE cells.

Most of these abnormalities were observed in human RP retinas as well as retinas from

numerous animal models. Figure 1.6, adapted from Jones and Marc (2005), summarises

the various changes that take place as a result of photoreceptor degeneration.

1.2.4 Physiological Changes

As well as anatomical remodelling, considerable physiological changes are observed in

degenerate retinas. One that I shall focus on is the development of spontaneous rhythmic

hyperactivity in the inner retina, which takes the form of slow LFP oscillations and

rhythmic bursting of RGCs. Both of these features can be seen in figure 1.7, which shows

example traces from one of my own recordings from an rd1 retina. Bursty firing in areas

receiving retinal input was first described by Drager and Hubel (1978), who dismissed it

as a result of anaesthesia. It was not until Stasheff (2008) performed multielectrode array

(MEA) recordings from ex-vivo wholemount rd1 retinas that direct electrophysiological

evidence of sustained hyperactivity originating in the degenerate retina was obtained.

Shortly after, Margolis et al. (2008) noted oscillations in the membrane potential of rd1

RGCs in patch-clamp recordings, as well as the rhythmic nature of their firing patterns,

both having a fundamental frequency of around 10Hz. Since then, similar activity has

been observed in other models, including the rd10 mouse (Stasheff et al. 2011; Goo et al.

2011), the CRX mouse (Soto et al. 2012; Maccione et al. 2014) and the P23H rat (Sekirnjak

et al. 2009). Due to difficulties in obtaining dystrophic human retinas of sufficient quality

for electrophysiological recordings, spontaneous hyperactivity has never been observed
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Figure 1.7: MC Rack screenshot of several channels from a spontaneous activity recording
from a P145 rd1 retina (see chapter 2 for details of recording methods). Note the strong,
slow LFP oscillations, particularly prominent on channel 45, accompanied by rhythmic,
bursty firing of action potentials, especially noticeable on channel 42. This type of spon-
taneous hyperactivity is typical of multiple retinal degeneration models. X-axis units:
ms, Y-axis units: μV.
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in human RP, but it has been postulated that the photopsias sometimes described by

early-stage RP patients (Delbeke et al. 2001) could be a consequence of this pathological

activity.

What is the source of this hyperactivity? Prior to the work of Stasheff (2008), Marc

et al. (2003) put forward a model for how retinal processing might be altered by the var-

ious patterns of rewiring observed; among their predictions was spontaneous oscillatory

activity. However, in light of more recent research, this is unlikely to be the source of

the degenerate hyperactivity. The first to probe the origin of this activity were Menzler

and Zeck (2011), who investigated the synchronisation and spatiotemporal propagation

of the oscillations underlying RGC bursting. They also found that the oscillations were

not blocked by the action potential blocker TTX, nor inhibitory blockers, but ionotropic

glutamate receptor antagonists and gap junction blockers abolished the oscillatory activ-

ity, implying that it is generated in an inner retinal network and then spread to the RGCs

via glutamatergic drive.

Around the same time, Borowska et al. (2011) were also investigating the source of these

oscillations. They were the first to note oscillations in ON cone bipolar cells and AII

amacrine cells; unlike the RGC oscillations, these were completely insensitive to synaptic

blockade. Thus they concluded that the oscillations arise from the electrically coupled

ON bipolar cell-AII amacrine cell network, which is consistent with disruption of the os-

cillations under gap junction blockade. To further test this hypothesis, Trenholm et al.

(2012) investigated which ion channels are involved in these oscillations. They found

that blocking hyperpolarisation-activated currents strengthened the oscillations while re-

ducing their frequency, whereas blocking voltage-gated sodium channels abolished them.

This contradicts the findings of Menzler and Zeck (2011), but possibly this is a result

of the different concentrations used (200nM in Menzler and Zeck (2011) vs 500-1000nM

in Trenholm et al. (2012)). They were, however, able to replicate the disruption of the

oscillations by gap junction blockade. Furthermore, they were the first to note that simi-

lar oscillations can be generated in wild-type retinas by blocking glutamatergic input to

bipolar cells, suggesting that the oscillations are not a direct result of degeneration, as

proposed by Marc et al. (2003), but an intrinsic property of the inner retinal network that
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is uncovered by photoreceptor death. Combining these results, they proposed a simple

computational model of retinal degenerate oscillations involving gap junction coupling

between ON bipolar cells and an electrically heterogeneous network of AII amacrine cells

that replicates the effects of blocking different ion channels or depolarising the network

by introducing photoreceptor input.

Yee et al. (2012) showed that oscillating RGCs in the rd1 retina receive both inhibitory

and excitatory oscillatory input. This is not incompatible with the results of Borowska

et al. (2011) and Trenholm et al. (2012), but—surprisingly—they found that inhibitory

oscillatory inputs onto rd1 RGCs were not blocked by gap junction blockade, in stark

contrast to previous studies (Menzler and Zeck 2011; Trenholm et al. 2012). Investigating

further, they noted two distinct sources of oscillations: a slow, calcium-channel dependent

oscillation arising in bipolar cells, as well as fast oscillations in various amacrine cells. They

suggested that the amacrine cell oscillations were a result of changes due to degeneration,

but this would not explain why similar oscillations are observed in wild-type retinas in

which the photoreceptors are pharmacologically isolated. They were also the first to

directly test the possibility that spontaneous hyperactivity could reduce the signal-to-

noise ratio of synaptic transmission in the rd1 retina, a finding they later extended to

RGC responses to photoreceptor and electrical stimulation of the slower degenerating rd10

mouse (Toychiev et al. 2013) as well as visual cortical responses to light stimulation in

the rd10 mouse (Ivanova et al. 2015).

The most recent investigation into the origin of these oscillations in the rd1 retina is that of

Choi et al. (2014). Using a compartmental model of the AII amacrine cell, they demon-

strated that interactions between fast sodium currents and a slow, M-type potassium

current could cause the cell to oscillate when hyperpolarised by removal of photoreceptor

input, as occurs in retinal degenerations. However, further hyperpolarisation, either by

gap-junction blockade or facilitation of the M-current with flupirtine, abolishes the oscil-

lations again. Further, blocking the M-current causes the typical rd1 oscillations to be

replaced by a slow, calcium-channel dependent oscillation, reminiscent of the slow bipolar

cell oscillator proposed by Yee et al. (2012).

Finally, Biswas et al. (2014) investigated the pharmacology of the spontaneous activity
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in rd10 RGCs using MEA recordings. Although the fundamental frequency is lower, they

share many of the same pharmacological features, including blockade of the oscillations

by excitatory blockers (Menzler and Zeck 2011), decrease in frequency and increase in

strength with inhibitory blockade (Yee et al. 2012), and abolition of oscillations with

MFA (Menzler and Zeck 2011; Trenholm et al. 2012; Choi et al. 2014). This suggests that

the oscillations in rd10 share common origins with those seen in rd1 retains. Whether

this is the case for other retinal degeneration models remains to be seen.

In summary, the past few years have seen extensive pharmacological and computational

investigation of the spontaneous hyperactivity typical of disorders related to photoreceptor

degeneration. While some discrepancies remain, the most satisfying explanation is that

of an intrinstic AII amacrine cell oscillation (Choi et al. 2014), which spreads through the

AII-ON bipolar cell network and synaptic connections to the RGCs (Menzler and Zeck

2011; Trenholm et al. 2012; Margolis et al. 2014), potentially interacting with slow bipolar

cell oscillations and fast oscillations in other amacrine cell types (Yee et al. 2012). This

model is illustrated in figure 1.8. These oscillations represent a considerable source of

noise in the degenerate retina and may hamper photoreceptor and electrical stimulation

(Trenholm et al. (2012), Toychiev et al. (2013), and Ivanova et al. (2015), but see the

discussion of Choi et al. (2014) for a somewhat more optimistic perspective).

1.2.5 Existing and Future Treatments

At present, the only clinically-approved vision-restoring treatment for general photore-

ceptor dystrophies is retinal prosthesis (Margalit et al. 2002; Ho et al. 2015; Stingl et al.

2015), which will be discussed in more detail in section 1.3. However, there are a number

of other potential treatments currently being investigated.

In the particular case of wet AMD, several antagonists of vascular endothelial growth

factor (VEGF) can slow the progression of visual decline and in some cases reverse it

(Chakravarthy et al. 2006; Brown et al. 2009; Heier et al. 2012; Martin et al. 2012;

Rofagha et al. 2013). Several such drugs are approved for the treatment of wet AMD and

various new compounds targeting this or related pathways are being studied (Santarelli

et al. 2015). Dietary supplementation with saffron might also be beneficial in the early
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Figure 1.8: Diagram summarising the origin of spontaneous oscillations in the retina.
After the rods (purple) degenerate, the AII amacrine cells (green)—originally receiving
rod input via rod bipolar cells (red)—are tonically hyperpolarised, revealing intrinsic
oscillations. These oscillations spread via gap junctions to the ON cone bipolar cells
(yellow), where they are possibly modulated by slow oscillations intrinsic to these cells,
and the ON cone bipolars thus provide oscillatory excitation to ON RGCs (dark grey),
inducing bursting in these cells. Meanwhile, the AII provides oscillatory inhibition to
OFF cone bipolars (orange), which in turn drive OFF RGCs (light grey) to burst in anti-
phase with the ON RGCs. Lines ending in arrowheads denote excitatory glutamatergic
synapses and lines ending circles denote inhibitory synapses or sign-inverting mGluR6
synapses. The zigzagging line represents a gap junction. Thick arrows represent RGC
axons.
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stages of AMD (Bisti et al. 2014). For example, Maccarone et al. (2008) showed that

saffron pretreatment protects against LIRD and Falsini et al. (2010) showed that saffron

supplementation increases the amplitude and decreases the threshold of AMD patients’

ERG responses to flickering light.

For photoreceptor dystrophies in which there is a known monogenic mutation, gene ther-

apy to replace the damaged gene might be effective (Cepko 2012; Boye et al. 2013; Sahel

and Roska 2013). For example, a recent clinical trial has validated this approach for LCA

associated with mutations in the RPE65 gene (Maguire et al. 2008; Simonelli et al. 2010;

Testa et al. 2013), although a trial by another group found only modest benefits (Bain-

bridge et al. 2015). However, utilising such treatments requires that the damaged gene

be identified correctly and further requires developing and testing a new gene therapy

for each specific mutation, which is an ambitious undertaking, especially given that most

photoreceptor dystrophies are polygenic (Daiger et al. 2013). Moreover, this approach

would work only if the gene is corrected before degeneration starts. A related, more gen-

eral approach is to transfect the retina with a gene coding for neuroprotective factors.

For example, Lipinski et al. (2015) showed that viral delivery of a gene for human ciliary

neurotrophic factor (CNTF) in a mouse model of RP caused secretion of CNTF from

RGCs and Müller cells, leading to improved cone survival and visual function as assessed

behaviourally, even if the gene was delivered after the onset of degeneration.

Another approach is to replace the lost photoreceptors by transplantation (Jayakody et al.

2015). Types of donor cells include neonatal rod or cone precursor cells harvested from

conspecific donors (e.g. Lakowski et al. (2010) and Pearson et al. (2012)), embryonic stem

cells differentiated into photoreceptors of the same developmental stage (e.g. MacLaren et

al. (2006), Gonzalez-Cordero et al. (2013), Singh et al. (2013), and Lakowski et al. (2015)),

mature photoreceptors (e.g. Gust and Reh (2011)), or induced pluripotent stem cells (e.g.

Peng et al. (2014)). Replacement photoreceptors may be transplanted as disocciated cells,

as in the preceding examples, or as intact retinal sheets of photoreceptors and/or RPE

(Seiler and Aramant 2012). Aside from the considerable molecular biology and tissue

engineering challenges of such approaches, photoreceptor replacement strategies—much

like subretinal prosthetics (see section 1.3)—rely on the assumption of an intact inner
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retina in order to restore normal vision, but see sections 1.2.3, 1.2.4 and 1.3 for discussion

of whether or not this assumption is justified. An emerging approach, currently being

pursued by various groups, is to generate an entire retina, with all retinal cell types and

usual laminar organisation, from stem cells in-vitro (Eiraku et al. 2011; Nakano et al. 2012;

Zhong et al. 2014; Mellough et al. 2014). Such a lab-grown retina could then be used

as a wholesale replacement for a diseased retina, obviating any concerns about whether

the degenerated inner retina is capable of supporting normal visual processing. However,

such retinas then need to be capable of projecting axons to the correct subcortical targets

and forming appropriate connections.

1.3 Retinal Prostheses

1.3.1 Electrical Prostheses

Ever since it was discovered that appropriately targeted electrical stimulation could elicit

the perception of phosphenes in human subjects (Förster 1929; Krause and Schum 1931),

it has been postulated that this could be used to artificially restore vision to blind patients

(Brindley 1970). The pioneers in this field were Brindley and Lewin (1968), who implanted

a grid of electrodes coupled to radio receivers onto the visual cortex of a glaucoma patient

and were able to wirelessly elicit phosphenes whose perceived location roughly corre-

sponded to the position of the electrodes on the cortex. Brindley et al. (1972) later

replicated this in a second patient, this time with RP, finding that the area of cortex

giving simple, punctate phosphenes on stimulation extended into extrastriate cortex. A

second group was able to replicate their results using wired electrodes in a number of

sighted and hemianoptic patients going in for neurosurgery of the occipital cortex (Do-

belle and Mladejovsky 1974) and two blind patients (Dobelle et al. 1974). One of their

later patients retained his implant for over 20 years, during which it continued to give

useful vision (Dobelle 2000). However, such visual cortical prostheses necessarily involve

invasive intracranial surgery; the eye is relatively accessible by comparison, hence the

discovery of inner retinal preservation during the 1990s and early 2000s (Santos et al.

1997; Stone et al. 1992; Humayun et al. 1999; Medeiros and Curcio 2001; Kim et al.

2002; Kim and Oh 2002) spurred development of retinal prostheses for the treatment of

photoreceptor dystrophies (Margalit et al. 2002).
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At present, two companies have electrical prostheses that are clinically approved for the

treatment of blindness in the USA or Europe and undergoing long-term clinical trials.

These are the Argus II Retinal Prosthesis System (an epiretinal device, in direct contact

with the RGC layer) developed by Second Sight (Sylmar, CA, USA; Ho et al. (2015)) and

the Alpha IMS (a subretinal device, in contact with the degenerated outer retina) devel-

oped by Retina Implant AG (Reutlingen, Germany; Stingl et al. (2015)). Both systems

provide improvements in visual function and support a degree of useful vision in daily life

for some patients. Other groups are developing electronic retinal prosthetic implants but

are still in the preclinical testing or early clinical trial stages. The Bionic Vision Australia

research group (Bionic Vision Australia 2015) is currently conducting human tests of a

suprachoroidal electrode array implant (Saunders et al. 2014). The IMI Retinal Implant

(IMI Intelligent Medical Implants GmbH, Bonn, Germany) incorporates a set of tunable

retinal encoders (Hornig et al. 2007) and is currently in clinical trials (Keserü et al. 2012).

The EPIRET3 device, developed by the Universities of Aachen and Essen, is a completely

wireless intraocular implant that has a good safety profile following implantation (Menzel-

Severing et al. 2012) and can elicit visual percepts (Klauke et al. 2011), but thus far no

improvement in quality of vision has been reported (Menzel-Severing et al. 2012). An

allied group has developed a multielectrode array with hundreds of stimulation sites cov-

ering a very wide visual angle, but is still in the ex-vivo testing stage (Waschkowski et al.

2014). The Boston Retinal Implant Group has tested their devices with up to 256 elec-

trodes in pigs (Kelly et al. 2011; Kelly et al. 2013), but have yet to conduct human tests.

One controversial device was the Artificial Silicon Retina (ASR) developed by Optobionics

Corporation (Glen Ellyn, IL, USA), which comprised a standalone array of microphotodi-

odes (i.e. with no external camera nor any power to the electrodes beyond that provided

photovoltaically). It showed improvements in visual function in early clinical trials (Chow

et al. 2004), despite the photodiodes not being capable of generating sufficient charge to

stimulate the inner retina effectively. Work on the ASR ceased after the company was

forced into bankruptcy (Ong and Cruz 2011), although the original founder acquired the

name Optobionics and started a new company in 2008 (Chow 2014), later publishing a

report showing maintained visual improvement following long-term implantation of the
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ASR, but claiming this was due to a neurotrophic effect and not due to direct stimulation

of the inner retinal network by the device (Chow et al. 2010). A more promising photo-

voltaic design is the Stanford Retinal Prosthesis (Mathieson et al. 2012), which comprises

a modular array of photodiodes that are driven wirelessly using near-infrared light to

provide both power to the electrodes and spatiotemporally patterned stimulation. This

obviates the need for transcleral cables for power delivery and, since the light is outside

the visible range, does not interfere with normal vision (Lorach et al. 2015). An extremely

unique design is that of the Okayama University-type Retinal Prosthesis (OUReP), which

uses photoelectric dye-coated polyethylene film in place of discrete electronic or photo-

electric pixels (Alamusi et al. 2015), also potentially offering higher resolution vision and

a wider field of view than traditional designs (Matsuo et al. 2009). Table 1.3 summarises

the devices discussed in this section.

There are a number of design considerations for electronic retinal prosthesis. A major

one is the choice of whether to stimulate epiretinally or subretinally (Margalit et al.

2002). The subretinal approach involves stimulating more distal retinal cells, such as

bipolar cells and surviving photoreceptors, in order to capitalise on the existing retinal

image processing circuitry (but see sections 1.2.3 and 1.2.4 for discussion as to whether

is approach is justified). The Alpha IMS (Stingl et al. 2015), the Boston Retina Implant

(Kelly et al. 2011), the ASR (Chow et al. 2010), and the Stanford Retinal Prosthesis

(Lorach et al. 2015) are all subretinal devices. The subretinal space requires complicated

surgery to access; one way of overcoming this is to place the implant suprachoroidally

instead, as in the various Bionic Vision Australia devices (Saunders et al. 2014). In this

case the stimulation target is still the outer retina, so many of the concerns with subretinal

devices also apply to suprachoroidal devices, except now the target tissue is further away

and so harder to stimulate. An alternative is the epiretinal approach, in which the device

is placed on the inner surface of the retina in order to stimulate the RGCs. Epiretinal

devices include the Argus II (Ho et al. 2015), the EPIRET-3 (Menzel-Severing et al. 2012),

and the IMI Retinal Implant (Keserü et al. 2012). The epiretinal approach bypasses any

dysfunction of the inner retinal circuitry, but to compensate for this the signals should

be encoded in a way that higher visual areas can understand (Freeman et al. 2011; Fine
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and Boynton 2015). Of the devices currently in human testing, the IMI Retinal Implant

is unique in having incorporated retinal encoding models from inception (Hornig et al.

2007), but other groups have successfully evoked patterns of action potentials in-vitro

that replicate responses to visual stimulation, both with electrical stimulation (Jepson

et al. 2014) and optogenetics (Nirenberg and Pandarinath 2012).

Another design choice is whether to use conventional electrodes (Kelly et al. 2011; Menzel-

Severing et al. 2012; Ho et al. 2015; Saunders et al. 2014), photovoltaics (Chow et al. 2010;

Alamusi et al. 2015; Lorach et al. 2015), or a combination of the two, as in the Alpha

IMS (Stingl et al. 2015), wherein implanted photodiodes detect ambient light and the

resulting photocurrents are amplified and fed into conventional stimulation electrodes.

Using conventional electrodes requires means of delivering both power to the electrodes

and specifying the spatiotemporal pattern of current pulses (data transfer), either of which

maybe wired or wireless. For example, the Argus II (Ho et al. 2015) uses transcleral

cables for both, which may present an infection risk (Chuang et al. 2014); data transfer

in the Alpha IMS (Stingl et al. 2015) is wireless but the retinal implant is powered via

a transcleral cable from a subdermal implant that receives power wirelessly; and the

EPIRET3 (Menzel-Severing et al. 2012) is completely wireless. Related to the choice

of photovoltaics or conventional electrodes is whether or not to incorporate an external

camera. This is necessary in the case of devices using only conventional electrodes (Kelly

et al. 2011; Menzel-Severing et al. 2012; Ho et al. 2015; Saunders et al. 2014), but using

photovoltaics either for direct stmiulation (Chow et al. 2004; Alamusi et al. 2015; Lorach

et al. 2015) or to drive conventional electrodes (Stingl et al. 2015) means this is not

necessary. However, designers of a photovoltaic device might still choose to incorporate

an external camera, for example for light amplification or if the implant is most sensitive to

wavelengths outside the visible spectrum, as in the Stanford Retinal prosthesis (Mathieson

et al. 2012; Lorach et al. 2015), which uses near-infrared light.

One important factor in electronic retinal prosthetic designs is the number, size, and

material of electrodes. Current devices have mostly fairly low pixel counts: the prototype

Bionic Vision Australia device has just 21 electrodes (Saunders et al. 2014), the EPIRET3

25 (Menzel-Severing et al. 2012), the Argus II 60 (Ho et al. 2015), and the Boston Retinal
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Implant up to 256 (Kelly et al. 2013). Of devices in human testing, the Alpha IMS is

currently leading the field with 1600 pixels (Stingl et al. 2015), but this is still a very

small number compared to the roughly 1 million RGCs in the average human retina.

Part of this is the fundamental trade-off between the need to inject sufficient charge per

pulse to stimulate cells, but decreasing the size of the electrodes increases the current

injection density, which may damage the retina or the electrodes (Cogan 2008). To some

extent this may be overcome by novel electrode materials (Shoval et al. 2009; Eleftheriou

et al. 2012; Samba et al. 2015), but this still places a limit on the size of the electrodes

and ultimately the pixel density that can be acheived. Another issue with electronic

prosthesis is that the cell types that are stimulated depends on the physical location of

the electrodes and the spatial spread of charge. The latter can be limited by choice of

stimulation parameters (Freeman et al. 2011) or implant design (Wong et al. 2009), but

beyond the basic cell types (photoreceptors, horizontal cells, bipolar cells, amacrine cells,

RGCs), there are numerous distinct subtypes of each cell class with their own distinct

roles in retinal processing (Azeredo da Silveira and Roska 2011). At present, classifying

retinal cells unambiguously requires detailed analysis of their morphology, hence it is

impossible to know which types of cells will be stimulated by each electrode in a given

patient’s implant. This is of particular concern for epiretinal prostheses that attempt to

mimic retinal encoding (Hornig et al. 2007; Jepson et al. 2014), but even for subretinal

prosthesis a failure to take into consideration different cell types may prevent proper

segregation of the incoming visual scene into ON and OFF pathways, particularly as

electrical stimulation has the capacity to excite cells but not inhibit them. One approach

that has the potential to overcome these and other limitations of electrical prosthetics is

optogenetics, which will be discussed in the following section.

1.3.2 Optogenetic Prostheses

Optogenetics. Optogenetics refers to the technique of using ectopically expressed light-

sensitive proteins to control neural activity. It had its beginnings in the mid 2000s, when

it was discovered that the light-sensitive cation channel channelrhodopsin-2 (ChR2), orig-

inally found in the algae Chlamydomonas reinhardtii (Nagel et al. 2003), could be trans-

genically expressed in neurons so that they depolarise when illuminated (Boyden et al.
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2005). Similarly, halorhodopsin (HaloR, also known as NpHR for Natronomas pharaonis

halorhodopsin), a chloride pump (Soliman and Truper 1982) found in the archaebac-

terium Natronomas pharaonis, allows neurons to be hyperpolarised by light (Zhang et al.

2007; Han and Boyden 2007). Since then, optogenetics has exploded in popularity as

a neuroscientific technique. Myriads of new optogenetic proteins with different spectral

sensitivities, activation and deactivation kinetics, and mechanisms of action have been

developed (Zhang et al. 2011; Mei and Zhang 2012) and the technique has been applied

towards the study of numerous systems and problems throughout neuroscience (Fenno

et al. 2011).

An optogenetic approach to retinal prosthesis avoids many of the problems associated with

electrical prostheses (Busskamp et al. 2012; Sahel and Roska 2013; Barrett et al. 2014).

The spatial resolution is theoretically limited only by the ability to focus light onto the

retina through the optics of the eye; cellular resolution has already been achieved in-vivo

(Reutsky-Gefen et al. 2013). Both excitatory and inhibitory opsins exist (Zhang et al.

2007; Han and Boyden 2007) and, subject to finding the right promoter, can be targeted to

whichever cell type one is interested in activating or silencing (Packer et al. 2013). The eye

is transparent, so regardless of whether a particular optogenetic prosthesis uses ambient

light or some form of light amplification device (Al-Atabany et al. 2013; Nirenberg and

Pandarinath 2012), there is no need to deliver power to an implanted device and ‘data

transfer’ (in the terminology of electrical prosthesis) is intrinsically wireless. Worries

about biocompatibility of an implanted device are replaced with the possibility of immune

reaction to the foreign protein. For ‘subretinal’1 optogenetic prostheses this is less of

a concern as if this happens the eye (which was presumably non-functional before the

intervention) can be removed. In the case of epiretinal optogenetic prosthesis, an immune

reaction to a protein expressed in RGCs means an immune reaction in the brain and

potentially the death of the patient. However, ChR2 has been successfully expressed in

the brains of non-human primates without serious adverse events (Gerits et al. 2012) and

the company RetroSense Therapeutics has recently received FDA approval to start clinical

1Although the terminology does not really make sense in the context of optogenetic retinal prosthesis, I
will use the terms ‘epiretinal’ and ‘subretinal’—by analogy with electrical prosthesis—respectively to refer
to optogenetic approaches targeting RGCs versus those targeting bipolar cells or surviving photoreceptors.
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trials of an RGC-targeting optogenetic retinal prosthesis (RetroSense 2015). Alternatively,

the problem can be avoided entirely by using human proteins in place of algal or bacterial

proteins (Wyk et al. 2015; Cehajic-Kapetanovic et al. 2015).

A Brief History of Optogenetic Retinal Prostheses. It was not long after ChR2 was first

expressed in any neuron (Boyden et al. 2005) that it was applied to the retina. Bi et al.

(2006) were the first to do so, using an adeno-associated virus (AAV) to transfect rd1

mice with ChR2 under the control of a hybrid CMV enhancer/chicken β-actin promoter.

Expression was primarily in RGCs and they were able to record light evoked RGC spikes

and cortical visual evoked potentials (VEPs), but no behavioural data was reported. This

was followed shortly after by another group applying the same technique to the RCS rat

(Tomita et al. 2007); they were able to recover VEPs but not electroretinograms (ERGs, a

measure of photoreceptor function) and, some years later, light-evoked behaviour (Tomita

et al. 2010).

Expression in the studies of Bi et al. (2006) and Tomita et al. (2007, 2010) was driven

by non-specific promoters, so RGCs in both the ON and OFF pathways are likely to

have been traduced. This has the potential to be confusing to higher visual centres, so

to overcome this Lagali et al. (2008) electroporated rd1 mice with a plasmid encoding

ChR2 under the control of a promoter based on the gene for mGluR6, which is exclusively

expressed in ON bipolar cells (Nomura et al. 1994; Vardi et al. 2000). As well as record-

ing optogenetically-evoked RGC spikes, they were the first to report positive results on

behavioural measures of light sensitivity, including light-evoked increases in optomotor

activity and optokinetic reponses (OKRs)2, as a result of optogenetic therapy. Another

group to investigate this issue was that of Zhang et al. (2009), who transfected retinas

with both ChR2 and HaloR and were able to demonstrate ON and OFF responses evoked

with different wavelengths of light. However, they used a non-specific promoter, so many

cells co-expressed both opsins, effectively turning them into ON-OFF cells (rather than

pure ON or pure OFF cells), regardless of their original identity. A novel solution to this

limitation was employed by Greenberg et al. (2011), who used a single promoter but dif-

2A rodent reflex wherein they automatically track a drifting grating pattern with their head.
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ferent cellular targeting motifs to express ChR2 and HaloR in different parts of the same

RGC, e.g. ChR2 throughout the cell and HaloR in the soma and proximal dendrites, or

vice-versa. In this way, they were able to optogenetically re-engineer the classic centre-

surround receptive field of RGCs, wherein they respond with one polarity to light in the

centre of their RF but the opposite polarity in the surround (Kuffler 1953). Greenberg

et al. (2011) used biolistic gene delivery in their study; Wu et al. (2013) later replicated

their approach using viral transfection, a more clinically relevant method of gene delivery,

instead. Innovative though the approaches of Zhang et al. (2009), Greenberg et al. (2011),

and Wu et al. (2013) are, both groups have only reported RGC responses from in-vitro

recordings; neither has presented cortical or behavioural evidence of the efficacy of their

optogenetic prosthetic designs.

Lin et al. (2008) were the first to recognise the potential limitations of ChR2 for retinal

prosthesis due to the high intensity light required, meaning it is unlikely to respond

to ambient light in most conditions and may be phototoxic (but see Degenaar et al.

(2009)). To overcome this, they expressed the mammalian photopigment melanopsin

in non-intrinsically-photosensitive RGCs. Melanopsin is much more light sensitive than

ChR2 but has much slower kinetics (melanopsin responses evolve over several seconds

to tens of seconds compared to milliseconds for ChR2). Nevertheless, they were able to

see improvements in pupillary light reflexes (PLR) and visually guided behaviour after

ectopic expression of melanopsin.

Continuing their research into optogenetic retinal prosthesis, Tomita et al. (2009) were

the first to use a transgenic rodent line, as opposed to a viral vector, to control ChR2

expression. This has the advantages that expression is more consistent between animals

and promoter sizes are not limited by the packaging capacity of AAVs or other viruses,

but is obviously inapplicable in a clinical setting. They used the Thy1 promoter to

restrict expression of ChR2 to RGCs (Arenkiel et al. 2007) of sighted rats and then

used light damage to induce retinal degeneration, but light damaged rats with ChR2 still

displayed VEPs and OKRs. Interestingly, Thyagarajan et al. (2010) crossed a transgenic

line expressing ChR2 under this same promoter with rd1 mouse, but found that the

resulting mice fared no better than plain rd1 controls in visually guided tasks, despite
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strong optogenetically evoked responses recorded from RGCs. Possible reasons for this

include the low number of ChR2-expressing cells or the fact that Thy1 is not specific to

any subtype of RGC, so some OFF and ON-OFF cells may have been turned into ON

cells.

Shortly after, Doroudchi et al. (2011) replicated the work of Lagali et al. (2008) using

a more clinically relevant method of transfection (viral vector delivery as opposed to

electroporation) and in multiple mouse models (rd1, rd10, and rd16 ). This time, the

ChR2-expressing mice beat the sham-injected controls on a six alternative forced-choice

(6AFC) visual water maze task. This is a harder version of the 2AFC visual water maze

task used in Thyagarajan et al. (2010), but as noted the treated rd1 mice in that study

performed no better than controls. Doroudchi et al. (2011) attributed this to the lack

of ON and OFF segregation in a general RGC targetting approach, whereas their ON

bipolar cell-only approach maintains this separation. Furthermore, they were the first to

show optogenetic visual restoration to be safe and stable long term (up to 10 months).

Very recently, Macé et al. (2015) showed that targeting only ON bipolar cells can also

restore OFF responses, most likely through rod bipolar cell input onto AII amacrine cells

or electrical coupling of ON cone bipolar cells to AII amacrine cells.

Until this point, every attempt at an optogenetic retinal prosthesis targeted some form of

inner retinal neuron, usually RGCs or bipolar cells. The first group to attempt optogenetic

resensitisation of surviving photoreceptors was Busskamp et al. (2010). They chose HaloR

on the basis that it has the same polarity as rhodopsin and the cone opsins, i.e. it hyperpo-

larises in response to light. Expressing this in surviving cones of rd1 and Cnga3-/-;Rho-/-

mice, they demonstrated rescue of numerous features of inner retinal processing, includ-

ing ON and OFF segregation, surround suppression and direction selectivity, as well as

visually-guided behaviours. In another important first, they demonstrated viral trans-

fection of cones in postmortem human retinas and were able to record HaloR-mediated

photocurrents from these retinas.

With numerous proofs-of-concept having been demonstrated for different optogenetic reti-

nal prosthetic strategies, researchers turned their attention to improving the designs. Al-

Atabany et al. (2013) were the first to apply the concept of retina-mimicking encoders
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(having already been used in electrical prosthetics (Hornig et al. 2007)) to optogenetic

retinal prosthetics. This idea was later duplicated by Nirenberg and Pandarinath (2012),

who were able to demonstrate extremely high-fidelity optogenetically-evoked replications

of RGC responses to natural scenes, as well as restoration of OKRs in the same mouse

model in which Thyagarajan et al. (2010) failed to show optogenetic rescue of visually-

guided behaviour. Reutsky-Gefen et al. (2013) combined a retina-mimicking encoder with

a holographic projector, allowing patterned optogenetic stimulation with millisecond tem-

poral precision and cellular resolution in-vivo.

Another major area of recent innovation in optogenetic retinal prosthetic designs has been

improving the light sensitivity. As mentioned above, the first attempt at this was that

of Lin et al. (2008), but they chose melanopsin, which is extremely sluggish. Wyk et al.

(2015) improved on this approach by generating a chimeric protein, Opto-mGluR6, which

combines the light-sensing part of melanopsin with the signal amplification cascade of the

native ON bipolar cell receptor, mGluR6. The result is a fast, light-sensitive optogenetic

protein constructed from native mammalian proteins. They expressed this protein in ON

bipolar cells, which restored ON and OFF light responses to blind retinas, although with

inverted polarities (mGluR6 is a sign-inverting receptor, so Opto-mGluR6 hyperpolarises

in response to light; the ON bipolar cell to AII amacrine cell circuitry then carries this to

native OFF RGCs, inverting the sign again to turn it into an ON response). Nevertheless,

they were able to show optogenetically-evoked visually guided behaviour at much lower

light intensities than those typically used in studies of optogenetic retinal prosthesis. Most

recently, Cehajic-Kapetanovic et al. (2015) took this idea a step further by expressing

human rhodopsin in the ON bipolar cells of rd1 mice to restore a retinal responses and a

variety of visually guided behaviour to these mice at light intensities almost an order of

magnitude lower again than the lowest used by Wyk et al. (2015) (8×1011 photons·cm2s1

for the grating stimuli in Cehajic-Kapetanovic et al. (2015) versus 6×1012 photons·cm2s1

for the water maze in Wyk et al. (2015)).

In summary, the concept of optogenetic retinal prosthesis has been demonstrated to be

feasible in a variety of animal models and using different opsins and target cell types.

These studies are summarised in table 1.4.
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Choice of Target Cell Type. As is evident from the studies described above, there are

numerous ways of designing an optogenetic retinal prosthesis and different groups have

succeeded with a variety of approaches. One consideration is the choice of cell to target.

Many of the pros and cons are analogous to those in the debate between subretinal and

epiretinal electronic prostheses (see section 1.3.1). Targeting bipolar cells (Lagali et al.

2008; Doroudchi et al. 2011; Macé et al. 2015; Wyk et al. 2015; Cehajic-Kapetanovic et al.

2015) or surviving cones (Busskamp et al. 2010) seeks to capitalise on the sophisticated

inner retinal circuitry in the hopes that any remodelling that has taken place (Marc et al.

2003; Marc et al. 2007) will not interfere with normal processing too much. Targeting

RGCs (Tomita et al. 2009; Thyagarajan et al. 2010), on the other hand, bypasses any

dysfunctional circuitry, possibly at the expense of having to recreate it genetically (Green-

berg et al. 2011; Wu et al. 2013) or computationally (Al-Atabany et al. 2013; Nirenberg

and Pandarinath 2012; Reutsky-Gefen et al. 2013). Unlike with epiretinal and subretinal

prostheses, surgical accessibility is less of a concern, as one only needs space for a needle

to deliver the virus and not a whole implant, but the ability of one’s chosen vector to

penetrate into the retina is of concern. In particular, it may be difficult for standard viral

vectors to penetrate the ILM of marmoset retinas (which have considerably smaller eyes

than humans (Troilo et al. 1993; Marc 2006a)) to transfect RGCs (Ivanova et al. 2010).

Another concern the possibility of immune responses to the chosen opsin, which could

have severe consequences (up to and including death) if the RGCs are targeted. Fortu-

nately, thus far no serious adverse events associated with retinal expression of optogenetic

proteins have been reported in animal studies. Moreover, the problem can be side-stepped

entirely by using mammalian opsins (Wyk et al. 2015; Cehajic-Kapetanovic et al. 2015)

instead of bacterial or algal ones.

Unlike with electrical prostheses, with optogenetics the choice target cell population is

more fine-grained than just RGCs versus photoreceptors and bipolar cells. In principle,

one can target any class of cells for which one has a sufficiently selective promoter (Packer

et al. 2013) or even different locations within cells (Greenberg et al. 2011; Wu et al.

2013). Early optogenetic retinal prostheses did not take advantage of this, using non-

selective promoters that mostly drove expression in RGCs but also in other cell types
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(Bi et al. 2006; Tomita et al. 2007; Lin et al. 2008; Ivanova and Pan 2009; Zhang et al.

2009; Ivanova et al. 2010; Tomita et al. 2010). Due to the diversity of cell types in the

mammalian retina (Masland 2001b), each encoding distinct features of the visual scene

(Azeredo da Silveira and Roska 2011), more targeted expression of optogenetic constructs

is likely to be beneficial, and researchers quickly realised this. Most of the effort focussed

on targeting optogenetic constructs to the ON bipolar cells (Lagali et al. 2008; Doroudchi

et al. 2011; Macé et al. 2015; Wyk et al. 2015; Cehajic-Kapetanovic et al. 2015), most

likely due to the ease of targeting these cells with the mGluR6 promoter. Although on the

surface this seems like it should only restore the ON pathway, sufficiently high expression

can also drive OFF responses (Macé et al. 2015), most likely through one or both of the

AII amacrine cell pathways (Macé et al. 2015; Wyk et al. 2015). A few groups have also

shown successful prosthetic designs targeting surviving cones (Busskamp et al. 2010) or

RGCs (Tomita et al. (2009) and Nirenberg and Pandarinath (2012), although my own

microscopy data as well as the work of Park et al. (2014) suggest that the Thy1 promoter

may also drive expression in amacrine cells).

Ultimately, the question of which cell type is best to target can only be answered empir-

ically. Results from RGC targeting approaches have been mixed (compare Tomita et al.

(2009, 2010) to Thyagarajan et al. (2010)). The most successful approaches have been

those targeting bipolar cells or surviving cones (Lagali et al. 2008; Busskamp et al. 2010;

Doroudchi et al. 2011; Macé et al. 2015; Wyk et al. 2015; Cehajic-Kapetanovic et al. 2015),

although the heterogeneity of behavioural assays used makes it difficult to quantitatively

compare approaches. (Light intensity requirements are not a good measure on which to

compare difference cellular targets as this is also influenced by the choice of opsin (see

section 1.3.2) and expression levels.) This suggests that, following photoreceptor death,

the inner retina is not too degenerated to support useful vision and in-vitro data from

Busskamp et al. (2010) seems to suggest that some normal processing is intact. There are

some caveats to this conclusion, however. First, Busskamp et al. (2010) did not test the

full suite of retinal processing. Even if they had, mice are not particularly known for their

high resolution vision or sophisticated repertoire of visually guided behaviours, so more

subtle deficits in visual processing due to inner retinal remodelling that could compromise
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a photoreceptor or bipolar cell targeting approach might only be revealed in large animal

models such as cats (Narfstrom 1983), dogs (Aguirre et al. 1978), or pigs (Petters et al.

1997). (This would also be consistent with the fact that even high resolution subretinal

electrical prostheses only restore modest visual function (Stingl et al. 2015).) Finally, RGC

targeting approaches have not had a fair test, particularly against bipolar cell targeting

approaches. The latter have had segregation of ON and OFF pathways as a primary con-

cern from the beginning, whereas all RGC approaches to report behavioural results so far

have used non-pathway-specific promoters, potentially converting diverse RGC types to a

single ON type (Doroudchi et al. 2011). No group has reported behavioural results from

an RGC targeting approach that separates ON and OFF pathways, but it is interesting to

note that retina mimicking encoders restore behavioural responses in an RGC-targeting

prosthetic (Nirenberg and Pandarinath 2012) where the naive optogenetic approach fails

to restore behavioural responses to environmental light in the same mouse model (Thya-

garajan et al. 2010). Thus at least some of the failure of RGC-targeting approaches so far

may be due to higher visual centres being unable to interpret unnatural inputs, such as

receiving ON input through both ON and OFF channels. Degenerate spontaneous hyper-

activity (Stasheff 2008; Stasheff et al. 2011) might also hamper RGC targeting approaches

more than bipolar cell or cone targeting approaches (see discussion in Choi et al. (2014)),

but no-one has tested this directly.

Choice of Opsin. The choice of whether to use an excitatory opsin, such as ChR2, or

an inhibitory opsin, such as HaloR, is mostly driven by the choice of target cell type:

excitatory opsins for ON cells and inhibitory opsins for photoreceptors and OFF cells.

Beyond that, most previous studies on optogenetic retinal prostheses have used fairly

standard versions of ChR2 or HaloR. However, since their initial application to neuro-

science (Boyden et al. 2005; Zhang et al. 2007; Han and Boyden 2007), geneticists and

molecular biologists have developed a huge variety of new opsins with altered response ki-

netics, spectral sensitivities and modes of action (Zhang et al. 2011; Mei and Zhang 2012).

There are a number of reasons one might want to use some of these improved optogenetic

proteins in an optogenetic retinal prosthesis. Improving the response kinetics might allow

more temporally precise retinal stimulation (Gunaydin et al. 2010). ChR2 and HaloR are
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extremely light-insensitive. To some extent this can be overcome with light amplification

goggles, which might be necessary in any case if the prosthetic does any form of image

processing (e.g. retinal encoding, Al-Atabany et al. (2013) and Nirenberg and Pandari-

nath (2012)), but alternatively variants with improved light sensitivity might be able to

expand the dynamic range of an optogenetic prosthesis (Mutter and Münch 2013), ideally

to the point that it works with ambient light. If a device is used to project light into the

eye, red-shifted opsins such as ReaChR (Lin et al. 2013) or Chrimson (Klapoetke et al.

2014) might allow safer photostimulation than blue light (Degenaar et al. 2009). Multiple,

spectrally distinct opsins might also be used to control distinct cell populations, for ex-

ample to segregate ON and OFF pathways (Zhang et al. 2009; Greenberg et al. 2011; Wu

et al. 2013) or as another strategy to expand the dynamic range of the prosthesis (Mutter

and Münch 2013). Finally, mammalian opsins such as melanopsin (Lin et al. 2008; Wyk

et al. 2015) or rhodopsin (Cehajic-Kapetanovic et al. 2015) might be preferred to algal

or bacterial opsins, both for their several orders of magnitude increased light sensitivity

and for the fact they are less likely to evoke an immune response, which is of particular

concern for RGC-targeting prostheses.

1.4 Aims of the Thesis

In this chapter, I have provided an overview of retina, focussing on how it encodes vi-

sual information, and given a brief introduction to photoreceptor dystrophies and their

treatments, with a special emphasis on optogenetic retinal prosthesis.

In section 1.1.3, I noted a number of open questions with regards to retinal encoding,

in particular the extent to which RGCs can be considered independent encoders (or,

indeed, what it even means to be independent), and whether rank-order coding, for all

its theoretical justification, is plausible as a coding strategy employed by real mammalian

retinas. The aim of chapter 3 will be to explore some of these issues.

In section 1.2.4, I described the spontaneous hyperactivity that arises in retinal degen-

erations and the possible underlying mechanisms, as well as noting that suppressing this

activity can improve RGC responses to photoreceptor and electrical stimulation. Despite

the considerable research effort that has gone into the development of optogenetic retinal
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prostheses over the past 10 years as described in section 1.3.2, this spontaneous activ-

ity has been completely ignored. The aim of chapters 4 and 5 will be to test whether

dampening this activity can also improve RGC responses to optogenetic stimulation.
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Figure 1.9: Diagram summarising the different components that may be incorporated
in to common retinal prosthesis designs. An optional camera (A) captures the incom-
ing light and sends it to a video processing unit (B). This unit may simply translate
the scene directly into a pattern of stimuli, or it may do more sophisticated processing
such as retinal encoding. In the case of a photovoltaic or optogenetic prosthesis, this
information is displayed by a light emitter (C), such as a mini projector or microLED
array. Otherwise, the information may be sent via a transcleral cable (D) to the implant,
or wirelessly via a radio frequency or infrared transmitter (E) and receiver (F) to an-
other unit (G) that transfers the information via an intraocular cable (H). The transcleral
cable or wireless link can also provide power the electrodes from an external battery,
which is usually placed subdermally and charged wirelessly. If there is an implant, it
may be placed epiretinally (I), subretinally (J), or suprachoroidally (K). For an optoge-
netic prosthesis, common designs include expressing excitatory opsins such as ChR2 in
the RGCs (L) or bipolar cells (M), or inhibitory opsins such as HaloR in surviving cones
(N). Sufficiently sensitive optogenetic or photovoltaic protheses may forgo the external
camera and use incoming light to stimulate the retina. IPL = inner plexiform layer,
OPL = outer plexiform layer, OSL = outer segment layer. Retinal circuit diagram taken
from https://commons.wikimedia.org/wiki/File:Retina-diagram.svg, licensed under the
Creative Commons Attribution-Share Alike 3.0 Unported license. Virus image modified
from http://openclipart.org/detail/179321/adenovirus-by-chatard-179321, which is in the
public domain.
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Chapter 2. Materials and Methods

2.1 Animals and Breeding

I used two main strains of mice: C57BL/6 (wild-type) for photoreceptor stimulation ex-

periments (chapter 3), and for optogenetic stimulation experiments (chapters 4 and 5)

I created a strain of congenitally blind mice with RGCs that express the light-sensitive

cation channel channelrhodopsin-2 (ChR2). I purchased C3H/HeNHsd mice (also known

as rd1 ) from Harlan Laboratories (Indianapolis, USA). These mice express a naturally-

occurring mutant Pde6brd/rd allele of rod phosphodiesterase, which causes rapid rod death

followed by secondary cone loss, with virtually no surviving rod photoreceptors by post-

natal day 36 (P36; Carter-Dawson et al. (1978)). Staff at the Campus for Ageing &

Vitality crossbred these mice with B6.Cg-Tg(Thy1-COP4/EYFP)9Gfng/J (ChR2 ) mice,

purchased from the Jackson Laboratory (Bar Harbor, USA), which express ChR2 (Nagel

et al. 2003; Boyden et al. 2005) under the control of the Thy1 promoter in a number of

cell types through the central nervous system, including about 40% of all RGCs (Arenkiel

et al. 2007; Thyagarajan et al. 2010). Offspring of the initial and subsequent crosses were

then crossed with C3H/HeNHsd mice again to ensure that some of the offspring were

homozygous for Pde6brd/rd (necessary for photoreceptor degeneration phenotype) and at

least hemizygous for ChR2 (sufficient for ChR2 expression). Mice with this genotype are

referred throughout the text as ChR2rd1.

The ChR2rd1 mouse is the same mouse model as was used by Thyagarajan et al. (2010),

Nirenberg and Pandarinath (2012), and Reutsky-Gefen et al. (2013). Figure 2.1 shows a

confocal microscope image—taken by Dr Gerrit Hilgen—from a typical ChR2rd1 retina.

ChR2 in these mice is tagged with enhanced yellow fluorescent protein (EYFP), so these

cells show up in yellow. This retina has also been stained with the RGC marker RBPMS

(Rodriguez et al. 2014). ChR2 is expressed in a considerable fraction of RGCs; I have not

quantified this, but Thyagarajan et al. (2010) report expression in roughly 40% of RGCs.

ChR2 in these mice is expressed through the cell—including soma, dendrites, and axon—

49



as is clear from figure 2.1. Additionally, I have taken fluorescence microscope images from

a number of ChR2 mice of a wide range of ages (from 1 to 20 months postnatal) and

the pattern of ChR2 expression was consistent throughout all the images (e.g. figures 2.2

and 2.3).

Although expression of ChR2 under the control of the Thy1 promoter is primarily re-

stricted to RGCs, there is some evidence that a few amacrine cells are labelled as well

(Park et al. 2014). Figure 2.4 shows an image created by merging two fluorescence mi-

croscope images I took from the inner nuclear and plexiform layers of a three month old

ChR2rd1 retina (I judged the depth based on the vertical orientation of the fixed retina

and layers of DAPI-stained cell nuclei). There is a lone soma in the centre of the image,

surrounded by part of the cell’s dendritic arbor (and possibly some processes from other

ChR2-expressing RGCs in the ganglion cell layer). Given the cell’s location in the inner

nuclear layer, it is most likely an amacrine cell, although a displaced RGC is not impos-

sible. This was the only EYFP-labelled cell in the inner nuclear layer that I observed in

11 ChR2 and ChR2rd1 retinas, so if Thy1 does drive transgene expression in amacrine

cells it seems to be fairly rare.

Apart from figure 2.1, I took all images presented in this section using a Nikon Eclipse

TE2000 microscope. Using ImageJ, I adjusted all images to remove background fluores-

cence, improved the contrast, recoloured the images to green, and a added scale bar.

Although virtually no rods survive past P36 in the rd1 mouse, roughly a third of cone

cells survive to at least this age (Carter-Dawson et al. 1978). This presents the possibility

that putative ChR2 responses recorded in mature ChR2rd1 retinas may in fact be cone-

mediated light responses. This is unlikely in the experiments presented in chapters 4

and 5 for a number of reasons. First, Stasheff (2008) found no discernible light responses

in any of hundreds of RGCs recorded from rd1 retinas aged P21-29. One possible reason

for this is the considerable morphological abnormalities in these retinas: Lin et al. (2009)

found considerable proportions of surviving cones in P30 rd1 retinas—especially short

wavelength-sensitive cones in the ventral retina—but these cones displayed a loss of outer

segments and opsin mislocalisation, which may greatly diminish their capacity to generate

light responses. Moreover, cones in this study were virtually absent by P90 except in the
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Figure 2.1: 40X magnification confocal microscope image of a ChR2rd1 retina showing
ChR2-EYFP fluorescence (yellow) and staining for RBPMS (red), which labels ganglion
cells (Rodriguez et al. 2014). Image courtesy of Dr Gerrit Hilgen.

Figure 2.2: 20X magnification fluorescence microscope image from the ganglion cell layer
of a 3 month old ChR2rd1 mouse retina showing ChR2-EYFP expressing cells.
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Figure 2.3: 20X magnification fluorescence microscope image from the ganglion cell layer
of a 20 month old ChR2 mouse retina showing ChR2-EYFP expressing cells.

Figure 2.4: A possible ChR2-expressing amacrine cell from a 3 month old ChR2rd1 mouse
retina. This image is a combination of two 40X magnification fluorescence microscope
images taken from the inner plexiform and nuclear layers, which I merged in Paint.NET
following adjustment in ImageJ as for the previous two images.
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far periphery, and the youngest ChR2rd1 retina recorded from in either chapter 4 or

chapter 5 was P93.

In contrast, Wyk et al. (2015) claim to have observed light responses in rd1 retinas as

old as postnatal week 20, but these results should be treated with caution. They show

no examples of these supposed responses, the light stimulus they used to detect them

was one to two orders of magnitude brighter than those used in chapters 4 and 5, and

the statistical test they used to detect them was extremely liberal: a single statistically

significant difference between any of 100 pairs of bins in the peristimulus time histogram

was sufficient to be classified as a response, with no mention of the threshold for statistical

significance nor whether any corrections were made for multiple comparisons. In any case,

the majority of recordings presented in chapter 5 were made from retinas older than the

P168 at which Wyk et al. (2015) saw no light responses.

Another consideration is that, if there are any surviving, functional photoreceptors in the

retinas I used, the retinas were dissected under bright light and the intensity of light used

for stimulation was very high compared to what is need to stimulate photoreceptors, so

any photoreceptor-mediated responses are likely to have bleached very quickly and will

very likely have been abolished long before the end of the experiments. For practical

reasons, the recordings in control conditions are taken towards the beginning of each

experiment, so this would favour improved responsiveness and signal-to-noise ratio of any

surviving cone responses in control conditions, which would weaken any drug effects found

in chapters 4 and 5.

Finally, I conducted a number of control experiments in ChR2rd1 mice heterozygous for

the rd1 mutation—which therefore have no retinal degeneration—in which I stimulated

the same retina before and after blocking photoreceptor responses with L-AP4 and DNQX.

Responses to bright light persisted in the presence of the drugs in mice hemizygous for

ChR2 but not in mice lacking ChR2 expression. In summary, it is extremely unlikely that

the mice used in chapters 4 and 5 have working cone photoreceptors and so the recorded

responses are almost certainly ChR2 mediated.
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2.2 Electrophysiology

2.2.1 Dissection

At the start of each experiment, mice were killed by cervical dislocation and their eyes

quickly enucleated and kept at room-temperature in artificial cerebrospinal fluid (aCSF)

containing (in mM) 118 NaCl, 25 NaHCO3, 1 NaH2PO4, 3 KCl, 1 MgCl2, 2 CaCl2,

and 10 glucose, equilibrated with 95% O2 and 5% CO2. The cornea was pierced with a

scalpel, a circular incision cut in the sclera and the lens extracted. Next, the cornea and

RPE were peeled away from the retina and the vitreous humour carefully removed with

fine forceps. A small amount of aCSF was gently blown onto the retina using a small

Pasteur pipette and the retina drawn into and out of a pipette with a widened opening

to dislodge any remaining pieces of vitreous. The isolated retina was then transferred to

the well of the multielectrode array (MEA). Four radial incisions were made to facilitate

flattening the retina, RGC layer facing down, onto the MEA. The MEA chamber was

then drained, a small piece of polyester membrane filter (5 µm pores) (Sterlitech, Kent,

WA, USA) and a diamond- or ring-shaped metal weight (Warner Instruments, Hamden,

CT, USA) was placed onto the retina to improve coupling between the tissue and the

electrodes, and then the chamber was refilled with aCSF. The retina on the MEA was

then transferred to the electrophysiology rig, where it was heated to 32°C by a heating

element and continuously perfused with aCSF heated to the same temperature at 1-2

ml/min. The retina was allowed to settle for 2 hours before any recordings were taken.

2.2.2 MEA Systems

Two MEA systems were used: a 60-channel conventional MEA system manufactured by

MultiChannel Systems (MCS; Reutlingen, Germany) and a 4096-channel CMOS MEA

system, the Biocam Active Pixel Sensor (APS) CMOS-MEA system (Maccione et al.

2014) manufactured by 3Brain (Landquart, Switzerland). The MCS system was used

in chapters 3 and 4 and the APS in chapters 3 and 5. I performed the dissection and

recordings for all experiments on the MCS system; Dr Gerrit Hilgen (GH) performed

all experiments on the APS. Table 2.1 details the differences between each system and

figure 2.5 shows a diagram of each system.
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MCS APS
Electrophys. Channels 60 4095
Analog Inputs 3 1
Digital Inputs 3 0
Electrode Layout 8×8 square 64×64 square
MEAs 60MEA200/10iR-ITO BioChip 4096S
Electrode Material Titanium Nitride Platinum
Electrode Readout Indium Tin Oxide tracks CMOS
Electrode Shape Round Square
Electrode Diameter 10μm 21μm
Electrode Pitch 200μm 42μm
Total Array Area 1.4mm × 1.4mm 2.67mm × 2.67mm
Amplifier MEAInv-1060 Biocam APS
Acquisition Card MC Card Camera Link frame grabber
Recording Software MC Rack BrainWave
Sampling Rate 25000 Hz Variable, ~7000 Hz
Heating Element HE-Inv-8 Integrated
Temperature Control TC02 Warner TC-324
Perfusion Heater PH-01 Warner SH-27B

Table 2.1: Properties for each of the MEA systems used in my experiments.

Microscope

MEA

Monitor

Objective

Stage

Lenses

Figure 2.5: Diagrams of the two MEA systems. On the left is the MCS system. The
MEA is mounted on the stage of an Olympus IX-71 microscope and light is projected
onto the retina from below through the microscope objective, via the camera port. The
light path is shown in blue. Projecting the light in this way mimics the way light reaches
the retina naturally, as the light must first travel through the inner retina before reaching
the photoreceptors. In chapter 4, the monitor and lenses are replaced with a microLED
array that slots directly into the camera port. On the right is the APS system. In place
of the microscope, there is a custom optomechanical setup that focusses light from the
projector onto the MEA. Different neutral density filters can be placed in the light path
(shown in orange) to control the light intensity. Unlike the MCS system, the light reaches
the photoreceptors first, without having to be projected through the inner retina. This is
the only way to get light to the retina, as the APS MEA chips are opaque. Monitor image
is public domain clipart taken from http://openclipart.org/detail/4659/lcd-monitor-by-
aquila. APS diagram courtesy of Dr Luca Berdondini and Dr Alessandro Maccione.
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2.3 Analysis

2.3.1 Spike Extraction and Sorting

To extract spikes from MCS data, I first high-pass filtered each raw recording in MC Rack

using a 2nd order Butterworth filter with a cut-off of 300Hz. A possible spike was detected

every time the voltage signal on a channel dropped below a certain threshold. To set

this threshold, I took a 60 second baseline recording from MEA containing only aCSF

at the beginning of each experiment, prior to mounting the retina on the array. The

threshold on each channel was set at 6.5-8 standard deviations (depending on the quality

of the recording) below a randomly selected 500ms segment of the baseline signal on that

channel. I then adjusted thresholds for some channels manually if necessary to ensure

as many spikes were detected as possible while minimising noise. In order to minimise

waveform corruption by spikes from different cells occurring close together in time, the

spike detector had a dead-time of 1ms, meaning no spikes were detected within 1ms

following a spike. I extracted spike waveforms comprising 1ms before to 2ms after the

time of threshold crossing. I then trimmed these waveforms to 16 samples (0.64ms) before

and 32 samples after (1.28ms) the threshold crossing in Matlab, to minimise the amount

of noise before and after each spike.

Spike extraction from APS data was done by GH using quantile-based event detection

(Maccione et al. 2014).

For all MCS data and the APS data used in chapter 5, I imported the extracted spikes

into Offline Sorter (Plexon, Dallas, USA) for spike sorting. (APS data from chap-

ter 3 was sorted by GH). I then performed automatic spike sorting using T-distribution

Expectation-Maximisation (Shoham et al. 2003) with 30 (MCS) or 50 (APS) degrees of

freedom and 8 (MCS) or 4 (APS) seed clusters. (For MCS data, I aligned each spike

waveform to its global maximum before this step). To ensure correct sorting, I then man-

ually inspected either all channels (for MCS data) or only those channels with more than

one unit found by automatic sorting (for APS data). The criteria I used were that each

unit’s average waveform should have a typical action potential shape, no unit should have

more than 1% of spikes within 1ms of any other spike, different units should have visually
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distinct waveforms and form clusters with distinct modes in principal component space,

and waveforms should remain stable over time except for possibly a change in amplitude

due to either settling of the retina or run-down of the tissue.

Due to the high electrode density of the APS, the same unit is sometimes detected on

multiple neighbouring channels. To avoid analysing the same unit multiple times, these

redundant units were removed by grouping units on neighbouring electrodes with greater

than 5% of spikes occurring within 2 samples (~0.3ms) of another unit’s spikes, then

iteratively removing units from each group until only the group with the highest spike

count remains. This analysis was run by GH (chapter 3) or myself (chapter 5) using a

Python script developed by Dr Mathias Hennig.

2.3.2 Information Theory

This section provides a brief introduction to information theoretic concepts, such as mu-

tual information and Bayesian decoding, and their application to neural data. For a more

thorough treatment, including other applications, the reader is invited to consult any

standard information theory textbook, for example Cover and Thomas (2006).

Mutual Information for Discrete Random Variables. The entropy of a random variable is

a measure of how much randomness is contained in that variable, or how much uncertainty

there is about its value. It is given by:

H(X) = −
∑
x∈X

p(X = x) log p(X = x)

where X is the support of X, i.e. the set of values it can take, and p(X = x) is the

probability that the discrete random variable X takes the value x. (In general through-

out this thesis I shall use italicised capital letters to denote random variables and lower

case italicised letters to denote the values they might take. Where the random variable

or its value is explicitly a vector, I will use bold face in place of italics. For brevity

I sometimes use p(x) in place of p(X = x); I shall always use p(x) for the probabil-

ity densities of continuous or mixed continuous-discrete random variables, as the actual
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probably p(X = x) is vanishingly small for all x when X is continuous.) For example,

a constant random variable—one which always takes the same value—has entropy zero

and a uniformly distributed random variable—one which can take any of its values with

equal probability—has the maximum entropy of any discrete random variable having the

same number of possible values. Thus a uniformly distributed random variable with eight

possible values has entropy H(X) = −8× 1
8

log 1
8

= 4.33 nats (if the natural logarithm is

used) or 3 bits (if the base of the logarithm is 2) of entropy.

The conditional entropy of one variable conditioned on another and the joint entropy of

a pair of random variables are defined analogously:

H(X|Y ) = −
∑
x∈X

∑
y∈Y

p(X = x|Y = y) log p(X = x|Y = y)

H(X, Y ) = −
∑
x∈X

∑
y∈Y

p(X = x, Y = y) log p(X = x, Y = y)

The mutual information between two random variables is the sum of their individual

entropies less their joint entropy:

I(X;Y ) = H(X) +H(Y )−H(X, Y )

= H(X)−H(X|Y )

= H(Y )−H(Y |X)

=
∑
x∈X

∑
y∈Y

p(X = x, Y = y) log
p(X = x, Y = y)

p(X = x)p(Y = y)

Mutual information is a measure of how much knowledge one gains (i.e. uncertainty one

loses) about the value of X if one knows the value Y, and vice-versa. For example, if X and

Y are independent and so their joint probability distribution is equal to the product of

their individual marginal distributions, then I(X;Y ) =
∑∑

p(X = x, Y = y) log 1 = 0.

Knowing the value of X tells us nothing about Y, and vice-versa. Alternatively, if the
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value of X is completely determined by the value of Y, then distribution of X conditioned

on each value of Y is degenerate, so H(X|Y ) = 0 and therefore I(X;Y ) = H(X). That

is, knowing the value of Y tells us everything there is to know about X.

Mutual Information for Neural Data. Information theoretic tools such as mutual infor-

mation have a long history of use in neuroscience, for example to assess how well neu-

rons encode stimuli, to compare coding strategies, or to analyse neural networks (Quian

Quiroga and Panzeri 2009; Timme et al. 2014). Often, neuroscientists are interested in

computing the mutual information I(S;R) between a variable S, representing the stim-

ulus, and another variable R, representing the response of a neuron or a population of

neurons. As only a finite number of stimuli can be presented in a given experiment, the

stimulus variable S can often be treated as a discrete random variable (although in some

cases it is useful to treat it as continuous, e.g. in cases where the stimulus is generated by

some mathematical procedure). The nature of R, however, depends on how one assumes

neurons encode information. Under spike count coding, all that matters is the number

of spikes fired by a population of neurons in some fixed time window, hence R is discrete

(e.g. Gollisch and Meister (2008)). Under other coding strategies, however, R may be

continuous - for example under spike latency coding (Gollisch and Meister 2008), if one

assumes all neurons fire in response to every stimuli - or even a mixed continuous-discrete

random variable. An example of the latter is spike latency coding if one allows neurons

not to fire: there is a discrete component (does the neuron fire?) and a continuous com-

ponent (when does the neuron fire?). One approach to analysing the information content

of entire spike trains also treats them as a mixture (Victor 2002): how many spikes were

fired (discrete) and when (continuous)?

Mutual information is defined for continuous random variables by replacing sums over

probability distributions with integrals over probability density functions (PDFs), e.g.:

I(X;Y ) =

∫ ∞
−∞

∫ ∞
−∞

p(x, y) log
p(x, y)

p(x)p(y)
dxdy

for one-dimensional continuous random variables X and Y with infinite support. Various
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strategies are possible for estimating the underlying PDFs. If one has some intuition as

to the form of the PDF, one can fit a model to the data and calculate the information

analytically, as Gollisch and Meister (2008) do for their latency code in which they assume

the latencies follow a normal distribution. Other approaches include discretising the data

by binning (Panzeri and Treves 1996), kernel density estimation (Rosenblatt 1956; Parzen

1962) or methods based on nearest-neighbour distances (Kozachenko and Leonenko 1987;

Victor 2002).

Regardless of the type of random variable, an important consideration in information

theoretic studies of neural data is limited sampling bias, which arises whenever one tries

to estimate probability distributions or PDFs from finite data (Panzeri and Treves 1996).

Various methods have been proposed for dealing with this (for review see Panzeri et al.

(2007)), but in my work I have mostly employed the subsampling method of Gollisch and

Meister (2008) (described in detail in chapter 3) as it is easy to implement and applicable

to any information estimation procedure.

2.3.3 Bayesian Decoding

Despite the various methods of bias correction for information estimates, it can still require

prohibitively large amounts of data to obtain accurate information values, particularly for

high-dimensional variables such as long spike trains and ensemble responses from multiple

neurons. An alternative approach for assessing neural codes is Bayesian classification

(Jacobs et al. 2009; Quian Quiroga and Panzeri 2009). Bayesian classifier performance

(or the performance of any decoder) provides a lower bound on the information available

in a neural response: by the data-processing inequality, the mutual information between

a stimulus and any transformation of the response (such as a prediction of the stimulus

that evoked it) can not be greater than the mutual information between the stimulus and

the untransformed response (Quian Quiroga and Panzeri 2009).

A Bayesian classifier attempts to assign each observation of an random variable R to one

of a set of classes {s1, ..., sk}, which form the support of a discrete random variable S. It

achieves this using Bayes’ rule to determine the most likely class ŝ:
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ŝ = arg max
s

p(s|r)

= arg max
s

p(r|s)p(s)
p(r)

by Bayes’ rule

= arg max
s

p(r|s)p(s) because the denominator doesn’t depend on s

In most Bayesian classification tasks, R is in fact an ensemble R of random variables

R1, ..., Rn, where each individual random variable is referred to as a ‘feature’. For example,

each feature might be the responses of an individual neuron and the classes would be the

stimuli that might have evoked that response. A naive Bayesian classifier is one that

assumes each feature is conditionally independent of the others for each class, so

p(r1, ..., rn|s) =
n∏
i=1

p(ri|s)

In practice, due to noise correlations and stimulus-driven correlations in the neural re-

sponses, this will not usually be the case. However, it has been shown in the retina and

other systems that the performance of a naive Bayesian classifier approaches that of one

that exploits the full correlation structure of neuronal responses (Latham and Nirenberg

2005; Jacobs et al. 2009) unless the population is very large (Schwartz et al. 2012a). This

is fortunate, as it greatly reduces the amount of data needed to estimate the relevant

probability distributions.

How are the probability distributions estimated? The stimulus distribution is known a

priori as it is set by the experimenter. When each Ri is discrete, it can be estimated

easily using histogram methods. For continuous Ri, the PDF p(ri|s) must be estimated

somehow, just as for calculating continuous mutual information. Classical Bayesian clas-

sification assumes each p(ri|s) follows a Gaussian distribution, with its mean and variance

estimated as those of the sample. Other assumptions can be made, as in the spike timing

code of Jacobs et al. (Jacobs et al. 2009). Flexible Naive Bayes (John and Langley 1995)

uses kernel density estimation to estimate the underlying PDF. For mixed continuous-
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discrete random variables, both the probability distribution of the discrete portion and

the PDF of the continuous portion must be estimated. The only case I consider in my

work is that in which the discrete portion is binary-valued (i.e. response or no response,

and hence by necessity follows a Bernoulli distribution) and follows a one-dimensional

continuous PDF whenever there is a response. Such a mixed continuous-discrete random

variable has the following stimulus-conditional PDF:

p(r|s) =

 qs if r =∞

(1− qs)g(r|s; θs) if r <∞

where 0 ≤ qs ≤ 1 and
∫
g(r|s; θs)dr = 1. The parameters θs of the continuous PDF

g(r|s; θs) can be estimated using any of the methods mentioned above. It is trivial to

show that, given a sample {x1, ..., xm, y1, ..., yn} (where xi = ∞ for all 1 ≤ i ≤ m and

yj ∈ supp{g(r|s; θs)} for all 1 ≤ j ≤ n) of observations from such a random variable, the

maximum likelihood estimator (MLE) of qs is m
m+n

and the MLE of θs is the same as if

the random variable were purely discrete and one had only the samples {y1, ..., y2}.

Using all of the available data to estimate p(r|s) and then testing the classifier on the

same data is an example of a statistical error known as double-dipping (Kriegeskorte et al.

2009) and is likely to overestimate the performance of the classifier. Thus, it is usual to

partition the data into a training set, used to estimate p(r|s), and a test set, used to

evaluate the classifier. This practice is known as cross-validation. Many forms of cross-

validation are possible, but I used leave-one-out cross-validation, in which the size of the

test set is always one, the training set is every trial apart from the test trial, and each

trial is used as the test set exactly once. For a given instantiation of training and test set,

if the stimulus presented on the test trial was s̄, then the performance of the classifier is

1 if ŝ = s̄ and 0 otherwise1. The average performance over all instantiations then gives

an estimate of the classifier performance in general.

My motivation for using leave-one-out cross-validation is two-fold. First, it is a more

naturalistic test of the neural code as, in a behaving animal, at any given moment the

1If multiple ŝ are equally likely, then the performance is one over the number of most likely stimuli,
as the best the classifier can do in this case is to randomly guess which is correct.

62



brain does not have access to multiple snapshots of the retinal output that it is trying to

assign to various classes, but rather is trying to understand the information coming from

the retina at that point in time. Secondly, and more pragmatically, leave-one-out cross-

validation uses the maximum amount of both training and test data. The disadvantage

is that it only gives a single, scalar estimate of the classifier performance, whereas other

cross-validation methods can give estimates of higher-order statistics such as the variance.

This is not an issue here, as I can aggregate across sub-populations of RGCs or across

retinas, as appropriate, for comparing different classifiers.
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Chapter 3. Comparison of Coding Strategies in the Healthy

Retina

3.1 Introduction

3.1.1 How Do Individual RGCs Encode Information?

How RGCs encode visual information remains an open question. A classical assumption is

that information about the visual scene is carried by changes in the firing rate of individual

neurons (Meister and Berry 1999), but other coding strategies are possible. Gollisch and

Meister (2008) found that, for fast-OFF RGCs in the salamander retina, the latency of

the first spike following a stimulus carried more information than the number of spikes

fired (spike count) and that the difference in latency between pairs of fast-OFF cells was

more informative still. The principle advantage of a first spike latency code over spike

count is speed and granularity. Assuming a given neuron has a maximum firing rate

(which it necessarily does, due to the refactory period between action potentials), then

the maximum number of spikes - which sets an upper limit on the number of stimuli that

can be distinguished - is determined by the length of the response window. Thus there

is an intrinsic trade-off between speed and precision in a spike count code: the quicker

one wants to decode a stimulus, the fewer spikes are available to do so, and to decode a

stimulus very precisely may mean waiting for a long time for the relevant spikes to occur.

A first spike latency code avoids this: the precision of the code is limited only by the timing

jitter from one neuron to the next and downstream neurons can process the information

as soon as it becomes available, rather than waiting until a fixed response window has

elapsed. Nevertheless, a single neuron first spike latency code has disadvantages as well:

it needs an external reference time to give it meaning and is completely destroyed by high

levels of spontaneous firing. Relative latencies between neurons potentially avoid some of

these problems, but I will discuss ensemble and population codes in section 3.1.2.

Spike count and first spike latencies are simple codes in that they can be easily summarised

by a single number. More sophisticated codes are possible, for example ones that consider
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the timing of individual spikes or inter-spike intervals within a spike train. Jacobs et al.

(2009) compared spike count to two such codes: ‘spike timing’, which treats spikes as

though they are generated by an inhomogeneous Poisson process whose rate function

depends on the stimulus, and ‘spike correlation’, which is similar to spike timing except

that the rate function also depends on the time since the last spike. Both of the spike

timing and the spike correlation codes greatly outperformed the simpler count code in

that study, but only the spike correlation code gave the same performance on a visual

task as that achieved by an awake, behaving animal. These two codes are also more

‘natural’ than either count or latency in that they make sense outside the extremely

artificial paradigm of static stimuli that appear from the void at known points in time.

Although Jacobs et al. (2009) treat their stimulus-dependent rate functions as a set of

distinct functions defined on some fixed interval following stimulus onset, one can readily

generalise this to a rate function that is wholly or partially a function of some continuous

incoming stimulus. Such codes thus fit naturally into frameworks such as general linear

models that are popular for modelling retinal encoding (Chichilnisky 2001; Paninski et al.

2004, 2007).

3.1.2 How Do Ensembles of RGCs Encode Information?

The previous section only considers how individual RGCs encode information, but the

vertebrate retina usually contains tens of thousands of RGCs. Is knowing how individual

RGCs encode information sufficient to answer the question of how the whole population

works together to encode the visual scene? There are numerous ways of answering this

question. One can ask whether RGC responses are conditionally independent given the

stimulus (S), i.e. for each response Ri from a population of n RGCs, does

p(R1, ..., Rn|s) =
n∏
i=1

p(Ri|S)

It is difficult to answer such a question without knowing the full joint probability distribu-

tion of panretinal responses to any stimulus, but one can approach the answer information

theoretically by computing the difference in mutual information, ∆I, between a stimulus

and a set of RGC responses calculated either using the full joint response distribution or
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assuming that responses are conditionally independent:

∆I = I(S; R)− Iind(S; R)

=
∑
(S)

∑
R

p(R1, ..., RN , S) log
p(R1, ..., RN , S)

p(R1, ..., RN), p(S)

−
∑
(S)

∑
R

[
n∏
i=1

p(Ri, S)

]
log

∏n
i=1 p(Ri, S)

p(S)
∏n

i=1 p(R1, ..., RN)

Nirenberg et al. (2001) found that ∆I was very small, hence they argued that RGCs act

largely as independent encoders. However, later studies contradicted this. Pillow et al.

(2008) found significantly increased decoding performance in a Bayesian framework using

a general linear model that included coupling terms between neurons compared to one

without coupling. Schwartz et al. (2012a) found similar performance between independent

decoders and ones that exploit the full correlation structure of responses for small RGC

populations, but for large populations the latter significantly outperformed the former.

Another way of analysing this question is in terms of synergy and redundancy (Schnei-

dman et al. 2003; Latham and Nirenberg 2005; Timme et al. 2014). In this framework,

RGCs are independent encoders if the information available in the population considered

as a whole is the same as the combined information available by considering each RGC in

isolation. Redundancy occurs when some of the same information is encoded by multiple

RGCs. By contrast, synergy means that there is information available in the population

response that can’t be acquired by considering each RGC independently. Naively, one

might attempt to measure quantify this as the mutual information between the stimulus

and the population response less the sum of the mutual information between the stimulus

and each RGC’s response. This is sometimes referred to as a redundancy-synergy index

(RSI; Timme et al. (2014)):

RSI = I(R1, ..., Rn;S)−
n∑
i=1

I(Ri;S)

If this value is positive, then it gives the amount of synergy in the population code. If
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negative, it gives the redundancy. For example, Schneidman et al. (2011) used the RSI to

compare the amount of information carried by synchronous spikes fired by pairs of neurons

versus spikes fired by one neuron of the pair when the other was silent. On average, they

found that synchronous spikes were redundant, but the combination of one neuron firing

when the other was silent carried slightly more information (in terms of bits per symbol)

than that carried by the spikes of the first neuron and the silence of the second. In other

words, the combination of spiking and silence was synergistic. However, Schneidman et

al. (2011) only computed the information rate of particular symbols in individual spike

trains and pairs of spike trains, not the total information rate (which would be the average

symbol information rate weighted by the probability of each symbol), so it is impossible to

conclude from their data whether paired spike trains are redundant or synergistic overall.

Moreover, the RSI breaks down if there is both synergy and redundancy in the code

(Timme et al. 2014), which the results of Schneidman et al. (2011) suggest is the case. In

2010, Williams and Beer (2010) introduced the partial information decomposition (PID),

which simultaneously quantifies the amount of synergy, redundancy and independent

(‘unique’ in their terminology) information about one variable (e.g. a stimulus) encoded

by an ensemble (of e.g. responses). This idea is shown graphically for the two variable case

in figure 3.3. The two inner circles represent the information carried by each of R1 and

R2; where they overlap is the redundancy. The outer circle represents the information in

the pair response: that not covered by the two inner circles is the synergistic information.

The RSI is the difference between the area of the outer circle and the sum of the areas of

the two inner circles considered separately. As such, the area corresponding to redundant

information is subtracted from the pair information twice. If this area is large and the

outer circle only just larger than the two inner circles, the RSI may be negative even if

there is synergy; similarly, if the outer circle is large and the overlap between the inner

circles small, the RSI may be positive even if there is some redundancy. Thus the RSI can

only tell us if there is net synergy or net redundancy. The PID, described in more detail

in section 3.2.2, quantifies each area separately and thus measures redundancy, synergy

and independent coding simultaneously. However, to date no-one has applied PID to the

retina.
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As well as analysing population coding by considering interactions between individual

neurons’ stimulus encoding in terms of synergy or the importance of correlations, one

can also consider coding strategies that only make sense in the context of a population

of neurons. One example of such a population code is rank-order coding (ROC), first

proposed by Thorpe et al. (2001) in the context of rapid image classification. Under

ROC, information is encoded by the relative firing order of a population of neurons. This

is an extremely rich and efficient code: one could write the response of a population of

n neurons as an n-element vector whose values represent the order in which each neuron

fired its first spike following the stimulus. As such, there are n! possible code-words but

only one spike per neuron is required. Hence Thorpe et al. (2001) argued that such a code

was ideal for discerning a lot of information about a visual scene very quickly, which the

vertebrate CNS is obviously capable of doing, for example performing face recognition

with presentation times as low as 150ms. They tested this using a simplified model of the

retina, showing that ROC provided more information and enabled more faithful stimulus

reconstruction than codes based on spike count or timing (Van Rullen and Thorpe 2001),

but to date no-one has tested ROC in biological retinas.

3.1.3 Aims

The aim of the experiments presented in this chapter was to explore some of the questions

outlined above in the mouse retina, in particular the extent, if any, of synergistic coding

between RGC pairs and the plausibility of ROC as a coding strategy employed by the

retina.

3.2 Specific Methods

The work presented in this chapter was part of a collaboration with Dr. Geoffrey Portelli

(GP) and Dr. Pierre Kornprobst (PK) of the Neuromathcomp Team, INRIA Sophia

Antipolis-Méditerranée, France. GP and PK designed the stimuli and GP conducted

the Bayesian decoder analyses. Additionally, some of the recordings were performed by

Dr Gerrit Hilgen (GH). All work performed by others is noted in the text; additionally,

table 3.1 summarises who was responsible for each part of the work.
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Dataset Recordings Preprocessing PID Analysis ROC Analysis
MCS JB JB JB GP
APS GH GH/GP JB GP

Table 3.1: Table summarising who was responsible for each part of the work presented
here. Datasets: MCS = 10 retinas recording on MCS MEAs; APS = 2 retinas recorded
on APS MEAs. Preprocessing refers to spike extraction, spike sorting and selecting re-
sponsive cells. JB = John Barrett, GP = Dr Geoffrey Portelli, GH = Dr Gerrit Hilgen.

3.2.1 Visual Stimulation

I projected stimuli onto the retina from a 6.5” LCD monitor (640x480px, 60Hz refresh

rate), using a pair of lenses (Edmund Optics, Barrington, USA) and the 2X objective of

an Olympus IX-71 inverted microscope (Olympus, Tokyo, Japan) to focus the image onto

the RGC layer. Each pixel covered an area of 23.333μm by 23.333μm on the retina. I

generated the stimuli in Matlab (MathWorks, Natick, USA) and controlled them using

Psychtoolbox (Brainard 1997; Pelli 1997; Kleiner et al. 2007). To synchronise stimulation

and recording, I reserved a 100×480-pixel area on the side of the screen that did not cover

the retina to signal changes in the presented stimulus by alternating between black and

white every time the stimulus changed. I placed a photodiode with built-in amplification

(OPT101; Texas Instruments, Dallas, USA) over this area and connected it to one of

the digital inputs of MC Card so that the value on that channel toggled every time the

stimulus updated. Figure 3.1 shows a circuit diagram describing the connection between

the photodiode and the acquisition card and figure 3.2 shows an annotated photograph

demonstrating how the photodiode is used to synchronise recording and stimulus.

The stimuli comprised flashed gratings of maximum contrast with bar widths of 8, 16, 32

and 64 pixels. As 30μm on the retina corresponds to one degree of visual angle, these bar

widths correspond to spatial frequencies of 0.08, 0.04, 0.02 and 0.02 cycles per degree,

respectively.

Each grating was presented at one of eight phases (equivalent to a shift of 1/4 the bar

width), for a total of 4 frequencies × 8 phases = 32 stimuli per block. In each experiment,

the stimuli were presented in 150 randomised blocks containing all 32 stimuli. Each trial

comprised a 500ms presentation of a grating followed by a grey mask for 1000ms. The

mask was also presented for 3 seconds prior to the first grating. The luminance of the
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Figure 3.1: Circuit diagram showing how the photodiode and amplifier (OPT101) connects
to MC Card.

Figure 3.2: Photograph showing how the photodiode is used to synchronise stimulation
and recording. Stimuli are presented in the green outlined area, of which only the central
60×60 pixels project onto the MEA. The red outlined area alternates between black and
white every time the stimulus changes. The photodiode, circled in blue, is connected to
one of the digital inputs of MC Card.
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mask was intended to be the same as the mean luminance of the gratings, but due to a

lack of gamma correction there was an error of ~10% in all but one experiment.

3.2.2 Data Analysis

Responsive Cell Selection. As not all recorded RGCs in a given retina respond strongly to

all stimuli, I selected a subset of RGCs for analysis as follows. First, I selected one sixth of

the blocks (i.e. 25 trials per stimulus) to use for detection. From these blocks, I counted the

total number of spikes fired by each cell in response to the second lowest-spatial frequency

grating as a function of phase. (I chose the second lowest spatial-frequency gratings as

these appeared, on visual inspection of the rasters, to evoke the strongest responses). Any

cells whose total spike count for all phases was less than 13 (i.e. less than 50% chance

of firing a spike in response to any grating) I excluded immediately. For the remaining

cells, I tested whether they modulated their firing significantly with grating phase using

the Rayleigh test for non-uniformity of circular data. Finally, I selected those cells whose

p-value was significant at the α < 0.05 level after false-discovery rate correction (Yoav

and Hochberg 1995) for further analyses. So as to avoid double-dipping (Kriegeskorte

et al. 2009), those blocks used for detection were excluded from further analysis, leaving

125 blocks per stimulus.

Partial Information Decomposition. To analyse information, redundancy, and synergy

in RGC pairs, I calculated the PID of the mutual information between RGC pair spike

counts and the stimulus (Williams and Beer 2010). I used PID for two reasons. First, it is

asymmetric in that it quantifies mutual information between one random variable and an

ensemble of random variables, making it a natural fit for experiments where one records

responses of multiple neurons to a set of sequentially presented stimuli. Second, unlike

many other synergy measures used in the neuroscience literature, it is guaranteed to be

non-negative and is able to measure synergy and redundancy simultaneously (Timme et

al. 2014).

The idea behind PID is to decompose information provided by an ensemble of random vari-

ables R (e.g. responses of individual neurons) about another variable S (e.g. a stimulus)

into the information provided by each variable individually, by each subset of variables,
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𝑅𝑒𝑑(𝑅1, 𝑅2; 𝑆)𝑈𝑛𝑞(𝑅1; 𝑆) 𝑈𝑛𝑞(𝑅2; 𝑆)

𝑆𝑦𝑛(𝑅1, 𝑅2; 𝑆)

Figure 3.3: Partial information diagram for two variables, based on Figure 1 from Williams
and Beer (2010). The two inner circles represent the mutual information between two
variables, R1 and R2, and a third, S, considered separately. Where they overlap is the
redundant information; where they don’t is the unique information provided by each. The
outer ellipse represents the mutual information between the pair (R1, R2) and S. The area
not covered by the inner circles is the synergistic information.
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Figure 3.4: Example bias correction for mutual information between one neuron’s response
and the stimulus. Each blue circle represents the mutual information estimate from one
partition after splitting the data into the number of partitions indicated on the X-axis.
The red line is a second-order polynomial fit to the same data. The intercept of the red
line represents the estimate one would obtain after splitting the data into no partitions,
i.e. if one had infinite data, and thus does not suffer from limited sampling bias.
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and by the whole ensemble. The full derivation of the PID is available in Williams and

Beer (2010), but the calculation for the two-variable case (R = R1, R2) is described be-

low with the help of the partial information diagram in figure 3.3. The two inner circles

represent the information carried by each individual variable about the stimulus:

I(S;Ri) =
∑
s

∑
ri

p(s, ri) log2

p(s, ri)

p(s)p(ri)
for i = 1, 2

Where the two circles overlap is the redundant information between the two variables. To

calculate the redundancy, the specific information provided by each variable Ri about a

particular stimulus value s is first calculated as the Kullback-Leibler divergence between

the distribution of Ri conditioned on s and the marginal distribution of Ri, i.e.

I(S = s;Ri) = DKL(Ri|S = s||Ri) =
∑
ri

p(ri|S = s) log
p(ri|S = s)

p(ri)
.

The redundancy is then the sum over all stimulus values of the minimum specific infor-

mation provided by either variable about that stimulus value, weighted by the stimulus

probability, i.e.

R(S;R1, R2) =
∑
s

p(s) min
i=1,2

I(S = s;Ri).

The unique information carried by each variable is the mutual information between

that variable and the stimulus less the redundant information: U(S;Ri) = I(S;Ri) −

R(S;R1, R2). The outer ellipse in figure 3.3 represents the mutual information between

the pair and the stimulus:

I(S;R1, R2) =
∑
s

∑
r1

∑
r2

p(s, r1, r2) log2

p(s, r1, r2)

p(s)p(r1, r2)

Finally, the area of this ellipse not covered by the redundant or unique information

is the synergistic information: Syn(S;R1, R2) = I(S;R1, R2) − U(S;R1) − U(S;R2) −

R(S;R1, R2). The PID can be defined similarly for larger ensembles, but the complexity
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of the corresponding partial information diagrams and the resulting expressions become

excessively complex extremely quickly as the number of variables increases, so I decided

to restrict my analysis to the two-variable case, i.e. pairs of neurons.

I took each Ri as the number of spikes fired by the ith neuron of a pair during the

presentation of the stimulus. I calculated the PID for every pair of neurons that was

unique up to ordering: that is, if the PID for a pair (i, j) was calculated, I did not

calculate the PID for the pair (j, i). Due to the long presentation times (500ms), I

deemed it unnecessary to include any of the period immediately following the stimulus,

as 500ms is sufficient to capture the entire response of all but the most sustained of cells.

To correct for bias introduced by limited sampling of the data, I separately bias corrected

each of DKL(Ri|S = s||Ri), I(S;Ri) and I(S;R1, R2) using the subsampling method of

(Gollisch and Meister 2008). Briefly, after obtaining an estimate using the whole data

set of N trials, I randomly partitioned the data into halves, thirds, and so on, and new

estimates calculated for each of these partitions. I fit a second-degree polynomial to

the estimate as a function of the number of partitions: the intercept of this polynomial

corresponds to the estimate one would obtain with N/0 =∞ samples and so I took this

as an unbiased estimate of the true value (figure 3.4). I split the data up to six times

and repeated this bias correction procedure 10 times for each pair, taking the average

intercept as the final estimate. Using this procedure on simulated data for each of the

simple, two-variable examples given in (Timme et al. 2014), the estimates converged to

within a few percent of the true value after a few hundred samples from the relevant

probability distributions.

The PID as presented in Williams and Beer (2010) is only defined for discrete random

variables, which precludes its use for whole spike trains. The underlying information theo-

retic quantities, however, have equivalent definitions for continuous and mixed continuous-

discrete variables (Nair et al. 2006). Thus, to apply the PID to spike trains, I developed

a version of PID for the general case of a mixed continuous-discrete random variable (for

details, see Appendix A). Using this spike train PID estimator, I also calculated the PID

for whole spike trains fired by pairs of RGCs during the presentation of each stimulus.
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Figure 3.5: Raster plots from four example cells from one retina in response to flashed
gratings at 800μm bar width. The grating was presented during the green shaded area
and the mask during the red shaded area. Each column represents a different RGC and
each row a different phase, as indicated by the example gratings in the left-most column.
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3.3 Results

3.3.1 Pairs of RGCs Encode Information Synergistically

Using 60-channel MCS arrays, I recorded responses to gratings from ten retinas from ten

C57BL/6 mice aged P19-46. Across all retinas, I selected a total of 258 cells for analysis

according to the method described in section 3.2.2. Figure 3.5 shows responses of four

example cells from one recording in response to the 800μm gratings. There is a clear

modulation of firing rate with grating phase, but very little obvious change in latency.

This pattern was consistent across all responsive cells in all retinas.

Across all ten retinas, the median RGC pair carried 0.26-0.32 bits of information (depend-

ing on the spatial frequency) about the stimulus in their combined spike counts and some-

what more (median 0.57-0.61 bits) in whole spike trains (figure 3.6, left). Note that the

information carried by the spike count must be less than or equal to that in the whole spike

train. This is a consequence of the data processing inequality: ∀f.I(X; f(Y )) ≤ I(X;Y ),

in other words no manipulation of a variable can increase the amount of information

it carries about another variable (Cover and Thomas 2006; Quian Quiroga and Panzeri

2009), and one can trivially determine the spike count from a spike train by counting

the spikes. About 65% of recorded RGC pairs respected the data processing inequal-

ity, meaning there was more information in the whole spike trains than just the spike

counts (figure 3.6, right). The spike count information estimates are reasonably accu-

rate, so the spike train information was likely underestimated in those pairs that showed

less spike train information than spike count information. Figure 3.7 shows the results

of three different measures of (non)independence: ∆I, RSI and PID. The former asks

how much information is contained in correlations between neurons and the latter two

test the amount of synergy, i.e. information available in the pair responses that is not

available in the individual responses. All three measures represented a similar fraction of

the pair information, with ∆I slightly less than PID synergy and RSI slightly lower still.

I did not make a similar comparison for the spike train information, as the estimator I

used to calculate the spike train PID (see Appendix A) operates on nearest-neighbour

distances rather than estimating the underlying probability densities directly, so it is not

77



80 40 20 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Spatial Frequency (mcpd)

In
fo

rm
a
ti
o
n
 (

b
it
s
)

 

 

Spike Counts

Spike Trains

0 0.5 1 1.5 2 2.5
0

0.5

1

1.5

2

2.5

Spike Count Information (bits)

S
p
ik

e
 T

ra
in

 I
n
fo

rm
a
ti
o
n
 (

b
it
s
)

 

 

80 mcpd

40 mcpd

20 mcpd

10 mcpd

Figure 3.6: Left: median information carried by RGC pair spike counts (blue) and spike
trains (red) for the 10 retinas recorded on 60-channel MCS arrays. Bar height represents
the median taken first over all pairs within each retina and then between retinas. Error
bars are IQR (inter-quartile range) between retinas. Right: information in spike count
versus whole spike trains for all recorded pairs of neurons (only pairs within retinas,
i.e. pairs from different retinas are not shown). The dashed line represents unity. Most
(~65%) pairs lie above the diagonal, i.e. there is more information in the whole spike
train than in the spike counts. mcpd = thousandths of a cycle per degree, e.g. 80 mcpd
= 0.08 cpd.
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Figure 3.7: ∆I, RSI, and PID synergy as a percentage of pair information. Bar height
represents the median taken first over all pairs within each retina and then between
retinas. Error bars are IQR. mcpd = thousandths of a cycle per degree, e.g. 80 mcpd =
0.08 cpd.
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Figure 3.8: Median proportion of redundant, unique and synergistic information carried
by RGC pair spike counts for the 10 retinas recorded on 60-channel MCS arrays. Unique
1 and unique 2 refer to the information carried by the first and second neuron of each
pair. Bar height represents the median taken first over all pairs within each retina and
then between retinas. Error bars are IQR. mcpd = thousandths of a cycle per degree,
e.g. 80 mcpd = 0.08 cpd.
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Figure 3.9: As figure 3.8, but for information contained in whole spike trains fired by
RGC pairs.
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immediately obvious how to incorporate it into the ∆I forumla.

Figure 3.8 shows the whole PID for the pair spike counts, including the proportions of

redundant and unique information, as well as the synergistic information (which is the

same as that shown in figure 3.7). The synergistic information comprised a large fraction

of the total information, 42.4-46.4% on average, and there was very little redundancy. The

pattern was similar regardless of spatial frequency. Figure 3.9 shows the results for the

spike train PID. The pattern was similar, with synergy taking up 48.1-56.6% of the total

information, although these results should be treated with caution (see Appendix A). For

the spike counts, shuffling the data—either by shifting responses of one cell of a pair to the

same stimulus by one trial or completely randomising the responses to each stimulus—had

almost no effect on either the measured pair information values or pattern of synergy and

redundancy.

3.3.2 Spike Count Outperforms Spike Latency and Rank Order Code

Using my data, GP compared three coding strategies by using Bayesian classification to

decode the phase of the flashed grating at each spatial frequency. Figure 3.10 shows the

performance of each code as a function of spatial frequency. At almost all frequencies,

spike count was the best performing of the three codes, with ROC performing second best

for high and low spatial frequencies and spike latency outperforming ROC at medium

spatial frequencies. To examine the performance of each code as a function of time and

population sizes, GP reran the Bayesian classifier for the 0.04 cpd gratings, separately

varying the length of time after the stimulus over which the response is computed and the

number of neurons included in the population. Changing the number of neurons did not

change the pattern of results for each code at this spatial frequency (figure 3.11). When

the length of the window used to define the response was varied, spike count performed the

best at all time windows considered, while ROC performed second best initially but was

overtaken by first spike latency with a time window between 200 and 250 ms (figure 3.12).
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Figure 3.10: Bayesian decoder performance as a function of spatial frequency for each of
spike count (black), first spike latency (grey) and ROC (red). Figure produced by GP.
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Figure 3.11: Bayesian decoder performance for the 0.04 cpd gratings as a function of the
number of neurons used in the decoder for each of spike count (black), first spike latency
(grey) and ROC (red). Figure produced by GP.
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Figure 3.12: Bayesian decoder performance for the 0.04 cpd gratings as a function of the
length of the time window used to define the response for each of spike count (black), first
spike latency (grey) and ROC (red). Figure produced by GP.
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3.3.3 High-Density MEA Recordings

To investigate how these results hold up in a larger RGC population, these experiments

were replicated using the high-density APS MEA and a high-resolution projector (see

section 2.2.2). GH recorded responses from two retinas, aged P39 and P52, on the APS

MEA, from which GP selected 764 and 649 responsive RGCs, respectively, on the basis

of their responses to full-field flashes and the quality of their receptive fields as recovered

from reverse correlation of their responses to a white-noise stimulus.

Using these data, I analysed the proportion of redundant, unique and synergistic in-

formation using PID. For the P39 retina (figure 3.13), there were noticeable differences

compared to the average pattern seen in retinas recorded using MCS arrays (figure 3.8).

The first thing to note was that there was more information in RGC pairs on average—

0.32-0.88 bits in the spike counts and 0.54-0.99 bits in the spike trains—and there was

a much higher effect of spatial frequency, with information being highest for low spatial

frequncies. There was still considerable synergy in the pair responses, but for the spike

count the percentage was somewhat lower (32.5-37.9%), while amount in the spike trains

(46.7-64.6%) was similar to that seen in the MCS recordings. Again, the PID was in-

sensitive to shuffling of the data. There was also a greater discrepancy between the PID

synergy and each of ∆I and RSI (figure 3.15), with the latter two being lower on average.

The pattern for the P52 retina was similar to that for the P39 retina, with the most

noticeable differences being much lower pair information for the highest spatial frequency

and an even smaller percentage of synergy for both spike counts and spike trains (fig-

ure 3.14). RGC pairs in this retina carried on average 0.26-1.08 bits of information in

their spike counts and 0.62-1.33 bits in their spike trains. Synergy represented 25.7-27.0%

of the spike count information and 20.7-31.8% of the spike train information. This pattern

was unaffected by shuffling. Once again, there was considerable discrepancy between PID

synergy and each of ∆I and RSI (figure 3.16), with the latter two being much lower.
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Figure 3.13: Top row: violin plots of redundant, unique, synergistic, and total information
in RGC pair spike counts (left) and spike trains (right) for the P39 retina recorded on
the APS. Thick black bars indicate the median and thin black bars the upper and lower
quartiles. Thickness of the violin at each height represents the observed frequency of
the corresponding information value. Bottom row: redundancy, unique information, and
synergy as a percentage of pair information in spike counts (left) and spike trains (right)
in the P39 retina, for comparison with figures 3.8 and 3.9. Bar height represents the
median for all recorded RGC pairs and error bars IQR. mcpd = thousandths of a cycle
per degree, e.g. 80 mcpd = 0.08 cpd.
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Figure 3.14: Top row: violin plots of redundant, unique, synergistic, and total information
in RGC pair spike counts (left) and spike trains (right) for the P52 retina recorded on
the APS. Thick black bars indicate the median and thin black bars the upper and lower
quartiles. Bottom row: redundancy, unique information, and synergy as a percentage
of pair information in spike counts (left) and spike trains (right) in the P52 retina, for
comparison with figures 3.8 and 3.9. Bar height represents the median and error bars
IQR. mcpd = thousandths of a cycle per degree, e.g. 80 mcpd = 0.08 cpd.
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Figure 3.15: ∆I, RSI, and PID synergy as a percentage of pair information for the P39
retina. Bar height represents the median for all recorded RGC pairs in this retina and
error bars are IQR. mcpd = thousandths of a cycle per degree, e.g. 80 mcpd = 0.08 cpd.
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Figure 3.16: ∆I, RSI, and PID synergy as a percentage of pair information for the P52
retina. Bar height represents the median for all recorded RGC pairs in this retina and
error bars are IQR. mcpd = thousandths of a cycle per degree, e.g. 80 mcpd = 0.08 cpd.
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Figure 3.17: Bayesian decoder performance as a function of spatial frequency for each of
spike count (black), first spike latency (grey) and ROC (red) in the P39 retina. Figure
produced by GP.
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Figure 3.18: Bayesian decoder performance as a function of spatial frequency for each of
spike count (black), first spike latency (grey) and ROC (red) in the P52 retina. Figure
produced by GP.
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Figure 3.19: Bayesian decoder performance for the 0.037 cpd gratings as a function of the
number of neurons used in the decoder for each of spike count (black), first spike latency
(grey) and ROC (red) in the P39 retina. Figure produced by GP.
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Figure 3.20: Bayesian decoder performance for the 0.037 cpd gratings as a function of the
number of neurons used in the decoder for each of spike count (black), first spike latency
(grey) and ROC (red) in the P52 retina. Figure produced by GP.
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Figure 3.21: Bayesian decoder performance for the 0.037 cpd gratings as a function of
the length of the time window used to define the response for each of spike count (black),
first spike latency (grey) and ROC (red) in the P39 retina. Figure produced by GP.
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Figure 3.22: Bayesian decoder performance for the 0.037 cpd gratings as a function of
the length of the time window used to define the response for each of spike count (black),
first spike latency (grey) and ROC (red) in the P52 retina. Figure produced by GP.
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3.4 Discussion

3.4.1 Rank Order Coding in Large RGC Populations

My results show that, at least for flashed grating stimuli, a considerable proportion (at

least 20%, sometimes more than 50%) of the information carried by pairs of RGCs is

synergistic. This is certainly true for pair spike counts and likely true for spike train pairs

as well (but see Appendix A for caveats regarding the method used to estimate synergy

in spike trains). However, according to GP’s analysis of my data, a spike count code that

treats neurons as independent outperforms rank order coding, which compares responses

within a population of RGCs. This seems counter-intuitive.

One possible explanation is inadequate sampling of the RGC population by the 60-channel

MCS array. GP also compared spike count, first spike latency and ROC using Bayesian

classification on the two retinas recorded on the APS. His results are shown in figures 3.17

and 3.18. In the P39 retina, ROC outperformed the first spike latency and was as least

as good as spike count for all but the highest spatial frequencies. In the P52 retina the

difference was even more dramatic: ROC was the best performing code at all spatial

frequencies. This finding is much more compatible with the degree of pairwise synergy

revealed by the PID analysis. Further, it appears that the power of the ROC is revealed

only when the sample of RGCs is sufficiently large, as is possible on high-density MEA

systems such as the APS, but not on traditional low-density MEAs.

GP also analysed Bayesian decoder performance in these datasets as a function of either

the size of the neural population used for decoding or the length of time window over

which the response was considered. For the P39 retina, the pattern of performance versus

number of neurons was reversed from that shown in the MCS data. With low numbers

(<100) of neurons, latency coding outperforms ROC, then as the population size increases

ROC overtakes latency (figure 3.19). For the P52 retina, ROC was as good as or better

than latency at all population sizes and overtook spike count at around 100 neurons

(figure 3.20). The change in performance with varying time windows in these retinas

is more interesting. In both cases, the ROC reached its maximum performance faster

than latency coding and at least as fast as spike count coding (figures 3.21 and 3.22). In
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particular, ROC reached it maximum performance between 150-250ms, which is consistent

with its theoretical origins in the context of rapid image classification (Thorpe et al. 2001).

3.4.2 Do RGCs Act as Independent Encoders?

Using the PID, I found a considerable amount of synergy in the responses of RGC pairs:

around 45% on average for pair spike counts among retinas recorded on 60-channel MCS

arrays and between 20% and 30% on average for the two retinas recorded using the

APS. Another measure of synergy, RSI, gave lower estimates of synergy, but as noted in

section 3.1.2, this measure is confounded by simultaneous redundancy and synergy and

the PID also revealed non-zero redundancy, so we would expect synergy as measured by

RSI to lower in this case.

By contrast, Nirenberg et al. (2001) argued that RGCs act largely as independent en-

coders. They concluded this not by measuring synergy but by calculating a term they

call ∆I, which measures the difference in information calculated using the full joint re-

sponse distribution of RGC pairs versus assuming statistical independence. As such, it

answers the question of whether correlations are important for decoding (Latham and

Nirenberg 2005), whereas synergy measures ask whether there is information available

in the population response that is not available in the individual responses. Nirenberg

et al. (2001) found that ∆I was rarely more than 10% of the total information, whereas

among my datasets the median ∆I was anywhere from just under 10% to more than 40%.

This may reflect differences in both the particular stimuli used—square-wave gratings

here versus uniform grey fields and natural scenes in Nirenberg et al. (2001)—and the

different coding strategies considered: information in coarse spike counts using histogram

methods versus information in discretised spike trains calculated using the direct method

of Strong et al. (1998). In any case, here both ∆I and PID synergy are large fractions

of the total pair information, so correlations are important for decoding and RGC pairs

encode information about these stimuli synergistically in their spike counts. That does

not imply that said synergy arises due to correlations, however. In fact, shuffling the data

to destroy the correlation structure had almost no effect on the PID, suggesting that the

synergistic information arises by means other than pairwise correlations. (Note that this

result is not incompatible with large ∆I: as Nirenberg and Latham (2003) and Latham
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and Nirenberg (2005) note, the change in information due to shuffling can be zero when

∆I is non-zero and vice-versa.)

Other studies have also investigated the issue of (non)independence of RGC encoding,

both in terms of the importance of correlations and the amount of synergy. In the for-

mer case, for example, Schwartz et al. (2012a) found that the difference in performance

between a Bayesian decoder that uses the full response correlation structure (mixture

decoders, in their terminology) versus ones that assume statistical independence (inde-

pendent decoders) depends on the size of the population. For RGC pairs, in accordance

with the results of Nirenberg et al. (2001), there was almost no difference, but for large

populations mixture decoders greatly outperformed independent decoders. Moreover, this

was true for a variety of different coding strategies. More in line with my own data, Pillow

et al. (2008) found that including pairwise correlations in a generalised linear model of

retinal encoding and using this to decode responses in a Bayesian framework allowed them

to extract 20% more information than treating RGCs as independent. Schneidman et al.

(2011) calculated the amount of synergy carried by different symbols in a neural code

using RSI and found that synchronous spikes were generally redundant but the combina-

tion of spiking and silence was synergistic. If synchronous spikes are rare, then on average

this would make pairs of spike trains synergistic, in accordance with the results presented

here, but the proportion of synergy they observed was much lower than that seen here.

However, as discussed above, simultaneous redundancy and synergy may confound RSI

(see in particular figures 3.15 and 3.16), so Schneidman et al. (2011) may have underes-

timated the amount of synergy. Moreover, there were also differences in the stimuli used

(gratings versus natural scenes and white noise) and coding strategies considered: where

they used discretised spike trains, I used either coarse spike counts or continuous (up to

measurement precision) spike trains.

In summary, the question of whether RGCs act as independent encoders or not is a

complex one. Attempts to find a definitive answer are hindered by the variety of recording

methods, stimuli, and analyses employed in this and other studies. In terms of stimuli,

Nirenberg et al. (2001) used natural movies and spatially homogeneous temporal white

noise, Pillow et al. (2008) used spatiotemporal binary white noise, Schneidman et al.
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(2011) used spatiotemporal binary white noise and natural movies, Schwartz et al. (2012a)

used black-and-white shapes, and here I used flashed square-wave gratings. As discussed

below, different stimuli might lend themselves more or less well to synergistic coding.

Different ways of interpreting retinal spike trains may lead to different conclusions about

the amount of synergy and the importance of correlations. For example, Schwartz et al.

(2012a) found that mixture decoders outperformed independent decoders for large RGC

populations for all codes they tested, but the size of the improvement varied considerably

between different codes. Similarly, here I found there was generally more synergy in

whole spike trains than coarse spike counts (but see Appendix A for caveats regarding the

calculated PID values here). The spatial sampling of the recorded RGCs may also affect

the results: Nirenberg et al. (2001), Pillow et al. (2008), and Schwartz et al. (2012a) all

sampled RGCs from small areas and thus with short distances between their receptive

fields, where as my recordings and those on APS include RGCs from much larger retinal

areas. Finally, there may be species differences: I used mice, as did Nirenberg et al. (2001),

whereas Pillow et al. (2008) used primate retinas, Schwartz et al. (2012a) used salamander

retinas, and Schneidman et al. (2011) used salamander and guinea pig retinas (although

the latter found remarkably similar results across the two species they considered).

3.4.3 Future Work

As described above, a number of questions arise from my data. First, rank order coding

performs very well in the retina, at least if the RGC population is adequately sampled,

but how is this code generated and is the information accessible to the brain? Secondly,

although I noted considerable synergy in RGC responses to flashed gratings, this synergy

was not affected by shuffling of responses to destroy the correlation structure, so how does

it arise?

Cell Types. There are many types of RGCs in the mammalian retina (Masland 2001a),

each encoding distinct features of the visual scene (Azeredo da Silveira and Roska 2011).

In the data presented here, neither I nor anyone else involved in these experiments has

attempted any detailed classification of the recorded RGCs into defined subtypes. In

their studies of relative latency coding in the salamander, Gollisch and Meister (2008)
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S ON OFF P(S,ON,OFF)
0 0 1 1/3
1 1 1 1/3
2 1 0 1/3

Table 3.2: Joint probability distribution for simple ON and OFF cells (as described in
the text and figure 3.23) responding to a black (0), split black and white (1) or white (2)
field.

and Gütig et al. (2013) focussed on the responses of a single class of RGC: the fast-OFF

cell. The data presented here demonstrate the effectiveness of a population-wide relative

lantency code, the ROC, in large, heterogeneous RGC populations. To what extent does

cell type interact with this code? This is important, as different cell types are known to

project to distinct areas of higher visual centres. A classic example is the parvo-, magno-

and koniocellular layers of the primate lateral geniculate nucleus (Clay Reid 1999; Kandel

et al. 2000). More recently, different types of direction selective RGCs have been shown

to project to either the superior colliculus or the medial terminal nucleus of the accessory

optic system (Gauvain and Murphy 2015). If the ROC only functions in a heterogeneous

RGC population, it will be destroyed by such segregation of RGC efferents and the wealth

of information it carries will never leave the retina. (However, there is emerging evidence

that certain LGN cells receive input from multiple distinct RGC cell types (Roska 2014).)

Thus, an important subject for future work will be to investigate how well the ROC

functions within RGCs of the same type versus between different types.

Different RGC types may also play a role in synergistic coding in the retina. As a toy ex-

ample, imagine a situation in which a grey mask might be followed with equal probability

by a black full field stimulus, a white field or a black and white split field. The task is to

determine which stimulus was presented from the responses of two RGCs whose receptive

field centre is located in the middle of the field. These RGCs maybe of two types: an ON

type that fires if and only if there is a light increment in any part of its receptive field and

an OFF type that fires if and only if there is a light decrement in any part of its receptive

field. Figure 3.23 illustrates the circuitry involved in this example and table 3.2 details

the joint probability distributions of the stimulus and the two types of response.

If one has two cells of the same type, we gain 0.9183 bits of information about the stimulus

from the responses. For example, with two ON cells, one can distinguish the black field
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OFF ON

Figure 3.23: Simple retinal circuit diagram with two photoreceptors (blue), two ON bipo-
lar cells (green), two OFF bipolar cells (red), and an ON and an OFF RGC (yellow).
Pointed arrows denote sign-conserving synapses and rounded arrows denote sign-inverting
synapses (recall that photoreceptors hyperpolarise in response to a light increment). Lines
inside bipolar cells depict the shape of the rectifying nonlinearity at the bipolar cell to
ganglion cell synapse. In this example, the left photoreceptor receives a light decrement
and the right photoreceptor a light increment, so the left most and right most bipolar
cells depolarise and the inner bipolar cells do nothing. The RGCs fire if they receive input
from either bipolar cell, so both RGCs fire.
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from the split field or the white field, but not the split field and the white field from each

other. According to the PID, all of the information provided by the two cells is redundant.

However, if one has an ON and an OFF cell, one can distinguish all three stimuli and

thus the RGCs provide the full 1.585 bits of information. Computing the PID reveals

that 0.585 bits of the information is redundant, each cell provides 0.333 bits of unique

information and the final 0.333 bits is synergistic. However, ∆I in this system is zero,

so absolutely no information is lost by ignoring correlations. A full derivation of these

results is given in Appendix B.

The above example, though incredibly simplistic compared to the full suite of retinal pro-

cessing, demonstrates how different RGC types may give rise to synergy by providing com-

plementary information about a stimulus, without requiring strong pairwise correlations.

As part of the RGC selection for the APS data, GH calculated a bias index for each cell

(Carcieri et al. 2003) that gives the relative strength of that cell’s ON and OFF responses.

Using this information, I classified each cell as ON (bias index >0.3), OFF (bias index

<-0.3) or ON-OFF (otherwise) and thus each pair into one of six categories (ON/ON,

ON/ON-OFF, ON/OFF, ON-OFF/ON-OFF, ON-OFF/OFF, OFF/OFF). However, I

did not see systematic difference in the proportion of synergy between the different pair

categories (data not shown), but this is an extremely simple classification scheme. A bet-

ter approach would be to compare synergy in pairs of RGCs that have been classified more

precisely, e.g. using a wider variety of stimuli for functional classification (e.g. Carcieri

et al. (2003) and Zampaglione et al. (2014)), genetic labelling, or morphological analysis

of recorded cells using fluorescent proteins or dyes (e.g. Li et al. (2015)).

Other Stimulus Classes. The type of stimulus and the task that is asked of the retina can

also affect the degree of synergy present. In the simple example system described above,

imagine there are now four equiprobable stimuli: a black field, a white field, and two

mirror-image black and white split fields. Further suppose that one has two ON (or two

OFF) cells with receptive fields on either side of the split. If the task is to tell whether the

stimulus is a split field or a full field, then the solution is simple: it is a split field if one

neuron or the other fires, but not both. If neither or both neurons fire, it is a full field.
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S ON OFF T P(S,ON,OFF)
0 0 0 0 1/4
1 0 1 1 1/4
2 1 0 1 1/4
3 1 1 0 1/4

Table 3.3: Joint probability distribution for two simple ON cells responding to a black
full field (0), split field with white over the first cell’s receptive field (1), split field with
white over the second cell’s receptive field (2), or a white full field (2). The task variable,
T , represents whether the stimulus is a full (0) or split (1) field.

This is equivalent to a XOR gate in digital logic: as described in Timme et al. (2014),

each neuron individually gives no information about the stimulus, but the pair gives one

bit of synergistic information.

Now consider a direction selective cell that fires two spikes in response to a bar moving

in its preferred direction (PD) or one spike to bars moving perpendicularly to its PD,

but does not fire when a bar moves opposite to its PD. Suppose that one has two such

cells whose PDs are e.g. northerly and easterly, and one wants to distinguish bars moving

in the four cardinal compass directions with equal probability. According to PID, the

two neurons provide 1 bit of redundant information (is the bar moving latitudinally or

longitudinally?) and each neuron provides 0.5 bits of unique information: once one knows

the axis, one cell says whether the bar is northerly or southerly and the other whether it

is moving easterly or westerly. None of the information is synergistic. A full derivation of

these results is given in Appendix B.

The above examples demonstrate how the proportion of synergy can vary considerably

depending on the stimulus and the task: from 100% synergy in the second version of the

split-field task to none whatsoever in the direction selectivity task. Though simplistic,

these examples are inspired by real features of retinal processing. Thus it is not a stretch

to imagine that the proportion of synergy present in retinal responses also varies with

the stimulus and the task. The experiments presented here only used one set of stimuli

(flashed gratings of varying phase), so it is impossible to conclude anything from these

results about how much synergy is present in retinal responses in general. Further studies

should investigate this using a wider variety of stimuli, in particular natural scenes.
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3.4.4 Conclusion

I have shown that a considerable proportion of the information available in RGC pair

responses is synergistic, although the precise amount is uncertain and how this synergy

arises remains to be seen. Moreover, although my data suggested that rank-order coding

does not work terribly well in the retina, further analysis showed that in fact it does

perform extremely well, but this is only revealed in high-density MEA recordings that

sample a significantly larger number of RGCs.
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Chapter 4. Pharmacology of Degenerate Spontaneous Activity

and Optogenetic Stimulation

4.1 Introduction

As discussed in section 1.2, retinitis pigmentosa (RP) is a retinal dystrophy characterised

by progressive photoreceptor death, starting with the rods, causing night-blindess and

a loss of peripheral vision, followed eventually by total blindness as the cones start to

degenerate as well (Berson 1993; Hartong et al. 2006; Heckenlively et al. 1988). It has

a global prevalence of approximately one in 4000 (Hartong et al. 2006). At present, the

only clinically available treatment capable of restoring vision in RP (as opposed to slowing

or halting progression of visual loss) is retinal prosthesis. Current retinal prostheses use

implanted electrodes in combination with photovoltaics (Mathieson et al. 2012; Stingl

et al. 2013) or an external light sensor (Dorn et al. 2013) to deliver patterned electrical

stimulation to the retina and evoke a visual percept (Margalit et al. 2002), but thus

far such devices have only managed to restore crude vision (Dorn et al. 2013; Stingl et

al. 2013). Possible reasons for this include limited resolution due to the low number of

electrodes (presently 60-1500 (Dorn et al. 2013; Stingl et al. 2013)), lack of control over the

spatial spread of charge, lack of cell-type specificity, and the ability to provide excitatory

but not inhibitory stimulation (Barrett et al. 2014). Optogenetics, in which neurons are

engineered to express light-sensitive ion channels to enable optical control of membrane

potential (Bernstein and Boyden 2011; Boyden et al. 2005; Deisseroth 2011; Fenno et al.

2011), may be able to overcome many of these limitations of electrical prostheses. Thus

the past decade has seen considerable progress in the development of optogenetic retinal

prostheses, in which surviving inner retinal neurons are made light sensitive to restore

vision (for review, see section 1.3.2, as well as Barrett et al. (2014), Busskamp et al.

(2012), Busskamp and Roska (2011), Cepko (2012), and Sahel and Roska (2013)).

However, an often overlooked problem of retinal degenerations in retinal prosthetic re-

search is the extensive remodelling of the inner retina that follows photoreceptor death

(Marc et al. 2003; Jones and Marc 2005; Marc et al. 2007), which results in slow local
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field potential (LFP) oscillations in the inner retina and rhythmic bursting of RGCs (see

sections 1.2.3 and 1.2.4). This pathological hyperactivity is observed in numerous animal

models of photoreceptor dystrophy, including the rd1 mouse (Stasheff 2008), the rd10

mouse (Stasheff et al. 2011; Goo et al. 2011), the CRX mouse (Soto et al. 2012; Mac-

cione et al. 2014), and the P23H rat (Sekirnjak et al. 2009). In the rd1 mouse, lack of

photoreceptor input results in the AII amacrine cells becoming tonically hyperpolarised,

revealing intrinsic, low-frequency (~10Hz) oscillations in these cells (Choi et al. 2014) that

then spread via gap junctions through the AII-ON bipolar cell network (Menzler and Zeck

2011; Trenholm et al. 2012), resulting in RGC bursting. Similar oscillations are observed

in wild-type mouse after blocking photoreceptor to bipolar cell synapses (Trenholm et al.

2012; Choi et al. 2014). Oscillations in the rd10 mouse are slightly lower frequency than

the rd1 but are pharmacologically similar (Biswas et al. 2014), suggesting a similar un-

derlying mechanism. In summary, low frequency oscillations and increased spontaneous

RGC firing are found in numerous mouse models of photoreceptor dystrophy and appear

to share are common origin.

As a result, any signal delivered prosthetically may be more difficult to distinguish against

this background of higher and more bursty spontaneous firing of RGCs in the degener-

ate retina. Recently, Toychiev et al. (2013) demonstrated that blocking this pathological

spontaneous activity with the gap junction blocker meclofenamic acid (MFA) improves

the signal-to-noise ratio (SNR) of surviving photoreceptor responses and responses to

electrical stimulation in the rd10 mouse retina (Toychiev et al. 2013; Ivanova et al. 2015).

Here, I set out to determine if the same principle works in other models of retinal de-

generation, specifically the fast-degenerating rd1 model, and for optogenetic stimulation.

Additionally, Toychiev et al. (2013) considered only responses to full-field illumination,

so I sought to investigate the effects of reducing spontaneous activity on responses to

spatiotemporally patterned stimulation using a novel 256-pixel microLED (μLED) array

(Grossman et al. 2010; Al-Atabany et al. 2013). Finally, I tested a number of drugs with

different mechanisms of action to ascertain whether specific blockade of gap-junctions is

sufficient and necessary to block these pathological oscillations or whether general reduc-

tion in spontaneous activity can achieve the same results.
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4.2 Specific Methods

4.2.1 Drugs

I used three drugs in the experiments presented here. MFA is a gap-junction blocker (Pan

et al. 2007; Veruki and Hartveit 2009) that has previously been shown to improve SNR of

light and electrical responses of RGCs in dystrophic retinas (Toychiev et al. 2013; Ivanova

et al. 2015). Flupirtine is a Kv7 potassium channel opener (Martire et al. 2004; Wladyka

and Kunze 2006; Yeung et al. 2007) that has recently been shown to block spontaneous

activity in degenerate retinas by dampening intrinsic oscillations in the AII amacrine

cell (Trenholm et al. 2012; Choi et al. 2014). MFA also affects the same potassium

channel (Peretz et al. 2005; Yeung et al. 2007), so I also tested a second gap-junction

blocker, 18-β-glycyrrhetinic acid (18BGA) (Davidson et al. 1986; Pan et al. 2007; Sun

et al. 2008; Syed et al. 2004), that to the best of my knowledge has no effect on the Kv7

channel. Both 18BGA and the closely related compound carbenoxolone have been shown

to dampen rd1 spontaneous activity (Menzler and Zeck 2011; Trenholm et al. 2012).

MFA and 18βGA were purchased from Sigma-Aldrich (St Louis, USA); Flu from Abcam

(Cambridge, UK). I took recordings in control conditions, once at each drug concentration

(10, 20, 40 and 80μM) and again after washout. I added drugs to the perfusing aCSF,

maintaining separate reservoirs for each drug concentration. I allowed 30-45 for the drug

to take effect after each increase in concentration and I waited between 1 and 3 hours

after applying the final drug concentration for the drug to wash out. Only one drug was

used on any given retina.

4.2.2 Quantification of Oscillations and Spontaneous Activity

I recorded five minutes of spontaneous activity before the first stimulation recording at

each drug concentration. To analyse LFP oscillations, I imported raw MC Rack data into

Matlab (The MathWorks, Natick, USA) using the FIND toolbox. I extracted roughly

one minute of data (specifically 83.88 seconds, i.e the number of samples (221 = 2097152)

equal to the next integer power of two greater than one minute of recording at 25kHz)

from the middle of each spontaneous activity recording to compute the power spectrum

on each channel. To quantify oscillation strength, I calculated the area under the peak of
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the power spectrum over the full width at half maximum, then normalised the oscillation

strength on each channel at each concentration by dividing by the oscillation strength in

control conditions. To compare retinas, I took the median value over all channels for each

retina.

To analyse spontaneous firing, I extracted spikes from each spontaneous activity recording

as described in section 2.3.1. I counted all spikes fired on each channel during each

recording, without sorting spikes into units. I normalised the spontaneous firing rates as

a function of drug concentration and averaged within each retina exactly as for oscillation

strength, except that I necessarily excluded channels on which no spikes were detected in

control conditions.

4.2.3 Optogenetic Stimulation Using MicroLED Arrays

I presented stimuli using a custom-made, 256-pixel, Gallium Nitride microLED (μLED)

array (Grossman et al. 2010; Al-Atabany et al. 2013) developed by Pleun Maskaant of the

Tyndall National Institute. Stimuli were controlled using custom software I wrote in C] to

communicate with an mbed control interface developed by Kamyar Mehran. Light from

the μLED array entered through the camera port of an Olympus IX-71 inverted microscope

(Olympus, Tokyo, Japan) and was projected through a 2X objective, which I used to focus

the image of the array onto the RGC layer. Each pixel covered an area of approximately

62.5μm on the retina and hence the whole array covered an area of roughly 1mm2. Before

the first recording from each retina, I positioned the array so as to cover either the

central 6×6 electrodes or the set of electrodes showing the strongest electrophysiological

activity. I made no attempt to block surviving photoreceptor responses. All retinas used

in this chapter were from mice aged P93-175; at these ages virtually all rods are dead

(Carter-Dawson et al. 1978) and the few surviving cones are morphologically degenerated

and unlikely to be capable of normal light responses (Lin et al. 2009). Accordingly, in

one experiment using a plain rd1 mouse, I saw no responses to stimulation with the

μLED array (data not shown). Hence I assumed all light responses seen in this chapter

to be ChR2 mediated (in all cases they were too fast and transient to be mediated by

melanopsin). For a more detailed discussion, see section 2.1.
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4.2.4 Stimuli

I used three sets of stimuli in this chapter: full-field flashes with durations of 5, 10, 25,

50, 75 or 100 ms presented every 2 seconds; flashing squares of 1×1, 2×2 or 4×4 pixels

presented for 100ms each; and bars of width 2 pixels moving in the 8 cardinal and ordinal

compass directions at speeds of one pixel every 50 or 100ms (1250μm/s or 625μm/s)

presented every 4 seconds. I presented all stimuli in control conditions and at the highest

drug concentration. Additionally, I presented the full-field flashes at all intermediate drug

concentrations and again after washout. Each set of stimuli at a given drug concentration

was presented in randomised blocks: 20 blocks for the full-fields and 10 blocks each for the

flashing squares and moving bars. Using a Newport 1918-R optical power meter (Newport

Spectra-Physics Ltd, Didcot, UK) equipped with a Newport 818-UV/DB photodiode, I

measured the total power transmitted from the μLED array to the retina as 25.5μW .

Averaged over the entire (approximately 1mm2) image this corresponds to an irradiance

of 25.5μW/mm2. In practice due to the separation between individual LEDs there will be

regions of zero irradiance and regions of higher irradiance (equal to the average irradiance

divided by the fill factor). In one experiment, I accidentally set the power output to

21.0μW, but the results from this experiment were not qualitatively different from the

rest and so I included them in all analyses presented here. Despite the high irradiance,

the μLEDs did not appear to induce photoelectric artefacts on ITO MEAs, as I never

observed any when shining the LEDs onto empty MEAs nor on electrophysiologically

quiet channels when stimulating retinas. (By contrast, during experiments conducted as

part of my Master of Research degree, I did notice photoelectric artefacts when projecting

light from an arc lamp onto empty MEAs with titanium nitride electrode contacts and

tracks.)

Detecting Optogenetically Responsive Cells. All the analyses of optogenetic responses

described below used spike sorted data, where I performed spike sorting as in section 2.3.1.

Not all RGCs in these retinas express ChR2, so I used responses to the longest-duration

full-field flashes to detect RGCs that responded to optogenetic stimulation. First, I boot-

strapped a spontaneous firing distribution by dividing the 1 second periods before each
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flash into 100ms bins (equal to the length of the longest flash), computing the median

number of spikes in 10 randomly selected bins and repeating this procedure 10000 times.

I used this distribution to assign one-sided p-value to the median number of spikes fired

by a cell in response to 100ms flashes, under the null hypothesis that the cell does not

respond to stimulation. I took those cells within a recording having p < 0.05 after

false-discovery rate correction (Yoav and Hochberg 1995) as responsive. To avoid double-

dipping (Kriegeskorte et al. 2009), I only used odd-numbered trials of the full-field flashes

to detect responsive cells and used the even-numbered trials to calculate thresholds and

SNR (see below).

Stimulation Threshold and Signal-to-Noise Ratio. For each cell that was responsive in

both control conditions and at the highest drug concentration, I calculated the stimulation

threshold and SNR as follows. I calculated the response probability as a function of flash

duration by counting the number of trials on which the number of spikes fired in the 100ms

following the onset of a flash exceeded the median number of spikes fired in any 100ms

period of spontaneous activity. I fit this response probability function with a sigmoid

function using the lsqcurvefit function in Matlab:

p(t) =
1

1 + e−
t−b
a

The parameter b gives the flash duration with a 50% probability of evoking a response,

which I took as the threshold for a given cell. The SNR is commonly defined as the mean

of the signal divided by the standard deviation of the noise. The signal I am interested

in here is those spikes evoked by the μLED flash, but it is impossible to distinguish

stimulus-evoked spikes from spontaneous spikes that happened to be fired immediately

after a stimulus, hence I estimated the SNR for a given cell as

SNR =
µsignal+noise − µnoise

σnoise

Where µsignal+noise is the mean number of spikes (spontaneous and evoked) fired in the
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100ms following any even-numbered flash, µnoise is the mean number of spikes fired in any

100ms bin of spontaneous activity and σnoise is the standard deviation of the number of

spikes fired in any 100ms bin of spontaneous activity. Some RGCs in each recording only

fired immediately following a flash and so their SNR was immeasurably high: I assigned

these cells an SNR of infinity.

Spike Triggered Averaging and Receptive Field Measurement. I used responses to the

2x2 and 4x4 pixel flashed squares to construct spike-triggered averages (STAs) for each

cell (the 1x1 pixel flashes were found to produce very weak responses, if any, and so

were excluded from the STA). First, I instantiated a 16×16 matrix of zeros - one entry

per μLED pixel - for each cell. For each frame of each stimulus, I counted the number

of spikes fired by that cell during presentation of that stimulus frame and added this

number to those matrix entries corresponding to the pixels that were on during that

frame. Finally, I divided each entry in the matrix by the number of stimulus frames in

which the corresponding pixel was on. I fit each spike-triggered average with a raised

two-dimensional Gaussian function using Matlab’s lsqcurvefit function:

a =
cos2 θ

2σ2
x

+
sin2 θ

2σ2
y

b = −sin 2θ

4σ2
x

+
sin 2θ

4σ2
y

c =
sin2 θ

2σ2
x

+
cos2 θ

2σ2
y

RF (x, y) = Ae−(a(x−xc)
2+2b(x−xc)(y−yc)+c(y−yc)2) +B

I then calculated the receptive field radius as the geometric mean of the semimajor and

semiminor axes of the 1-SD contour of the fitted Gaussian, i.e. r =
√
σxσy. This cor-

responds to the radius of a circle having the same area as the fitted receptive field. I

calculated the receptive field eccentricity as e =

√
1−

(
min(σx,σy)

max(σx,σy)

)2
.
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Moving Bars. To estimate the instanteous firing rate (IFR), I convolved each cell’s spike

train during the presentation of the moving bar stimuli with a one-dimensional Gaussian

function with a standard deviation of 25ms. I calculated the time to peak firing on each

trial as the time between the appearance and disappearance of the bar that the IFR

reached its maximum value, relative to bar onset. If a cell only fires when a sufficient

amount of light falls within its receptive field, this time to peak firing should provide

a reliable estimate of the point along the bar’s trajectory at which it entered the cell’s

receptive field. If the cell’s receptive field is not exactly in the middle of the array, this

will also give some information as to the direction of travel of the bar.

To quantify how well the population of optogenetically sensitive cells in a given retina

encodes stimulus direction, I trained a modified naive Bayesian classifier to determine

bar direction, as described in section 2.3.3. I took p(ri|s) as following a mixed Bernoulli-

Gaussian distribution:

p(r|s) =

 qs if r =∞

(1− qs)g(r;µs, σs) if r <∞

where r is the time to peak firing of the cell, s is the bar direction, and g(r;µs, σs) is a

Gaussian probability density function with mean µs and variance σ2
s . I estimated qs as

the number of trials with no response divided by the total number of trials and µs and

σs as the mean and standard deviation of the peak firing latency on those trials in which

the cell responded.

Statistical Analysis. All analyses presented in this chapter are non-parametric repeated

measures designs with drug concentration as the within-subjects factor, so I used the

Friedman test to analyse the effect of drug concentration. I used the different retinas as

the blocking factor except where noted in the text. Where multiple measurements were

taken from a single retina (i.e. multiple channels or multiple cells), I used the median

value for each retina in the analysis. As the Friedman test operates on ranks, infinite

SNR values were assigned the mean of the rank they would have been assigned had they

been finite, monotonically increasing values greater than any measurable SNR value. Due
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to the uneven number of retinas used for each drug for some analyses, I had to use

separate tests for each drug and so I could not make any direct statistical comparisons

between drugs (and in any case the Friedman test does not assess the significance of

between-subject effects). All p-values are reported uncorrected, but all those significant

at the p < 0.05 level remained significant after Holm-Bonferroni correction for multiple

comparisons with an α level of 0.05.

4.3 Results

4.3.1 Spontaneous Activity

Figure 4.1 shows a portion of the raw trace recorded from one channel in control conditions

and in the presence of 20μM and 80μM MFA, as well as the power spectra from this same

channel at each drug concentration. There is a clear decrease in oscillatory activity and

spontaneous firing as the drug concentration increases. This pattern held across all retinas

for all three drugs tested. Each drug significantly reduced the strength of LFP oscillations

(Friedman test: 18BGA n = 7, p = 2.5 × 10−5; Flu n = 7, p = 0.0001; MFA n = 7, p =

6× 10−6) and spontaneous RGC firing (Friedman test: 18BGA n = 7, p = 1.1× 10−5; Flu

n = 7, p = 6× 10−6; MFA n = 7, p = 1.5× 10−5). Figure 4.2 shows the effect of each drug

on oscillation strength and spontaneous firing rate relative to control conditions averaged

across all recorded channels for all retinas. Flu has a stronger effect at low concentrations,

consistent with a previous study showing that 10μM Flu blocks spontaneous activity (Choi

et al. 2014), but for all three drugs spontaneous firing is almost completely abolished at

80μM. There is substantial recovery of oscillations and spontaneous firing after washout

of Flu and MFA, consistent with previous reports (Menzler and Zeck 2011; Trenholm

et al. 2012; Choi et al. 2014), but not with 18BGA, the effects of which are known to be

irreversible at concentrations above 75μM (Rozental et al. 2001).

4.3.2 ChR2 Responsiveness and Signal-to-Noise Ratio

Lowering spontaneous activity has the potential to improve SNR, but not if it comes at

the expense of the ability to stimulate RGCs optogenetically. Figure 4.3 shows the number

of cells that respond to the longest full-field μLED array flash at each drug concentration,

relative to control conditions. All three drugs significantly affected the number of respon-
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Figure 4.1: A-C: raw electrode trace on one channel for an example retina in control
conditions (A), with 20μM MFA (B), and with 80μM MFA (C). Note the decrease in both
oscillations and level of spontaneous firing as the drug concentration increases. D: power
spectra recorded on the same channel in control conditions, at each drug concentration,
and after washout. Notice the overall decrease in LFP power as the drug concentration
increases and the recovery upon washout.
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Figure 4.2: A: Spontaneous firing rate as a percentage of control conditions for each
concentration of all three drugs, averaged over all channels with recorded spikes and all
retinas. B: Oscillation strength as a percentage of control conditions for each concentration
of all three drugs, averaged over all recorded channels and all retinas. For both figures,
error bars show the interquartile range (IQR).
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Figure 4.3: Number of cells responding to the longest μLED array flash at each drug
concentration as a percentage of control conditions, averaged over all retinas.
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Figure 4.4: Threshold flash duration for optogenetically sensitive cells at each drug con-
centration as a percentage of control conditions. Data points are median over all retinas
of the median threshold of all cells that respond in both control conditions and at 80μM
drug. Error bars are IQR for all retinas.
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sive cells (18BGA n = 7, p = 0.0037; Flu n = 7, p = 0.0019; MFA n = 7, p = 0.0058).

18BGA and Flu both caused a dose-dependent decrease in the number of responsive

cells (in one experiment for each, there were no responding cells left at 80μM and so

these experiments were excluded from the threshold and SNR analyses). The pattern for

MFA is more complicated: at most concentrations, the number of responsive cells was

similar to control conditions, but the number of responsive cells appears to increase at

40μM before returning to baseline at 80μM. Figure 4.4 shows the response thresholds for

those cells that responded to optogenetic stimulation in both control conditions and at

the highest drug concentration, relative to control conditions. All three drugs appear to

cause a dose-dependent increase in stimulation thresholds (18BGA n = 6, p = 0.0097; Flu

n = 6, p = 0.0002; MFA n = 7, p = 0.0087). Taken together, these results suggest that

18BGA and Flu hinder optogenetic stimulation of RGCs, whereas MFA has a mixed ef-

fect, increasing the number of responsive cells at the expense of increasing the stimulation

threshold.

Figure 4.5 shows raster plots and PSTHs from an example cell in response to the longest

flash in control conditions and at the highest drug concentration. It is very difficult

to distinguish the cell’s response from the high level of spontaneous activity in control

conditions, but the response to light is very distinct once the spontaneous activity is

abolished. Figure 4.6 shows SNR as a function of drug concentration for those cells that

responded at 0μM and 80μM drug, relative to control conditions. Cells with infinite SNR

were excluded from figure 4.6 (although they were included in statistical analyses, see

section 4.2.4). Such cells represented more than half of all responding RGCs at 80μM Flu

and MFA, so the median SNR over all retinas in these two conditions was infinity. All

three drugs significantly increased SNR (Friedman test, flash duration as blocking factor:

18BGA n = 6, p = 0.0004; Flu n = 6, p = 1.2× 10−7; MFA n = 7, p = 3.7× 10−7).

4.3.3 Spatiotemporally Patterned Stimulation

Figure 4.7 shows example STAs recovered from responses to flashing squares in control

conditions and at a drug concentration of 80μM. In both cases, a clear hotspot is ob-

served, presumably corresponding to those pixels within the cell’s receptive field, but the

surrounding pixels are slightly noisier in control conditions. This pattern was similar
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Figure 4.5: A: raster plot and PSTH of an example cell in response to 100ms full-field
μLED flashes in control conditions. The light is on between the red dotted lines. The
response is barely discernible above the background noise. B: raster plot and PSTH of
the same cell in response to the same stimulus in the presence of 80μM MFA. Note the
greatly decreased spontaneous activity.
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Figure 4.6: Signal-to-noise ratio for responses to the longest μLED array flash at each
drug concentration as a percentage of control conditions. Data points are median over
all retinas of the median SNR of all cells that respond in both control conditions and at
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across all cells for which responses to flashing squares were successfully recorded. The

median receptive field diameter was 245.2μm in control conditions and 219.8μm in the

drug condition, but this difference was not significant. In both control and drug con-

ditions the median receptive field eccentricity was around 0.5. ChR2 in these retinas is

expressed throughout the cell (figures 2.2 and 2.3, see also Thyagarajan et al. (2010)),

including soma, dendrites and axons. The size and shape of the ChR2 receptive fields is

consistent with ChR2 activation in the soma and dendrites being primarily responsible

for spike generation, rather than axonal stimulation, even though the light had to pass

through the nerve fibre layer before reaching the RGCs.

Figure 4.8 shows responses of an example cell to four directions of the moving bar stim-

ulus, in control and drug conditions. It is difficult to discern the response to the bar in

the presence of spontaneous hyperactivity, but there is a clearly distinguishable peak in

the cell’s firing when the bar enters its receptive field in the drug condition. Nevertheless,

the Bayesian classifier was modestly successful in decoding stimulus direction in control

conditions, achieving correct decoding roughly 40-70% of the time on average (figure 4.9,

blue bars). After applying the drug, the decoder performance is improved, with the clas-

sifier decoding the stimulus direction correctly 70-100% of the time on average (figure 4.9,

red bars). This difference was significant for MFA (Friedman’s test, bar speed as blocking

factor: n = 7, p = 0.0001) but not Flu (n = 7, p = 0.44) or 18BGA (n = 7, p = 0.57).
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Figure 4.7: A: spike triggered average for an example RGC in control conditions. B: spike
triggered average for the same cell in the presence of 80μM MFA. C-D: Gaussian fits to
the data in A-B. The scale bar in each panel is one μLED array pixel or approximately
62.5μm in length.
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Figure 4.8: Raster plots and PSTHs for an example RGC in response to bars moving in
the four cardinal compass directions at 625μm/s in control conditions (A-D) and in the
presence of 80μM MFA (E-H). The bar appears at the first red dotted line, sweeps across
the array, and disappears at the second red dotted line. In control conditions it is difficult
to isolate the response to the bar from the high spontaneous activity and the peak of
the PSTH is broad. After blocking the spontaneous activity it is easy to see when the
bar enters the cell’s receptive field and there is a sharp peak in the PSTH. This cell was
located fairly centrally along the Y-axis of the array, so there is little difference in time
to peak firing between bars originating in the north or south of the array (A,C,E,G), but
as the cell was located close to the east side of the array the cell fires much earlier for a
bar originating in the east (B,F) than the west (D,H).
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Figure 4.9: A: Bayesian decoder performance for responses to the 1250μm/s bars in control
conditions (blue bars) and in the presence of 80μM of each drug (red bars). Decoder
performance is much higher in the presence of the drug. Dotted line indicates chance
level performance. B: the same plot for the 625μm/s bars. For both panels, data points
are medians over all retinas and error bars are IQRs.
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4.4 Discussion

4.4.1 Blocking spontaneous activity improves SNR regardless of the the

mechanism of action

It has been shown recently that blocking spontaneous activity with MFA improves the

SNR of residual photoreceptor responses and responses to electrical stimulation in the rd10

mouse (Toychiev et al. 2013; Ivanova et al. 2015). My results show that this principle also

holds for optogenetic stimulation in the rd1 mouse. Spontaneous activity in degenerate

retinas is believed to originate in the AII amacrine cell (Trenholm et al. 2012; Choi et

al. 2014) and propagate through the retinal network via gap junction coupling between

AII amacrine cells and other cell types, such as ON-cone bipolar cells (Menzler and Zeck

2011; Trenholm et al. 2012; Yee et al. 2012). These oscillations can be strengthened or

dampened by altering the potassium conductance of AII cells (Choi et al. 2014), and

prevented from spreading by blocking gap junctions (Menzler and Zeck 2011; Trenholm

et al. 2012; Toychiev et al. 2013; Biswas et al. 2014).

MFA is both a gap-junction blocker (Pan et al. 2007) and a modulator of Kv7 potassium

channels (Peretz et al. 2005; Yeung et al. 2007), so it is not clear which of these mech-

anisms is responsible for its effects on spontaneous hyperactivity. In principle, it should

not matter for improving SNR, but to confirm this I tested two additional drugs: Flu,

which is a powerful Kv7 potassium channel opener (Martire et al. 2004; Wladyka and

Kunze 2006; Yeung et al. 2007) that has recently been shown to block rd1 spontaneous

activity (Choi et al. 2014); and 18BGA, another gap junction blocker (Davidson et al.

1986). As expected, all three drugs significantly reduced spontaneous firing and improved

the SNR of optogenetic responses, at least for those cells that were still sensitive to ChR2

stimulation. These results demonstrate that being able to suppress the pathological spon-

taneous activity, rather than the specific approach to do so, is the key requisite to enhance

the SNR during electrical or optogenetic stimulation. In principle, any other means of

blocking spontaneous activity, for example blocking synaptic input onto RGCs (Biswas

et al. 2014; Borowska et al. 2011; Menzler and Zeck 2011; Trenholm et al. 2012), should

also improve the SNR of optogenetic responses, although I have not tested this.
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4.4.2 Effects on Stimulation Efficiency of ChR2 RGCs

Increasing the SNR of individual cells by decreasing spontaneous activity may not lead

to improved prosthetic signal transmission through the retina if the method of decreasing

spontaneous activity also leads to fewer cells responding to stimulation. Hence, I measured

the number of cells responding to stimulation and their stimulation threshold as a function

of drug concentration. Both 18BGA and Flu appear to lead to a dose-dependent decrease

in the number of cells responding and an increase in stimulation thresholds. In the case

of Flu, this may be because it acts by increasing the conductance of the Kv7 potassium

channel (Peretz et al. 2005; Yeung et al. 2007; Choi et al. 2014). If these potassium

channels are present on RGCs, application of Flu could lead to a lower resting membrane

potential and a decrease in excitability, which would explain the observed effects. This

is consistent with the result in chapter 5 that increasing RGC excitability by raising the

extracellular potassium concentration increases the number of optogenetically responsive

cells. Why 18BGA should also increase stimulation thresholds is not clear, but as well as

blocking gap junctions it affects a number of other ion channels (Juszczak and Swiergiel

2009; Rozental et al. 2001) and possibly one of these effects is responsible for the increase in

thresholds. 18BGA is also apparently cytotoxic at concentrations above 75μM (Rozental

et al. 2001), although this would not explain the dose-dependent increase in thresholds.

MFA has mixed effects on stimulation efficiency of ChR2-expressing RGCs. Like 18BGA

and Flu, it increases thresholds in a dose-dependent manner, but at 40μM it increases

the total number of cells with detectable responses. At this concentration, the threshold

increase is modest (median 150% of control) and therefore moderate concentrations of

MFA (similar to those used by Toychiev et al. (2013)) seem to offer the best trade-off

between improving SNR by decreasing spontaneous activity and not hindering ChR2

stimulation too badly.

4.4.3 Spatiotemporally Patterned Stimulation of Optogenetically Sensitive

Retinas

The above analyses concern responses to wide-field, spatially homogenous flashes, which

are not particularly perceptually interesting stimuli. Most visual tasks involve discerning
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information from a scene in which the pattern of light is varying in both space and time.

Hence I also investigated, for the first time, the effects of decreasing spontaneous activity

on spatiotemporally patterned optogenetic stimulation.

First, I mapped the receptive fields of ChR2-sensitive RGCs using spike-triggered av-

eraging, or reverse correlation, of responses to small (2x2 or 4x4 pixels), brief flashes.

Limitations of the stimulation device prevented the use of more typical reverse correla-

tion stimuli, such as white noise (Chichilnisky 2001), but nonetheless I was able to capture

clear receptive fields in both control conditions and after blockade of spontaneous activity.

The similarity of the recovered receptive fields in both conditions is more likely a testa-

ment to power of reverse correlation as a technique than evidence against the hypothesis

that blocking spontaneous activity improves prosthetic responses. The recovered recep-

tive fields were unipolar (as expected, since ChR2 is purely excitatory), slightly elliptical,

and had an average diameter of 200-250μm, which is on par with typical RGC dendritic

arbor sizes (Sun et al. 2002). This is unsurprising: expression of ChR2 in the RGCs of

this particular mouse line is throughout the cell membrane, including soma, dendrites and

axons (figures 2.2 and 2.3; see also Thyagarajan et al. (2010)). One would thus expect the

amount of depolarisation caused by ChR2 stimulation to be proportional to the total cell

surface area covered by the light stimulus, hence the response would be strongest when

the light covers the soma and dendrites.

In terms of assessing the effect of spontaneous activity on prosthetic vision, a more impor-

tant question to ask is how well does the RGC population encode stimulus features after

blockade of spontaneous activity compared to control conditions. Bayesian decoding has

been established as a useful framework for assessing the performance of different retinal

coding strategies (Jacobs et al. 2009) and comparing them to behavioural performance.

Here I use it to ask a slightly different question: assuming a fixed coding strategy, how

well does the retina encode stimulus properties in different conditions? As an example, I

chose decoding motion direction of a moving bar. Given that all ChR2 RGCs can encode

is the amount of light falling in their receptive field, the most natural coding strategy for

determining motion direction is the latency of each cell relative to the stimulus: those cells

whose receptive field the bar enters first will fire most strongly earlier than those whose
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receptive field the bar enters later. Under this strategy, the retina did indeed encode

motion direction better when there was less spontaneous activity, confirming that this

strategy improves encoding of spatiotemporal stimulus information. This improvement

was statistically significant for MFA, but not 18BGA or Flu. A possible explanation for

this is the reduction in optogenetically responsive cells at high concentrations of the latter

two drugs: having more cells with less distinct responses might encode visual informa-

tion just as well as a few cells with very sharp responses. Flupirtine is effective at lower

concentrations than 18BGA or MFA (figure 4.6; see also Choi et al. (2014)), so in one

experiment I recorded moving bar responses at 0μM and 20μM Flu, but despite vastly

reduced spontaneous activity, the decoder performance was virtually identical (data not

shown).

4.4.4 Implications for Treatment of Retinal Degenerations

This study adds more evidence to the idea that reducing spontaneous hyperactivity in

degenerate retinas could potentially improve the quality of vision returned by retinal

prosthetics and that this is a worthwhile avenue to pursue in the search for improved

treatments for retinal dystrophies such as RP. Further, by investigating a number of

drugs I have provided information as to the best choice of drug if a pharmacological

strategy is chosen to reduce spontaneous activity in retinal prosthetic patients (but see

chapter 6). Flu is an analgesic, anticonvulsant, and muscle relaxant that is currently be-

ing investigated for possible neuroprotective effects (Friedel and Fitton 1993; Klawe and

Maschke 2009; Szelenyi 2013); MFA is a non-steroidal anti-inflammatory drug and anal-

gesic (Juszczak and Swiergiel 2009); and 18BGA is a flavouring agent derived from licorice

(Asl and Hosseinzadeh 2008). Thus all three drugs are at least safe for human consump-

tion and, in the case of Flu and MFA, already clinically approved drugs. However, given

the apparent negative effects of 18BGA and Flu on ChR2 stimulation, MFA is probably

the best candidate, at least where optogenetic retinal prostheses are concerned. There is

some evidence that MFA is retinotoxic (Sun et al. 2013), but only at concentrations much

higher than those used in this study. In particular, concentrations of around 40-50μM

seem to be effective at improving prosthetically-evoked responses without adverse effects

either on optogenetic stimulation or the retina itself.
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4.4.5 Conclusions

I have demonstrated that reducing spontaneous activity works as a strategy to improve

the quality of optogenetically-evoked retinal responses, increasing the signal-to-noise ratio

of optogenetic responses and improving the ability to determine stimulus properties from

RGC firing. Morever, of the drugs tested so far, I have shown that MFA is the most

promising in terms of decreasing spontaneous activity without hampering optogenetic

stimulation. This provides important information and guidance for future research into

improving the quality of vision returned by retinal prosthetics.
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Chapter 5. Improving Optogenetic Responses by Dampening

Spontaneous Activity

5.1 Introduction

In chapter 4, I demonstrated that reducing spontaneous RGC hyperactivity improves the

SNR of RGC responses to optogenetic stimulation in the rd1 model of retinitis pigmentosa

(RP). A variety of drugs had the same effect, but this came at the expense of increased

stimulation thresholds and, with the exception of moderate (40μM) concentrations of

meclofenamic acid (MFA), reduction in the total number of responding cells. This is

consistent with the results of Toychiev et al. (2013) and Ivanova et al. (2015), who found

that 50μM MFA improved RGC responses to stimulation of residual photoreceptors and

electrical stimulation in the rd10 mouse. Further, I demonstrated that, in the specific

case of decoding direction of a moving bar from RGC population responses using latency

coding, blocking spontaneous activity with MFA (but not other drugs) improves the

amount of information in optogenetic responses.

The logical extension of these results is to ask whether they extend to other stimulus

classes. In particular, I decided to focus on stimuli inspired by those typically used to

assess vision in the clinic and in vision research. For example, one standard method for

testing visual acuity is the logMAR chart (Bailey and Lovie 1976); and discrimination of

gratings from a flat background, pioneered by Arden and Jacobson (1978), is a popular

method for testing contrast sensitivity. Applying such tests in-vitro facilitates comparison

with current clinical trials of electrical prostheses that make use of similar tests, for

example visual tests used by Stingl et al. (2015) included Landolt Cs, and both Stingl

et al. (2015) and Ho et al. (2015) also included gratings in their visual testing. Such

tests also enable comparison with existing behaving animal tests of optogenetic retinal

prosthetic function: one popular test in such studies is optokinetic reflex testing, in which

a mouse’s head naturally tracks a drifting grating (e.g. Lagali et al. (2008), Tomita et

al. (2009, 2010), Busskamp et al. (2010), and Wyk et al. (2015)). Similarly, Cehajic-

Kapetanovic et al. (2015) used a modified open-field test in which a mouse is placed into
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a box with two halves, the sides of which were illuminated by a computer monitor, both

initially displaying a flat grey screen. When the stimulus presented in one of the halves

is changed, a significant change in the mouse’s locomotor activity indicates they have

perceived the change. Among the stimuli they used were stationary flickering gratings of

varying contrast and spatial frequency.

Although the stimuli described above would provide a useful test of whether blockade of

spontaneous hyperactivity has the potential to improve retinal prosthetic vision in prac-

tice, they cannot be employed with the μLED array used to deliver stimuli in chapter 4.

This is due to its low pixel count, which limits the spatial frequency and complexity

of stimuli, and binary pixels, which do not allow manipulation of contrast. A standard

computer monitor or projector provides much a higher resolution display with variable

contrast, at the cost of refresh rate (typically around 60Hz, whereas the μLED array

can theoretically update itself at submillisecond time scales). Unfortunately, the monitor

used in chapter 3 is almost certainly too dim to stimulate ChR2 once light losses between

monitor and MEA are taken into account. However, in the APS experiments also de-

scribed in chapter 3, the light from the projector was attenuated more than 30000-fold

using a neutral density filter in order to bring the incident light into the mesopic range for

stimulation of rods and cones in the normal retina. With less drastic light attenuation,

the APS projector might be capable of stimuluating ChR2. Thus, my aims in the exper-

iments presented in this chapter were two-fold. First, to test whether the APS projector

could successfully stimulate ChR2 and, if so, at what intensities and on what spatial and

temporal scales. Secondly, to test whether spontaneous activity blockade using MFA can

improve the spatial acuity and contrast sensitivity of optogenetic retinal responses.

5.2 Specific Methods

All recordings described in this chapter were performed by Dr Gerrit Hilgen, who also

extracted spike times and waveforms. Otherwise, the experimental design and all analysis,

including spike sorting and the analyses described below, was my own work.
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5.2.1 Visual and Optogenetic Stimuluation using a DLP Projector and Record-

ing from a Large Scale MEA

All data presented in his chapter was recorded on the APS MEA (section 2.2.2). The APS

in our lab is equipped with a lightCrafter DLP projector (Texas Instruments, Dallas, TX,

USA) and a custom optomechanical setup to facilitate focusing the light from the pro-

jector onto the MEA. This projector system provides 664x664 pixels of spatiotemporally

patterned stimulation over the area of the MEA with 4μm spatial resolution, a refresh

rate of 60Hz, and full, independent control over the brightness and colour of each pixel.

Stimuli are controlled with custom software to allow presentation of sequences of stimuli

with microsecond temporal precision; this software also enables synchronising stimulation

and recording by means of TTL pulses delivered to the analogue input of the Biocam

(MEA amplifier) every time the display updates.

The projector is also very bright, with a maximum irradiance on the MEA of 0.13W/cm2.

Unfortunately, as the MEA is made of silicon and lacks a light-shielding metal layer, inci-

dent light causes a photoelectric artefact that, at high intensities, can saturate the ampli-

fier. This limits the brightness of the light that can be used while reliably recording RGC

activity. In practice, attenuating the light from the projector with neutral density filters

in the range ND 1.9 (irradiance 1.65mW/cm2) to ND 2.2 (irradiance 0.87mW/cm2)—

depending on the spatial extent of the stimulus—allows most spikes to be recorded while

keeping the artefact manageable. On most channels, the artefact takes the form of a

negative boxcar function with a height that varies with the stimulus intensity and width

corresponding to the length of the stimulus. On some channels the amplifier temporarily

saturates during the stimulus, but such periods are few and brief.

There is the possibility that the negative deflection at the beginning of the artefact could

be detected as a spike1. In practice, this does not appear to present a problem. Firstly,

such artefactual spikes would have a distinct shape, similar to a time-reversed Heaviside

step, which could be easily recognised and excluded during spike sorting, but I saw no

clusters of such spikes. Secondly, if such spikes were detected and not excluded during

1Saturations are never detected as spikes because these are positive deflections but the spike detection
algorithm looks for negative voltage deflections.
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spike sorting, these would appear in the rasters as a single spike fired reliably on every trial

at time zero relative to stimulus onset. I did not see any such precisely time-locked spikes

in any of the many thousands of rasters I inspected from the datasets presented in this

chapter. Another possibility is that the increase in variance of the electrode trace around

the artefact could cause spikes to be missed. If this does happen, it does not appear to

present a serious problem, as in many cases I saw cells with a sharp, low-latency, transient

increase in firing in response to stimulation. Such responses would be less distinct if the

artefact caused the spike detection algorithm to miss spikes the beginning and the end of

the artefact. Alternatively, if the artefact caused spikes to be missed throughout its length,

then this would create spurious OFF-like responses in cells with very steady firing, as the

firing rate would appear to decrease while the stimulus was on and return to baseline when

it was turned off. Again, such responses were never observed. In summary, the artefact

does not appear to pose significant problems for spike detection or sorting. Occasionally,

the tail end of spike waveforms are corrupted by saturation periods that happen to occur

just after a spike. In most cases, Offline Sorter leaves these spikes unsorted and where it

does attempt to sort them it appears to assign them to the correct unit. Such instances are

rare, however: most channels show no such corrupted waveforms and those that do usually

only have one or two even if tens or hundreds of thousands of spikes were recorded. Thus

missed spikes due to Offline Sorter not assigning saturation-corrupted waveforms to any

unit will not serious affect the analysis. Finally, note that none of these considerations

apply to the APS recordings in chapter 3, as the much lower light intensities used for

photoreceptor stimulation in those experiments do not induce noticeable artefacts.

5.2.2 Experimental Design

Most of the experiments described in this chapter fall into one of two designs: stimulus

decoding or a simulated two-alternative forced choice (2AFC) task. All stimuli in a given

recording were presented in randomised blocks, wherein each unique stimulus is presented

exactly once in random order, before moving onto the next block. All sets of stimuli

were presented once each in control conditions and again in the presence of 40μM MFA

(allowing at least one hour for the drug to take effect). For each set of stimuli there was

a preprocessing step to detect responsive cells, similar to that used in Chapter 4.
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Detecting Responsive Cells. First, on certain trials a 250ms white or black (i.e. no stim-

ulus) full field was presented (one trial each per block in stimulus decoding experiments,

two each in 2AFC experiments). I used responses to the black stimulus to bootstrap

a spontaneous activity distribution by dividing the entire trial into 50ms bins and then

calculating the mean number of spikes in a number of randomly selected bins equal to

the number of presentations of the black stimulus. 10000 samples were taken. Next, I

constructed a PSTH with a bin width of 50ms from the responses to the white stimulus.

I excluded cells that fired on average less than one spike per trial immediately. For each

remaining cell, I assigned a one-tailed p-value to the bin with the most spikes using the

spontaneous activity distribution bootstrapped previously. Finally, I selected cells with a

Bonferroni-corrected p-value less than 0.05 as responsive.

There are a few notable differences between this procedure and the one used in chapter 4.

First, instead of one bin for the entire detection stimulus, I used multiple bins. This is

due to the increased diversity of response types observed in these experiments. Whereas

responses to the 100ms μLED flash could be accurately captured with a single bin, re-

sponses to the 250ms projector flash were more varied: from slight, sustained increases in

firing rate, to more transient bursts, or even down to single stimulus-evoked spikes. Using

a single wide bin obscures the responses of transient cells, but on the other hand, using

too narrow a bin biases the selection procedure against cells with weak but sustained re-

sponses: I chose 50ms as a compromise after manual investigation of different bin widths.

Further, using a fixed bin to evaluate responses risks missing responsive cells, as the la-

tency of responses varied considerably between cells, so I used the bin with the maximum

firing rate during stimulus presentation to assign the p-value. Finally, visual inspection of

rasters suggested the false discovery rate correction used in chapter 4 was too liberal for

recordings with many hundreds of recorded cells, so I used Bonferroni correction instead.

Stimulus Decoding Experiments. Two sets of flashed gratings and one set of flashed let-

ters were presented in a stimulus decoding paradigm. In this paradigm, the goal of the

analysis was to decode a certain property of the stimulus (target variable) from the RGC

population response while controlling for the effect of one or more other stimulus proper-

125



ties (confounding variables). Stimuli were presented in randomised blocks, once at every

level of target and confounding variables. Then, within each level of the confounding

variables, I trained a Bayesian classifier to determine which level of the target variable

was presented on each trial, as described in section 2.3.3. In all cases, I took each cell’s

response as the number of spikes fired during presentation of the stimulus, so p(ri|s) by

necessity follows a categorical distribution.

Simulated Two-Alternative Forced Choice Task. In the simulated 2AFC task paradigm,

instead of a single stimulus being presented on each trial, each trial follows this sequence:

either a stimulus or an isoluminant mask is presented for 250ms, followed by 250ms of a

black full field, then which ever of the mask or the stimulus was not presented previously

is presented for 250ms. Finally, a black full field is presented for 750ms before the next

trial begins. Otherwise, this paradigm is very similar to the stimulus decoding paradigm,

except that the target variable is which of the grating or mask was presented first and all

other stimulus properties are treated as confounders. Following Jacobs et al. (2009), the

Bayesian classifier is awarded a success on each trial if

p(grating|rg) > p(grating|rm)

where rg is the response of the RGC population to the grating and rm is the response to

the mask. (If both posteriors are equal, the classifier is awarded half a success.) Only

gratings were used in the 2AFC paradigm and, again, I took the response as the number

of spikes fired by each cell during presentation of each stimulus.

5.2.3 Stimuli

Table 5.1 details the main stimuli used in the experiments presented in this chapter. The

letters were presented as white stimuli on a black background; gratings were stationary

spatial square waves aligned to horizontal axis of the MEA. The two largest sizes of letter

were large enough to cover most of the MEA and so were presented centred. The smallest

and second smallest were presented in a 3 × 3 and 2 × 2 grid pattern, respectively, and

letter position was treated as an additional confounding variable nested in letter size.

For training the Bayesian classifier for these sizes of letter, I also divided the MEA into
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matching grids and only used cells recorded on electrodes in the corresponding grid cell

to decode letters presented in each position. The separation between letters was always

larger than the average ChR2 RGC receptive field (see chapter 4) so it was unlikely that

any cells were stimulated by multiple letters on the same trial.

Also note that in one experiment the letters were presented at a different set of sizes

(384, 576, 1056 and 1920 μm letters in a 4 × 4, 3 × 3, 2 × 2 or 1 × 1 grid), but classifier

performance for both the 384μm and 576μm letters was around chance, so I decided to

exclude those and use only the larger size letters for all subsequent experiments. Results

from the first letters experiment are not included in the results presented in this chapter.

5.2.4 Psychometric Function Fitting

I analysed the results of the the letters experiments using the Matlab toolbox psignifit

(version 2.5.6), a tool for fitting psychometric functions to nAFC data (Wichmann and Hill

2001a,b) (although I included the letters experiment in the stimulus decoding paradigm,

it can also be thought of as a 10AFC task). A psychometric function Ψ(x; Θ) gives the

performance of a subject in some task as a function of some property x of the stimulus.

Here, the ‘subject’ is the Bayesian classifier for each retina in each condition, the task

is the letters task, and x is the feature size of the letters. Θ is a parameter vector that

controls the shape of the function. psignifit uses maximum likelihood inference to fit

curves to data, which I will describe briefly here.

Maximum likelihood estimation fits curves to data by finding the set of parameters Θ̂ that

maximises the likelihood of the Θ given the data D, which is identical to the probability

of the data according to the model with those parameters:

Θ̂ = arg max
Θ

L(Θ|D) = arg max
Θ

p(D|Θ)

As an extension to this, psignifit optionally allows the user to specify prior distributions

for each parameter, which are used to weight the likelihood function. In other words, given

a set of priors p(Θ), psignifit attempts to maximise
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Stimulus Reps Property Values
Contrast Gratings
(SD)

50 Phase (0..7)π/4

Michelson Contrast 7.8%, 15.5%, 23.0%, 86.6%,
91.0%, 93.2%

Average Irradiance 0.71, 0.71, 0.71, 0.23, 0.34, 0.45
mW/cm2

Bar Width 640 μm
Frequency Gratings
(SD)

50 Phase (0..7)π/4

Bar Width 48, 192, 384, 624, 912, 1248 μm
Michelson Contrast 93.2%
Average Irradiance 0.45 mW/cm2

Sloan Letters 25 Letters C, D, H, K, N, O, R, S, V, Z
Height 576, 1056, 1632, 2304 μm
Letter Irradiance 1.65 mW/cm2

Contrast Gratings
(2AFC)

50 Phase (0..3)× π/2

Michelson Contrast 10.4%, 20.5%, 30.9%, 40.6%,
50.6%, 60.04%

Average Irradiance 0.53 mW/cm2

Bar Width 640 μm
Frequency Gratings
(2AFC)

50 Phase (0..3)π/2

Bar Width 48, 192, 384, 624, 912, 1248 μm
Michelson Contrast 60.04%
Average Irradiance 0.54 mW/cm2

Table 5.1: Stimulus properties for the main stimuli used in the experiments in this chap-
ter. Bolded property value names represent the target variable for stimulus decoding
experiments. Note that for the 2AFC stimuli, the number of repetitions listed includes
both grating-first and mask-first conditions. Also note that irradiance and contrast can-
not be separated: where multiple values are listed for both, gratings of each contrast
were presented at the corresponding irradiance, not at every possible contrast × irradi-
ance pair. Reps = repetitions, SD = stimulus decoding paradigm, 2AFC = simulated
two-alternative forced-choice task paradigm.
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L(Θ|D)p(Θ) = p(D|Θ)p(Θ)

Although Wichmann and Hill (2001a) do not state this explicitly, this essentially turns

the maximum likelihood procedure into a Bayesian inference, as by Bayes’ rule

p(Θ|D) =
p(D|Θ)p(Θ)

p(D)

But since p(D) is the same for all Θ for a given set of data, maximising the numerator

on the right hand side maximises the whole expression. Unlike in traditional Bayesian

inference, however, psignifit only provides point estimates of the posterior distribution

p(Θ|D), whereas Bayesian inference usually attempts to estimate the posterior probabil-

ity density over a range of possible parameter values. Point estimates are fine for the

purposes for which I am attempting to fit curves to the letter performance data here (see

section 5.2.5).

Specifying priors provides two benefits over traditional maximum likelihood estimation.

First, it allows completely nonsensical values to be excluded (e.g. negative visual angles).

Second, if the user has some intuition as to which parameter values are more likely than

others, they can express this in the prior distribution. For the first purpose, psignifit

allows the user to specify the prior implicitly by providing upper and lower limits for the

parameter under consideration, in which case the prior is the uniform probability distribu-

tion within those limits; for the second, the user can specify the prior explicitly by selecting

from a limited number of standard probability distributions and specifying the necessary

parameters, or providing their own prior probability distribution programmatically.

Like many maximum likelihood methods, psignifit in fact maximises the log-likelihood

(log (L(Θ|D)p(Θ)) = logL(Θ|D) + log p(Θ)). It does so using the Nelder-Mead simplex

search algorithm (Wichmann and Hill 2001a; Press et al. 2007).

Psychometric functions in psignifit have the following form:

Ψ(x;m,w, λ, γ, α) = γ + (1− γ − λ)F (x; a, b, α)
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Where F (x) is a function that spans the range [0,1], hence Ψ(x) goes from γ to (1−γ−λ).

γ corresponds to the ‘guess rate’, i.e. the performance one would expect by chance, and

is thus fixed at 1⁄n for an nAFC task. Normally, λ is the ‘lapse rate’, i.e the rate at which

the observer misses the stimulus and is forced to guess. However, the ‘observer’ in this

case is a machine and cannot lapse. More generally, this parameter can be interpreted

as controlling the maximum possible performance, however given the limited range of

letter sizes used here, in practice this parameter is not well constrained by the data,

particularly in control conditions, so I chose to fix it at zero2, i.e. a theoretical maximum

performance of 100%. a controls the midpoint of the psychometric curve, i.e. the point

where performance is halfway between the minimum and maximum. b controls the slope

of the curve and is inversely related to the gain: as b approaches zero, the curve becomes

a step function, and as b increases the curve gets wider and shallower.

psignifit provides a variety of forms of F (x), mostly sigmoid in shape. The precise

choice of model function has little influence on the resulting parameters (Wichmann and

Hill 2001a); I chose the logistic function, which is parameterised in psignifit as follows:

F (x; a, b, α) =
1

1 + e−
x−a
b

This equation can be reparameterised in terms of the the midpoint, m, and width w, of

the sigmoid as follows:

m = a

w = F−1(1− α)− F−1(α) = 2b log

(
1

α
− 1

)

In this form, m gives the stimulus value that gives a performance halfway between the

maximum and minimum (1+0.1
2

= 55% for a 10AFC) and w gives the width of the sigmoid

as the performance above chance rises from α to 1− α, i.e. 10% to 90% if α = 0.1.

2This is why I used the older psignifit 2.5.6 and not the newer version 3.0, which among other
changes does not allow the user to fix the λ parameter.
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As stated, psignifit allows the user to optionally specify Bayesian priors to constrain

the values of each parameter of the psychometric function. For the reasons mentioned

above, I fixed λ at zero. m and w are expressed in units of degrees of visual angle, thus

values less than zero or greater than 360 are nonsensical. As such, I constrained b to lie

within in the range 0 to 2×360 log
(

1
0.1
− 1
)

= 81.9215 with a flat prior within this range.

The midpoint should be greater than zero and less than the feature size corresponding

to a letter that covers the entire retina, as one would expect performance to plateau or

even drop off once the letter no longer fits onto the retina. The mouse retina covers

approximately 160 degrees of the eyeball (Marc 2006b) and since the relevant features

for discrimination in Sloan letters are one fifth the size of the letters themselves (Sloan

1959), this corresponds to a feature size of 32 degrees. Moreover, the midpoint is likely

to be closer to the middle of this range than either of these extremes. Thus, for a I used

a Gaussian prior with mean 16°and standard deviation 8°: in other words, the midpoint

is probably somewhere in the middle of the range of plausible feature sizes and unlikely

to be less than zero degrees (mean minus 2 S.D.) or greater than 32 (mean plus 2 S.D.).

I also tested a variety of other priors, but these largely did not affect the conclusions (see

section 5.4.2).

5.2.5 Simulated LogMAR Testing

Using the results of the letter experiments and the fitted psychometric function, I derived

a visual acuity rating for each ChR2dr1 retina before and after application of MFA using a

simulated logMAR (logarithm of the Minimum Angle of Resolution) test. In a traditional

logMAR test, the patient is presented with a chart of Sloan letters, five to a row, where

each row subtends a visual angle 0.1 decadic log units smaller than the row above (visual

angles are given in minutes of arc, i.e. 1⁄60 of a degree). The patient is then asked to read

each row and given a visual acuity score V A using the following formula (Carlson and

Kurtz 2012):

V A = logMAR1 + 0.1− 0.02N

where logMAR1 is the logMAR value of the first row of letters and N is the total number

of letters correctly identified across all rows.

131



Normally, the largest letters on the chart subtend 10 minutes of arc (Bailey and Lovie

1976), i.e. a logMAR score of 1, but a ChR2rd1 mouse is likely to have worse visual acuity

than a normally sighted human. Hence, for my simulated logMAR test, I set the largest

row size to the angle subtended by the entire mouse retina (approximately 160 degrees or

9600 minutes of arc). Since the features needed to distinguish Sloan letters are one fifth

the size of the letters themselves (Sloan 1959), the features in the largest row subtend

1920 minutes of arc, corresponding to a logMAR score of about 3.3. I kept the change

in size between subsequent rows at 0.1 decadic log units. At each row size, I estimated

the number of letters ‘read’ by each retina in each condition as five times the decoder

performance (because each row has five letters), calculated using the fitted psychometric

function. The test continued until the performance dropped below one letter read, i.e.

below 20%. I then gave each retina in each condition a visual acuity score in logMAR

units using the formula above. These can be converted into a Snellen fraction S using the

formula S = 20/(20× 10V A).

5.2.6 Statistical Analysis

I tested the distribution of decoder performances for normality at each spatial frequency,

contrast or letter size tested in each condition (control or drug) using the Shapiro-Wilk

test. This test was significant (p < 0.05) in only 4 out of 56 cases (12 each for the

four sets of gratings and 8 for the letters). In other words, for the most part decoder

performances were normally distributed within each level of each stimulus in both control

and drug conditions. Hence, to test the effect of stimulus properties and drug I used

a repeated measures ANOVA with frequency, contrast or letter size (as appropriate)

and condition (control versus drug) as within-subjects factors. Degrees of freedom and

p values reported in the text are after applying the Greenhouse-Geisser correction for

violations of sphericity, but the overall pattern of results was largely the same regardless

of whether sphericity was assumed or which correction was applied (Greenhouse-Geisser,

Huynh-Feldt, or lower-bound3). Normality testing and ANOVAs were conducted in SPSS

21.

3Although with the lower-bound correction for violations of sphericity, the interaction effects for the
2AFC gratings experiments were no longer significant.
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None of fitted psychometric function parameters or estimated visual acuity scores from

the letter experiments deviated significantly from normality (Shapiro-Wilk test, p > 0.05),

so I tested differences in these values using paired t-tests.

5.3 Results

5.3.1 Successful Optogenetic Stimulation Using the APS Projector

GH successfully recorded optogenetic responses from 14 ChR2rd1 retinas and retinas from

two mice hemizygous for ChR2 under the control of the Thy1 promoter and heterozygous

for the rd1 mutation of the Pde6b gene (ChR2rd1 hetero). As the rd1 mutation is re-

cessive, the ChR2rd1 hetero mice had ChR2-expressing RGCs, functional photoreceptors

and no retinal degeneration.

First, it was necessary to confirm that the APS projector is bright enough to stimulate

ChR2 without evoking unmanageable stimulation artefacts. To do this, GH recorded

and I analysed responses to 30 repetitions of two-second full-field white flashes presented

at a rate of 0.25 Hz in two ChR2rd1 hetero mice in the absence and presence of 20μM

DNQX, an ionotropic glutamate receptor antagonist, and 20μM L-AP4, an mGluR6 ag-

onist. This cocktail of drugs blocks the photoreceptor to bipolar cell synapses, leaving

only melanopsin- and ChR2-expressing RGCs able to respond to light (but melanopsin

responses can be distinguished from ChR2 responses easily by the former’s extremely high

latency and prolonged duration compared the latter). To quantify responses to these stim-

uli, I calculated the peak firing rate of each cell in any 100ms bin during (ON responses)

or between (OFF Responses) the white flashes, divided its spontaneous firing rate. Spon-

taneous firing rates for each cell were calculated separately for each set of flashes (to

account for non-stationary firing rates) as the number of spikes fired between the end

of preceding set of stimuli and the beginning of the next, divided by the time between

stimulation runs (for the first run I used the time between the beginning of the recording

and the presentation of the first stimulus). Figure 5.1 shows the results of this analysis

for 133 RGCs (142 selected according to the method described in section 5.2.2 less 9 cells

excluded due to having zero spontaneous firing rate) recorded in a P95 ChR2rd1 hetero

mouse retina before and after photoreceptor blockade and at two different light intensities.
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Figure 5.1: Median normalised peak firing rate in any 100ms bin following a two second
white (blue) or black (red) full field flash for 133 cells recorded from a P95 ChR2rd1 hetero
mouse retina in control conditions (white background) or in the presence of DNQX and
L-AP4 (green background) at two different light intensities. Error bars are inter-quartile
range (IQR). X-axis units are decadic log units, e.g. 4.5 means the light is attenuated
roughly 31000-fold.
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Endogeneous retinal photoreceptors are extremely sensitive to light and RGC responses to

photoreceptor stimulation can be divided into ON (responses to light increment) and OFF

(light decrement) pathways. Thus, for photoreceptor stimulation, one would expect both

ON and OFF responses to light and these responses would be stronger the brighter the

light. ChR2 is relatively light insensitive and purely excitatory, so for ChR2 stimulation

one would expect to see only ON responses to bright but not to dim light and no OFF

responses at all. The pattern in figure 5.1 matches the expected pattern for photoreceptor

stimulation in control conditions and that expected for ChR2 stimulation after applying

the blockers. A very similar pattern was observed in two more retinas from a different

ChR2rd1 hetero mouse (data not shown). Thus, it appears that, at ND2.2 or an irradiance

of approximately 0.9mW/cm2, the APS projector is bright enough to excite ChR2, at least

in healthy retinas.

To confirm this was also true for blind, ChR2-expressing retinas, GH recorded and I

analysed (in the same manner as for the P95 retina) responses to the same stimulus (at

ND2.2) in a P96 ChR2rd1 retina. Figure 5.2 shows the results of this analysis for 244

cells (305 selected according to the method in section 5.2.2 less 61 excluded due to having

zero spontaneous firing) in control conditions and in the presence of 40μM MFA and at

varying K+ concentrations.

Virtually all photoreceptors should have degenerated by P96 in an rd1 retina (Carter-

Dawson et al. 1978; Lin et al. 2009), so one would expect only ChR2-mediated ON

responses in these retinas. However, there was little evidence of ON or OFF responses

in control conditions and it was difficult to discern if the retina was sensitive to ChR2

stimulation by visual inspection of the rasters. After applying 40μM MFA, which has been

shown to reduce rd1 spontaneous activity and increase the signal-to-noise ratio of ChR2

responses (chapter 4), there was very little change in the size of responses to light increase

or decrease. Thus, in an effort to improve the responsiveness of the ChR2 RGCs by

increasing membrane excitability, GH increased the extracellular potassium concentration

(from 3 to 9mM), which causes membrane depolarization. This caused a dramatic, dose-

dependent increase in normalised peak firing for ON responses, suggesting successful ChR2

stimulation. This was confirmed by visual inspection of the rasters. One example is shown
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Figure 5.2: Median normalised peak firing rate in any 100ms following a two second white
(blue bars) or black (red bars) full field flash at ND2.2 for 244 cells recorded in a P96
ChR2rd1 mouse retina in control conditions (white background) or in the presence of

40μM MFA (green background) at varying K+ concentrations. Error bars are IQR.
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in figure 5.3, although there was incredible variety in the strength and temporal pattern

of responses. Interestingly, OFF responses were also apparently improved, albeit to a

lesser extent. However, on visual inspection of all 1450 raster plots of RGC firing from

this retina between flashes, I did not observe a single response resembling anything like

a photoreceptor-mediated OFF response. Thus the apparent increase in OFF responses

figure 5.2 is not due to ChR2 stimulation but some other effect, for example increased

burstiness of low firing rate cells. Some cells showed a decrease in firing immediately

following light off (e.g. figure 5.3), but in almost all cases this was seen in cells with high

maintained firing during light on and thus likely represents suppression due to sudden

removal of ChR2-mediated excitation rather than a result of surviving cone pathways.

These results demonstrate that it is possible to evoke RGC responses optogenetically using

the APS projector, although in order to see significantly stronger and more numerous

responses, it is necessary to increase the extracellular potassium concentration above

physiological levels in the rd1 homozygous retina. As such, all data presented in the

remainder of this chapter is taken from recordings conducted with an aCSF potassium

concentration of 9mM (as opposed to the usual 3mM), where the potassium concentration

was increased after the retina had been allowed to settle onto for two hours but before

any recordings were taken. Additionally, two control experiments (not presented here)

were conducted using 3mM potassium, wherein a subset of the stimuli used in the main

experiments of this chapter were presented to the retina before and after applying MFA.

The overall pattern of results was similar to those shown below, apart from a lower number

of responsive cells.
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Figure 5.3: Raster plot and PSTH for an example RGC recorded from a P96 ChR2rd1
mouse retina in response to 2s alternating white and black full fields in the presence of
40μM (green background) with 9mM KCl. The light is on during the yellow background
and off during the grey background. There is no gap between trials: each line of the
raster follows immediately from the line below. When the light comes on, there is a
sharp, transient burst of action potentials followed by a sustained slight increase in firing.
When the light goes off, there is a brief suppression of firing followed by recovery to
baseline.
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5.3.2 Blockade of Spontaneous Activity Facilitates Decoding of Stimulus

Properties

Having established the ability to evoke RGC responses optogenetically using the APS pro-

jector, I set out to extend the results of chapter 4 using richer stimuli than are possible

using the 256 binary pixels of the μLED array. Figure 5.4 shows the average performance

of a Bayesian classifier in decoding the phase of flashed, maximum contrast gratings of

varying spatial frequency from the RGC population response. This analysis was per-

formed separately for five retinas, both in control conditions and in the presence of 40μM

MFA. There was an improvement in performance at all spatial frequencies, with the gain

being especially dramatic at low spatial frequencies. Spatial frequency (repeated measures

ANOVA: n = 5, F (1.224, 4.897) = 31.278, p = 0.002), drug (F (1, 4) = 22.936, p = 0.009)

and their interaction (F (1.585, 6.339) = 12.879, p = 0.007) all significantly affected the

decoder performance.

Figure 5.5 shows similar results when the spatial frequency of the gratings was held

constant and the contrast varied instead. Contrast was varied in two ways: in the high

contrast, low average irradiance condition, the dark bars were black and the light bars

varied from mid-grey to white, whilst in the the low contrast, high irradiance condition,

the bars were two different shades of grey. In both conditions performance was very poor

at all contrasts. Within each condition, performance seemed to increase slightly with

increasing contrasts, and there also appeared to be a slight improvement in performance

after applying MFA. Analysis of variance on these data revealed a significant effect of

contrast (repeated measures ANOVA: n = 5, sF (2.727, 10.908) = 9.976, p = 0.002)

but not drug (F (1, 4) = 1.77, p = 0.253) or the interaction between contrast and drug

(F (1.902, 7.609) = 0.423, p = 0.66).

5.3.3 Blockade of Spontaneous Activity Improves Spatial Acuity

The results above for the frequency gratings corroborate the finding from chapter 4 that

moderate concentrations of MFA improve the decoding of stimulus properties from opto-

genetic RGC responses, using a different feature (phase of a grating versus direction of a

moving bar) and code (spike count versus latency) and over a range of spatial scales. One
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Figure 5.4: Average over five retinas of Bayesian classifier performance in decoding the
phase of a flashed grating from the optogenetically-sensitive RGC population, as a function
of spatial frequency. Blue lines denote performance in control conditions and green in the
presence of 40μM MFA. Error bars are the mean over five retinas± the standard deviation.
The dotted black line denotes the performance expected by chance (12.5%).

140



7.8 15.5 23.0 86.8 91.0 93.2
0

10

20

30

40

50

60

70

80

90

100

Michelson Contrast (%)

D
e

c
o

d
e

r 
P

e
rf

o
rm

a
n

c
e

 (
%

)

 

 

Control

Drug

Chance

Figure 5.5: Average over five retinas of Bayesian classifier performance in decoding the
phase of a flashed grating from the optogenetically-sensitive RGC population as a function
of contrast. Blue lines denote performance in control conditions and green in the presence
of 40μM MFA. Error bars are the mean over five retinas ± the standard deviation. The
dotted black line denotes the performance expected by chance (12.5%).
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logical conclusion of this is that reducing spontaneous activity improves the spatial acuity

of optogenetic responses. To test this, I modified the grating experiment to simulate a

two-alternative forced choice task in which the goal was to distinguish between a grey full

field and an isoluminant grating. In each retina, before and after applying MFA, I trained

a Bayesian classifier to guess which of the two stimuli, presented in rapid succession, was

the grating.

Figure 5.6 shows the results of this experiment averaged over six retinas. Gratings were

presented at a variety of phases and spatial frequencies: the results are shown averaged

over phase (to control for uneven distribution of ChR2 responsive cells over the MEA) and

as a function of spatial frequency. The decoder performance was scarcely above chance

at all spatial frequencies in control conditions, but performance was much better after

applying 40μMFA, confirming that reducing spontaneous activity improves spatial acu-

ity. Statistical analysis showed significant effects of spatial frequency (repeated measures

ANOVA: n = 6, F (2.613, 13.066) = 23.1, p < 0.001), drug (F (1, 5) = 79.87, p < 0.001)

and their interaction (F (2.052, 10.258) = 4.255, p = 0.044) on decoder performance.

As another test of this, I also trained a Bayesian classifier to identify the ten Sloan letters,

commonly used in optometry to measure patients’ spatial acuity, from optogenetically

evoked RGC population responses. The results are shown in figure 5.7. The pattern

is very similar to that for the gratings: in control conditions, performance was poor

for all but the largest letters and even for these the average performance was 30%, but

after applying 40μMFA, the performance was higher at all sizes and over 80% on average

for the largest letters. The effects of letter size (repeated measures ANOVA: n = 7,

F (1.497, 8.983) = 128.743, p < 0.001) and drug (F (1, 6) = 75.885, p < 0.001) on decoder

performance, as well as their interaction (F (1.672, 10.033) = 48.519, p < 0.001), were all

highly significant.

To estimate visual acuity more directly, I fit the performance of the letter decoder as

a function of feature size with a logistic function for each retina in each condition (see

section 5.2.4). Table 5.2 gives the parameters of the fitted sigmoids. After applying

MFA, the midpoint of the performance function was at a significantly lower feature size

(paired t-test: n = 7, mean ± S.D. control = 17.05 ± 1.18, drug = 11.15 ± 1.66, t(6) =
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Figure 5.6: Average over four phases and six retinas of Bayesian classifier performance
in distinguishing flashed gratings from an isoluminant mask using the optogenetically-
sensitive RGC population response, as a function of spatial frequency. Blue lines denote
performance in control conditions and green in the presence of 40μM MFA. Error bars are
the mean ± the standard deviation between retinas. The dotted black line denotes the
performance expected by chance (50%).

143



3.84 7.04 10.88 15.36
0

10

20

30

40

50

60

70

80

90

100

Feature Size (degrees of visual angle)

D
e

c
o

d
e

r 
P

e
rf

o
rm

a
n

c
e

 (
%

)

 

 

Control

Drug

Chance

Figure 5.7: Average over seven retinas of Bayesian classifier performance in identifying
flashed Sloan letters using the optogenetically-sensitive RGC population response, as a
function of feature size. Feature size is the size of the features needed to distinguish one
letter from another, i.e. one-fifth the height of the letter. Blue lines denote performance
in control conditions and green in the presence of 40μM MFA. Error bars are the mean ±
the standard deviation between retinas. The dotted black line denotes the performance
expected by chance (10%).
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Control MFA
Retina m w V A S m w V A S
1 15.98 5.51 3.03 20/21660 11.94 10.28 2.88 20/15087
2 15.91 0.92 3.00 20/20110 10.11 10.05 2.80 20/12625
3 17.77 7.78 3.07 20/23599 11.79 9.53 2.87 20/14933
4 18.59 10.97 3.09 20/24629 9.68 8.00 2.78 20/12177
5 15.76 1.94 3.01 20/20475 10.39 8.95 2.81 20/12892
6 18.20 9.52 3.08 20/24149 9.83 9.78 2.77 20/11794
7 17.16 8.81 3.04 20/22031 14.31 12.47 2.96 20/18293
Mean 17.05 6.49 3.05 20/22318 11.15 9.87 2.84 20/13972
S.D. 1.18 3.85 0.03 - 1.66 1.38 0.07 -

Table 5.2: Parameters for the logistic function fit to the decoder performance data from
the letters task for each retina in control conditions and after application of 40μM MFA.
m = midpoint of the function in degrees of visual angle (halfway between chance and
maximum performance), w = width of the function in degrees of visual angle as it rises
from 10% to 90% of the maximum performance above chance, V A = estimated visual
acuity score in logMAR units (see section 5.2.5), S = estimated visual acuity score as a
Snellen fraction (20/20 corresponds to normal human vision). S.D. = standard deviation.
Mean S values are calculated from the mean V A scores and so standard deviations are
not reported.

7.66, p = 5.8 × 10−6). The width of the psychometric function was significantly larger

on average after applying MFA (mean ± S.D. control = 6.49± 3.85, drug = 9.87± 1.38,

t(6) = −2.18, p = 0.0498), in other words the gain was lower, although this finding should

be treated with caution given the lack of constraint on this parameter due to the low

performance in control conditions (section 5.4.2).

Additionally, I used the fitted performance function to estimate the visual acuity of each

retina before and after MFA using a simulated logMAR test (see section 5.2.5). The

results of this test are also shown in table 5.2. The average visual acuity was significantly

better (smaller logMAR score) after application of MFA (paired t-test: n = 7, mean

± S.D. control = 3.05 ± 0.03, drug = 2.84 ± 0.07, t(6) = 7.22, p = 1.1 × 10−5). This

corresponds to a 23.5% improvement in visual acuity on average.

5.3.4 Blockade of Spontaneous Activity Improves Contrast Sensitivity

Finally, I decided to test if the same approach could improve contrast sensitivity as well as

spatial acuity. Using the same simulated 2AFC task design, I trained a Bayesian decoder

to distinguish flashed gratings of varying contrast from an isoluminant mask. Unlike in the

previous contrast gratings experiment, I held the average irradiance constant and varied
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the contrast linearly over the range 10% to 60%. To avoid the poor performance seen

in the previous contrast grating experiments, the value I chose for the average irradiance

was deliberately set to one I found reliably evoked ChR2 responses from many RGCs in

preliminary experiments. This value was brighter than 50% grey, hence why I was not

able to reach the projector’s maximum contrast of ~93%.

Figure 5.8 shows the results of these experiments. Decoder performance was significantly

affected by contrast (repeated measures ANOVA: n = 5, F (1.6, 6.401) = 50.943, p <

0.001), drug (F (1, 4) = 13.022, p = 0.023) and their interaction (F (2.070, 8.279) = 7.354,

p = 0.014). However, the pattern is slightly more complicated than for the frequency

gratings or the letters. In both control and drug conditions, there appears to be a similar

threshold at which performance increases above chance, and above this threshold the

performance was higher in the presence of MFA. However, counter-intuitively, performance

peaked just above this threshold and then dropped off again as contrast increased. Possible

reasons for this are discussed in section 5.4.1.
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Figure 5.8: Average over four phases and six retinas of Bayesian classifier performance
in distinguishing flashed gratings from an isoluminant mask using the optogenetically-
sensitive RGC population response, as a function of contrast. Blue lines denote per-
formance in control conditions and green in the presence of 40μM MFA. Error bars are
the mean ± the standard deviation between retinas. The dotted black line denotes the
performance expected by chance (50%).
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5.4 Discussion

The above results demonstrate that, in line with the results in chapter 4 and those of

Toychiev et al. (2013) and Ivanova et al. (2015), blocking spontaneous pathological oscil-

latory activity in dystrophic retinas with MFA improves prosthetic responses to a variety

of stimuli across a range of spatial scales and contrasts. Further, the results from the

2AFC frequency grating and letters experiments show this results in an improvement in

spatial acuity. The results from the two sets of contrast gratings experiments are slightly

more equivocal and harder to interpret, but at certain combinations of irradiance and

contrast there is a clear improvement in the information content of optogenetic retinal

responses after application of MFA.

As noted in section 5.3.1, the main experiments in this chapter were conducted with a

much higher than usual circulating potassium concentration (9mM as opposed to 3mM).

This was done to increase the excitability of the RGCs and thus increase the number of

cells with detectable responses. I do not believe this affects the strength of the conclusions

from these data for two reasons. First, both control and MFA recordings were taken at this

higher potassium concentration. Hence, the only difference between the two conditions is

the absence or presence of MFA4, hence any differences are due to the MFA and not the

increased potassium concentration. Secondly, increasing the potassium concentration also

exacerbates the spontaneous activity, so the number of responsive cells increases but their

signal-to-noise ratios may in fact decrease, hence it is not immediately obvious that higher

potassium should improve the quality of the responses in and of itself. Finally, two similar

experiments were conducted with 3mM potassium and, apart from fewer responsive cells

overall, the pattern of results in these experiments was similar to that seen above. Thus,

the conclusions drawn from the data presented in this chapter still hold, regardless of the

unusual recording conditions.

For the remainder of this chapter, I shall first discuss possible explanations for the contrast

gratings data and the robustness of the results from the letter experiments, then conclude

4Also the time of the recording, but both rd1 spontaneous activity and ChR2 responses are stable
over several hours. Moreover, due to the difficulties in washing out MFA (see chapter 4), this was the
only practical way to conduct these experiments.
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by comparing the results here to results from studies of healthy mouse vision, mouse

prosthetic vision and human prosthetic vision.

5.4.1 Interaction Between Optogenetic Responses and Contrast

Figure 5.8 shows that application of MFA improves sensitivity of RGC optogenetic re-

sponses to gratings with Michelson contrasts above 30%. What is not clear, however, is

why the performance decreases as a function of contrast above this threshold. Intuitively,

one would expect higher contrast gratings to be more distinguishable than lower contrast

gratings and thus the performance should increase.

One possible way this behaviour could arise is due to the integration of ChR2-mediated

photocurrents over space when the light intensities used are, due to the limitations of

experimental setup, close to the ChR2 stimulation threshold. In particular, consider a

ChR2-expressing RGC whose receptive field contains an edge between a white and a black

bar. Further suppose that the irradiance needed to evoke an appreciable photocurrent

is just below that of the mask. At low contrasts, the mask, light bar, and dark bar all

excite ChR2 and the average irradiance over the receptive field is roughly the same for

grating and mask, so it is difficult to distinguish the two stimuli by the cell’s responses.

However, at a certain contrast, the irradiance provided by the dark bar drops below the

ChR2 threshold, so only the light bar evokes a photocurrent. If the light bar covers

less than half of the cell’s receptive field, the total irradiance provided the grating is

now significantly less than that provided by the mask. As such, the responses of the

cell to the grating are, on average, weaker than those to the mask. However, as the

contrast increases, so too does the total irradiance provided by the grating over the cell’s

receptive field, hence the responses to the grating become stronger, until they are once

again indistinguishable from those to the mask. Alternatively, if at medium contrasts the

combination of light and dark (but still above threshold) bars evokes a stronger response

than the mask, it is possible that increasing the contrast so that the irradiance of the dark

bar drops below the ChR2 threshold would weaken the grating response, again bringing

it closer to the mask response.

More concretely, suppose each ChR2 RGC is modelled as a nonlinear-linear-poisson (NLP)
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Figure 5.9: Response functions for the two model ChR RGCs. The first neuron (blue)
only responds to irradiances greater than or equal to that of the mask. The second neuron
(green) has a lower threshold and a slightly higher gain.
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cascade. The response of the ChR2 channels as a function of irradiance is modelled as

a simple rectifying nonlinearity, ChR2 photocurrents are integrated linearly over space,

and the result is used as the rate function of a Poisson process. (This is a reversal of

the standard LNP models of RGCs, but placing the nonlinear step first is justified if the

nonlinearity is assumed to arise due to the properties of the ChR2 channel, whereas in

typical RGC models the nonlinearity usually represents integration of synaptic inputs and

the linear stage represents the processing that occurs presynaptic to the RGC.) The shape

of the receptive field and the spatial distribution and weighting of ChR2 channels is left

unspecified, except that the integral of their density over the receptive field is arbitrarily

defined to be equal to unity.

For a spatially uniform stimulus (e.g. a mask) with irradiance Imask, the firing rate λ of

such a model neuron at time τ is thus given by:

λ(t) = amax(0, Imask − I0) + b

where I0 represents the ChR2 threshold, a controls the gain of the nonlinearity, and b

determines the minimum firing rate. Alternatively, if some fraction c of the receptive

field receives an irradiance of Ilight and the rest Idark (as in a grating where the edge falls

within the receptive field), the firing rate is given by:

λ(t) = a(cmax(0, Ilight − I0) + (1− c) max(0, Idark − I0)) + b

The probability of the neuron firing k spikes in the interval (a, b] is given by:

p(N(a, b] = r) =
[
∫ b
a λ(t)dt]

r

r!
e−

∫ b
a λ(t)dt

As such, the probability of the neuron firing r spikes in response to some temporally

invariant stimulus s that evokes an instantaneous firing rate λs and is presented at time

ts for a duration T is:

p(r|s) = p(N(ts, ts + T ] = r) = (λsT )r

r!
e−λsT

Recall that the performance of any decoder is bounded by the mutual information about

the stimulus in the response (Quian Quiroga and Panzeri 2009). Denoting the random

variable governing the response of an ensemble of n NLP neurons as R = {R1, ..., Rn},

one can calculate the mutual information between a random stimulus S and the neurons’
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responses as:

I(S; R) = H(R)−H(R|S)

If each neuron is statistically independent conditional on the stimulus, then:

H(R|S) =
∑
s∈S

p(s)H(R|S = s)

= −
∑
s∈S

p(s)
∑
r∈Nn

0

p(r|s) log2 p(r|s)

= −
∑
s∈S

p(s)
∑
r∈Nn

0

(
n∏
i=1

p(ri|s)

)
log2

(
n∏
i=1

p(ri|s)

)

(Where S is the set of possible stimuli, r = {r1, ..., rn}, and N0 is the set of natural

numbers including zero.) Conditional independence does not guarantee statistical inde-

pendence, but neverthelessH(R) can be calculated from the stimulus-conditional response

distributions as follows:

H(R) = −
∑
r∈Nn

0

p(r) log2 p(r)

H(R) = −
∑
r∈Nn

0

(∑
s∈S

p(s)p(r|s)

)
log2

(∑
s∈S

p(s)p(r|s)

)

H(R) = −
∑
r∈Nn

0

(∑
s∈S

p(s)

(
n∏
i=1

p(ri|s)

))
log2

(∑
s∈S

p(s)

(
n∏
i=1

p(ri|s)

))

Using the model and information formulae described above, I set out to reproduce the

observed Bayesian decoder performance on the 2AFC contrast gratings task after ap-

plication of MFA. First, I thresholded, shifted and scaled the average Bayesian decoder

performance p over all retinas in the drug condition (figure 5.8, green curve) to cover the

range [0,1]:

p′ = max(0, p− 50)/50

Thus a performance of 50% or below gives a value of 0 and 100% gives the value 1. As the
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stimulus entropy in a 2AFC task is 1 bit, this conversion is equivalent to saying that 100%

classification accuracy means the RGC population response provides perfect information

about the stimulus and a performance no better than chance means the responses provide

no information about the stimulus. This transformation is not strictly mathematically

rigorous: for example, a decoder that always gives the wrong answer (performance of

0%) also provides complete information about the stimulus, as an observer could always

recover the correct stimulus by assuming the exact opposite of whatever the decoder tells

them (this is a special case of the scrambled decoder described by Schneidman et al.

(2003)). However, it suffices for my purposes here.

Next, I used the Global Optimisation Toolbox in Matlab to minimise the mean squared er-

ror between the scaled and shifted performance and the information provided by two model

neurons responding to a mask with irradiance Imask = 1 or a grating with light and dark

bars having irradiances Ilight = 1+k and Idark = 1−k for k ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6} (to

give the same range of contrasts used in the experiments), each presented for T = 250ms.

The two neurons were constrained to have the same value of b, but a, c, and I0 were

allowed to vary separately for each.

The above model was able to approximately reproduce the observed behaviour with a1 =

429.4, a2 = 528.1, t1 = 0.99, t2 = 0.66, c1 = 0.05, c2 = 0.35, and b = 0.1 (where subscripts

denote different fitted parameters for each of the two model neurons). The rate functions

for each of the model neurons are shown in figure 5.9. The first neuron has a threshold

almost identical to the mask irradiance, so that it effectively only responds to the light

bar of the grating stimulus. (Interestingly, the optimiser assigned it a c value such that

the light bar covers only 5% of its receptive field. Most likely it chose this value to slow

the growth of the information provided by this neuron as a function of contrast, so that

it did not dominate the pair information.) The second neuron has a lower threshold, so

that at low contrasts it responds to both the light and dark bars at low contrasts but only

the light bar at high contrasts, and the light bar covers roughly one third of its receptive

field.

Figure 5.10 shows the mutual information provided by the each of the model neurons

individually and as a pair in comparison to the average decoder performance across all
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retinas, demonstrating that the model roughly reproduces the observed behaviour. When

the contrast is low, the pair of neurons provides very little information about the stim-

ulus. As the contrast increases, the pair responses provide steadily more information

about the stimulus until reaching a plateau between 30 and 40% contrast, after which

the information drops off slightly. Looking at the information provided by each model

neuron individually provides clues as to how this behaviour arises. For the first neuron,

the information increases monotonically with contrast, as one might intuitively expect.

However, the information provided by the second neuron peaks somewhere between 30

and 40% contrast, then starts to decrease as contrast increases.

Yet more insight into how this behaviour arises can be obtained by inspecting the number

of spikes fired by each neuron in response to the mask or the grating as a function of

contrast, as show in figure 5.11. For the first neuron, the number of spikes fired increases

steadily as the contrast increases, with the grating response distribution getting progres-

sively further from the mask response distribution. The second neuron is more interesting.

At low contrasts, the average irradiance in the neuron’s receptive field is similar between

grating and mask and so too are the responses. However, as the contrast increases and the

irradiance of the dark bar dips below the neuron’s ChR2 threshold, the grating response

gets weaker, until it is distinguishable from the mask response. However, as the contrast

increases further, the light bar gets brighter and so the grating response gets stronger,

until once again its distribution overlaps that of the mask response.

Looking at the response of the second model neuron (figure 5.11, left), one might expect

that if the contrast were increased further, the grating response would eventually become

stronger than the mask response and the information provided would start to increase

again. Extrapolating out to 100% contrast, this turns out to be exactly the case (fig-

ure 5.12). After reaching a trough around 60% contrast, the information provided by this

neuron starts to climb again until it provides a similar amount of information at 100%

contrast as it does at 30%. Due to my choice of mask irradiance, I was unable to use con-

trasts greater than 60%. Had I been able to, perhaps the Bayesian decoder performance

would have started to climb again, instead of petering out as it appears to in figure 5.8.

The above model is not intended as a definitive explanation for the pattern of decoder
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performances versus contrast seen in figure 5.8, but merely one possible explanation as to

what might cause the information contained in the RGC population response to vary non-

monotonically with contrast. Additionally, in the experiments presented in this chapter

there were generally many dozen to a few hundred cells included in the decoder with a

variety of different patterns of responses; some more similar to the first model neuron,

others more similar to the second (for an example, see figure 5.13), yet others with patterns

not elucidated here, and finally some neurons that do not respond to the gratings despite

responding vigorously to full field stimulation. Hence the interaction between gratings,

contrast, and information will be vastly more complicated than the simple two neuron

model described here.

Moreover, each neuron will show different patterns of responses to the different phases

of each grating as the percentage of the receptive field covered by light versus dark bars

varies. However, if it is the interaction between ChR2 nonlinearity and the spatial struc-

ture of the stimulus that results in the decrease in performance of the decoder at high

contrasts, as this model suggests, then future experiments examining contrast sensitivity

in ChR2rd1 retinas should use stimuli with simpler spatial structures.

5.4.2 Quality and Stability of psignifit Fits

The estimated visual acuities in table 5.2 rely on well-fit psychometric functions relating

the feature size to decoder performance. psignifit assesses goodness of fit by calculating

the deviance, which is the log of the ratio of the likelihood of a model that perfectly fits

the data to that of the maximum likelihood model (Wichmann and Hill 2001a). It then

bootstraps the expected deviance distribution for the fitted model and assigns a p-value

to the observed deviance. There was no evidence of overdispersion (right-tailed p > 0.05),

indicating good fits of the model to the data.

As described in section 5.2.4, psignifit allows the user to specify prior distributions for

all parameters to be estimated. If the parameters are well constrained by the model, these

priors should exert little influence on the resulting parameter estimates and serve mainly

to exclude nonsensical values. However, if the model parameters are not well constrained

by the data, the final parameter estimates may be extremely sensitive to the exact choice
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of prior.

In both conditions, the estimates of m were largely unaffected by the choice of prior: as

well as the Gaussian prior, I also used a uniform prior on the interval [0,32] and various

Beta distributions scaled to cover this interval where I either skewed the distribution

to one extreme or the other or kept the mode at 16 and adjusted the kurtosis up and

down. In most cases, the fitted values for m were similar to those listed in table 5.2. I

explored a similar range of priors for w: in the MFA condition, the fitted values were

again largely insensitive to the choice of prior unless it was extremely skew. By contrast,

non-flat priors tended to bias the value of w control conditions to the mode of the prior,

indicating that this parameter was not well constrained by the data. In particular, when

decoder performance is very low at all letter sizes, the resulting data can be consistent

with anything from a step function centred at just above the largest letter size to an

extremely shallow curve (figure 5.14). This is a known problem in psychometric function

fitting: Wichmann and Hill (2001a) demonstrated that low performance values constrain

the model less tightly than high performance values. However, it is important to note

that in my explorations almost no choice of priors was able to reverse the overall pattern

of results. Regardless of the choice of priors, there was an improvement in visual acuity

with application of MFA and in many cases this improvement was larger than the 23.5%

reported here. Combined with the results from the 2AFC frequency gratings experiment,

this suggests that the conclusion that MFA improves visual acuity of optogenetical retinal

prosthetic responses in-vitro is supported by the data and not merely an artefact of poor

fits or carelessly chosen priors.
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Figure 5.11: Distribution of number of spikes fired by each model neuron in response to the
grating (blue) or the mask (green) as a function of contrast. The first neuron’s response
curve is shown on the left and the second’s on the right. For the grating responses,
the curve plots the median number of spikes fired on each presentation and the error
bars represent the inter-quartile range. For the mask responses, the solid line shows the
median, the dashed lines the IQR, and the dotted lines the 2.5th and 97.5th percentiles.
Percentiles are calculated directly from each neuron’s stimulus-conditional cumulative
probability distribution at each contrast.
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Figure 5.12: Mutual information contained in the responses of model ChR2 RGCs in-
dividually (blue, green) and as a pair (red) as contrast ranges continuously from 10 to
100%.
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Figure 5.13: Example of a real ChR2 RGC that responds similarly to the second model
neuron. The top row shows the mean response of the cell to two different phases of the
grating (blue) at different contrasts and accompanying presentations of the mask (green).
Error bars are one standard deviation. The bottom row shows the approximate size and
location of the cell’s receptive field relative to the grating. The blue circle shows the 2SD
contour of a two-dimensional Gaussian with a standard deviation of 125μm (equal to the
mean ChR2 RGC receptive field radius found in chapter 4) centred on the electrode on
which the cell was recorded. For the first phase (left), the cell sees both the light and
dark bars. At low contrasts, it responds to grating and mask similarly. Then, as the
contrast increases, the response to the grating weakens, presumably due to the dark bar
being too dim to stimulate ChR2. However, as the light bar brightens, the response to
the grating gets stronger, bringing it closer to the mask response. For the second phase
(right), however, the cell’s receptive field is almost entirely occupied by the dark bar.
Hence the response to the grating gets progressively weaker with contrast, bottoming out
when the bar is too dim to excite ChR2.
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Figure 5.14: Example of how the choice of prior influences the fitting of the psychometric
function in control versus MFA conditions. Open circles represent measured decoder per-
formance for retina 2 in table 5.2 in control (blue) and drug (green) conditions. Multiple
points for the same feature size represent performance measured at different grid locations.
Solid lines are fits to the data using the priors described in section 5.2.4; in particular,
the prior on w is the uniform distribution on the interval [0,360]. Dashed lines are the
fits if the prior is changed to a beta distribution with α = 10, β = 2, scaled to cover the
interval [0,32]: this distribution has a mode of 28.8. Red lines are fits to the control data
and magenta to the MFA data. Note how strongly the control data is influenced by the
choice of prior compared to the MFA data.
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5.4.3 Comparison to Healthy Retina Performance

The 2AFC task using frequency gratings is very similar to the task used by Jacobs et

al. (2009) to compare retinal readout under different coding strategies to behavioural

performance in the mouse, in that both involved distinguishing gratings of varying spatial

frequency to an isoluminant full-field. There are some slight differences: they used sine

wave gratings as opposed to square waves, which would most likely render the task harder

due to the more subtle variations in contrast, and they permitted their decoder multiple

‘looks’ at the stimulus, to make it more comparable to the behavioural task.

In their experiments, freely behaving mice could distinguish mask from grating perfectly

up to 0.313 cycles per degree (cpd), after which performance fell off roughly linearly with

spatial frequency. Expecting that weakly stimulated ChR2rd1 retinas would not perform

as well as behaving animals, I did not test spatial frequencies higher than 0.313 cpd. This

turned out to be correct: from figure 5.6 we see that at this spatial frequency the decoder

performed scarcely above chance in control conditions. MFA improved matters, but to

nowhere near perfect performance: average performance at this spatial frequency was

around 60%. Even at spatial frequencies lower than those tested by Jacobs et al. (2009),

the performance was less than 60% in control conditions and around 80% with MFA.

However, this is comparing a spike count based decoder applied to in-vitro recordings

to an awake behaving animal. Jacobs et al. (2009) found that such decoders failed to

replicate behavioural performance, with their spike count decoder performing no better

than chance above around 0.2 cpd. Thus, at the highest spatial frequency tested here the

amount of information carried by the spike counts of ChR2 RGCs is actually higher than

in wild-type retinas.

5.4.4 Comparison to Electrical Prostheses in Clinical Trials

In a recent report on a clinical trial of the Alpha IMS retinal prosthetic (Retina Implant

AG, Reutlingen, Germany; Stingl et al. (2015)), patients receiving the device had their

visual acuity tested using the Landolt C test, which involves identifying the orientation of

the gap in C-shaped rings of different sizes. Most (86%) patients did not have measurable

visual acuity using the Landolt C test; those that did had a visual acuity in the range
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20/2000-20/546, expressed as a Snellen fraction. Here, I analysed responses of ChR2rd1

retinas presented with Sloan letters, which give comparable visual acuity measures to the

Landolt C (Sloan 1959), and used them to estimate visual acuity scores for each retina in

control conditions and after application of MFA (section 5.2.5).

The first thing to note is that MFA improved visual acuity across the board: in every

single retina, estimated visual acuity was higher after application of the drug. On average,

there was a 23.5% improvement between conditions. However, even the best visual acuity

score achieved by any ChR2rd1 with MFA was almost an order of magnitude worse than

the worst measured Landolt C visual acuity in Stingl et al. (2015). This might be a result

of testing procedure. The authors do not state what range of sizes of Landolt C rings

they used, but a Snellen fraction of 20/2000 (corresponding to a logMAR score of 2) is

at the edge of the range of near-blindness and anything less than this is considered blind

(International Council of Ophthalmology 1988), so this is likely the largest size they used.

More patients had measurable light perception than succeeded on the Landolt C test,

so had they used larger rings or a shorter testing distance, they may have been able to

measure visual acuity scores in more patients. Unfortunately, there is no way of knowing

what these scores might have been.

That said, there is no reason to expect a mouse to perform as well on a visual acuity

test as a human. For a number of reasons, the letters task used in my experiments is

much harder than the task of a patient asked to read a visual acuity chart. First, the

patient is permitted as long as they need to read each row; here, each retina is permitted

a single 250ms ‘look’ at each letter. Further, the C rings used in Stingl et al. (2015) were

effectively much brighter than the letters used here. The irradiance of the letters in this

experiment was roughly 1.6 times the threshold grey level for ChR2 activation found in

preliminary experiments. By contrast, the ratio of the brightest black used in Stingl et al.

(2015) to the darkest white level was two5; the ratio of the minimum black level to the

maximum white level was 25000. Finally, the Alpha IMS provides a higher pixel count

(1500) and theoretical maximum spatial resolution (0.25 degrees of visual angle) than was

available to the decoder in my experiments. At best, the decoder had a few hundred ChR2

5Black and white levels were calibrated for each patient: the range of contrasts is not reported, but
the range of black levels and white levels are reported separately
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cells available with which to identify each letter. Assuming a regular grid arrangement of

responsive cells over an area of 2.67x.267mm, this corresponds to an average separation of

4.5 degrees (in practice the cells will be arranged unevenly and so there will be regions of

smaller and larger separation). If the letters had been brighter, the responses to multiple

trials used in the decoder, and more cells had responded to stimulation, the estimated

visual acuity scores for the ChR2rd1 retinas may have been even higher.

5.4.5 Comparison to Previous Studies on Optogenetic Prostheses

Of the studies conducted so far on optogenetic retinal prosthesis in rodents, six have used

the optokinetic reflex test as an outcome measure (Lagali et al. 2008; Tomita et al. 2009;

Busskamp et al. 2010; Tomita et al. 2010; Nirenberg and Pandarinath 2012; Wyk et al.

2015), although one of these (Nirenberg and Pandarinath 2012) does not provide sufficient

detail in the methods to allow meaningful comparison with other studies. The optokinetic

reflex test makes use of rodents’ instinctive tendency to track a drifting grating pattern

by rotating their heads in the direction of the drift and can be used to measure spatial

acuity. Table 5.3 details the spatial frequencies and light intensities tested in these studies

at which blind rodents optogenetically engineered to have light sensitive retinas were able

to follow the grating pattern.

To summarise table 5.3, blind mice and rats expressing traditional optogenetic proteins

(ChR2 or an enhanced halorhodopsin) in their retinas were able to follow gratings with

spatial frequencies between 0.05 and 0.5 cycles per degree at brightnesses on the order

of 1014-1015 photons·cm-2s-1. (The mice in Wyk et al. (2015) were able to follow much

dimmer gratings, but they were transfected with a chimeric protein specifically engineered

for greater light sensitivity.)

In control conditions, my ChR2rd1 retinas were unable to distinguish gratings of these

spatial frequencies from isoluminant gratings (decoder performance was no different than

chance, figure 5.6) and so are likely to have failed the optokinetic reflex test. Application

of MFA improved detection of gratings, with performance increasing to around 60% at

these spatial frequencies, although it is not obvious whether this is sufficient to induce

measurable optokinetic responses. The average irradiance of the 2AFC contrast gratings in
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my experiments was 0.53mW/cm2, however, the projector was a standard RGB projector,

so much of the light emitted will have been at wavelengths too long to excite ChR2. By

convolving the emission spectra of the LEDs in the projector with the relative absorption

spectrum of ChR2 (see Appendix C for details) I calculated the equivalent photon flux to

be around 3.3× 1014 photons·cm-2s-1 at 450nm; lower than every light intensity at which

OKRs were restored using algal or bacterial opsins in the studies listed in table 5.3. Thus,

it is possible that blockade of spontaneous activity may permit measurable optokinetic

responses at lower light intensities than have previously been reported in the literature.

In addition to the above, one other study has investigated spatial acuity in mice with

optogenetic retinal prostheses. Cehajic-Kapetanovic et al. (2015) used a modified open

field test in which they placed mice in a box with transparent end walls. Behind each

wall was a computer monitor and they compared locomotor activity before and after they

switched the monitors from displaying a grey screen to a drifting square-wave grating. In

their study, rd1 mice transfected with human rhodopsin were able to perform the task

with 0.04 cpd gratings but not 0.08 cpd gratings. In the experiments presented here, the

decoder could not distinguish gratings from an isoluminant grey screen at either of these

spatial frequencies (or very similar frequencies: 0.039 and 0.078 cpd), but application

of MFA enabled the decoder to distinguish both sets of gratings from the mask better

than chance. The gratings used in Cehajic-Kapetanovic et al. (2015) were of much lower

photon flux (around 8× 1011 photons·cm-2s-1) than those used here (equivalent to around

3.3× 1014 photons·cm-2s-1 at 450nm—see Appendix C for details), but human rhodopsin

is much more sensitive to light (it can detect luminance changes of one photon) compared

to ChR2.

5.4.6 Conclusions and Future Work

The results presented here and in chapter 4 add yet more evidence to support the hy-

pothesis that reducing spontaneous activity in degenerate retinas improves the amount of

information available in prosthetic responses. A few questions remain as yet unresolved,

however.

Foremost is the unusual pattern of responses to gratings of varying contrast, wherein de-
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coder performance is highest for relatively low contrasts (around 30%), then drops off as

contrast increases (figure 5.8). Possible reasons for this are discussed in section 5.4.1, but

a more thorough explanation may require experiments in which contrast and irradiance

are varied simultaneously to see how each affects the amount of information contained in

ChR2rd1 RGC responses. Further, as contrast sensitivity varies as a function of spatial

frequency in both normal and prosthetic vision (Tomita et al. 2009), it would be worth-

while to repeat the gratings experiments while varying both frequency and contrast of the

gratings (such experiments were not performed here mostly to limit the length of each

recording and hence keep the size of the resulting data files manageable).

Another aspect of vision not investigated here is how spontaneous activity affects temporal

aspects of vision. All of the stimuli presented here used a fixed presentation time of

250ms, which was chosen as it was found in preliminary experiments to evoke clear ChR2

responses in large numbers of cells. Many cells here and in chapter 4 responded to much

briefer stimuli, however, so an interesting experiment might be to investigate how the

number of responding cells and the strength of their responses evolves as a function of

stimulus duration in control conditions and in the presence of MFA. Alternatively, one

could examine how the information contained in the response to a fixed, long-duration

stimulus increases with the length of the analysis window after stimulus onset, as in

chapter 3. A related factor to investigate is how the temporal frequency of the stimulus

and the level of spontaneous activity interact. Possible predictions include that reducing

spontaneous activity may increase the temporal frequency of stimulus changes that can be

reliably signalled by ChR2rd1 RGCs (subject to the limitations imposed by the temporal

kinetics of ChR2 itself (Boyden et al. 2005; Gunaydin et al. 2010)) or that the periodic

nature of rd1 spontaneous activity (Stasheff 2008) might selectively interfere with stimuli

that vary with a temporal frequency of around 10Hz in control conditions but less so after

application of MFA.

Additionally, although I have now tested a number of stimulus classes (full-field flashes,

flashed squares, flashed gratings, moving bars, and letters) and found reducing sponta-

neous activity improves the encoding of all of them, there are many more stimuli one could

present to the retina. One important stimulus class that has been investigated in previous
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optogenetic retinal prosthetic studies is that of natural scenes and movies (Nirenberg and

Pandarinath 2012; Cehajic-Kapetanovic et al. 2015), but to date no-one has investigated

how manipulating the level of spontaneous activity affects the encoding of such stimuli in

optogenetically resensitised retinas.

Finally, all work so far investigating the effect of spontaneous hyperactivity on prosthetic

responses (here, chapter 4, Toychiev et al. (2013) and Ivanova et al. (2015)) has reached its

conclusions based on statistical and information theoretic analyses of electrophysiological

data. While the results so far are encouraging, before they can be translated to the clinic

they must first be validated behaviourally. As will be discussed in section 6.2, delivering

MFA to the retina in-vivo and ensuring a steady, sufficiently high retinal exposure to

the drug might be a considerable biomedical engineering challenge. As such, perhaps

the easiest approach to test the behavioural effects of reducing spontaneous activity in

prosthetic vision would be to adapt the approach used in Ivanova et al. (2015), i.e. to

compare the performance of an optogenetically resensitised blind mouse strain in some

visual task with the same strain crossed with the Cx36-/- connexin-36 knock-out mouse,

which lacks retinal gap junctions and so exhibits much lower spontaneous activity when

crossed with a retinal degeneration model.
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Chapter 6. General Discussion

The main results of chapter 1 were twofold. First, I demonstrated the presence of syner-

gistic information in paired spike counts and spike trains of RGCs in the wild-type mouse

retina. Secondly, rank-order coding—a coding strategy that considers the relative order

of firing of a large population of neurons—outperformed a latency code based on treating

RGCs independently.

Chapters 4 and 5 explored the effect of dampening spontaneous hyperactivity on opto-

genetically evoked RGC responses in dystrophic retinas. Chapter 4 compared different

drugs that affect spontaneous activity using responses to full-field flashes and simple

spatiotemporally varying stimuli, and found that MFA was the best drug for blocking

spontaneous activity without hindering stimulation, consistent with previous results using

photoreceptor and electrical stimulation (Toychiev et al. 2013; Ivanova et al. 2015). I

extended this result in chapter 5 by showing that blocking spontaneous activity increases

the amount of information contained in optogenetically-evoked RGC population responses

at a variety of spatial scales and contrasts, as well as increasing the spatial acuity of retinal

prosthetic responses.

In the first part of this discussion chapter, I shall attempt to tie these themes together

by considering how the results of chapter 3 might affect retinal prosthetic strategies.

Following that, I shall consider ways in which the results of chapters 4 and 5 might be

translated to the clinic.

6.1 Retinal Coding: Implications for Prosthetic Design

As discussed in section 1.3, there are two broad strategies for retinal prosthesis. In the

terminology used for electrical prostheses, these are the subretinal approach—stimulating

the outer retina to activate bipolar cells or surviving cones—and the epiretinal approach—

stimulating the inner retina to activate RGCs. These terms refer to the location of an

implanted device and so do not strictly apply to optogenetic prostheses or other kinds of
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prostheses, such as those based on chemical photoswitches (Tochitsky et al. 2014), but

nevertheless in this chapter I shall use this terminology for all retinal prostheses, regardless

of stimulation method.

The usual assumption in subretinal designs is that inner retinal processing remains intact

(Margalit et al. 2002), in which case the prosthesis need only stimulate the retina in

accordance with the spatiotemporal pattern of incoming light and the retina will do all the

work of encoding this information and sending it to the brain. This seems unlikely, given

the extent of inner retinal remodelling that occurs in retinal dystrophies, particularly

in advanced stages (Marc et al. 2003; Marc et al. 2007). There have been few direct

experimental tests of these questions. Rodent models of subretinal prosthesis usually show

improvements in vision (Doroudchi et al. 2011; Cehajic-Kapetanovic et al. 2015; Lorach

et al. 2015), but mice’s natural vision is considerably worse than humans to begin with;

by contrast, the quality of vision returned by subretinal prostheses in humans remains

poor (Stingl et al. 2015). Toychiev et al. (2013) and Ivanova et al. (2015) have shown how

spontaneous hyperactivity arising from retinal degenerations can lower the overall signal-

to-noise ratio of RGC responses to photoreceptor stimulation and electrical stimulation

of presynaptic bipolar cells, which is what subretinal electrical stimulation achieves if

stimulation parameters are set appropriately (Boinagrov et al. 2014). However, they

only consider responses to incredibly simple stimuli (full-field flashes, current steps). By

contrast, Busskamp et al. (2010) applied a variety of stimuli to dystrophic retinas in which

surviving cones were transfected with halorhodopsin and showed that some basic aspects

of inner retinal processing were preserved. Thus the extent of the effect of inner retinal

remodelling on information processing remains uncertain.

One possible reason for the failure of the first spike latency code in chapter 3 is the high

degree of spontaneous activity in the mouse retina as compared to the salamander retina

(Gollisch and Meister 2008). Similarly, in chapter 4 I showed how degenerate spontaneous

activity can disrupt a different latency code based on times to peak firing. Hence, latency

coding is likely to perform even poorer in the degenerate retina than in the wild-type

retina. The rank-order code was more robust to levels of spontaneous activity seen in

wild-type retinas, but it is not clear whether it remains stable as both the strength and
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variability of spontaneous activity increases, as in the degenerate retina (Stasheff 2008;

Stasheff et al. 2011; Goo et al. 2011). This might be an interesting question to investigate,

for example using simulations or by increasing the spontaneous activity level in wild-type

retinas by raising the extracellular potassium concentration.

The epiretinal design, on the other hand, bypasses all retinal layers and stimulates the

RGCs directly. Ideally, an epiretinal prosthesis would incorporate a retina-mimicking

encoder in order to provide information in a way that higher visual areas can understand

(Hornig et al. 2007; Al-Atabany et al. 2013; Nirenberg and Pandarinath 2012). The results

in chapter 3 show that synergy is a feature of RGC pair responses and that rank-order

coding can be used to extract information from RGC population responses. The fact that

information can be extracted from the retinal output in a certain way does not entail

that the brain does extract information from the retinal output in that way (Jacobs et al.

2009), but let us assume for the sake of argument that synergy and rank-order coding are

important features of retinal responses. In that case, any prosthetic encoder would have

to replicate these features.

First, let us consider rank-order coding. To produce an independent latency code is simple,

as it simply requires an encoding model that, for each neuron, relates the stimulus intensity

in its receptive field to the time of the first spike (Gollisch and Meister 2008; Gütig et al.

2013). However, given that rank-order coding outperforms independent latency coding,

such an encoder is clearly insufficient. More likely, the encoder would have to reproduce

stimulus-driven correlations in firing latencies between all neurons of the population,

reminiscent of the spike latency mixture decoder of Schwartz et al. (2012a), which was

one of the best performing codes in their study.

In the case of synergy, how easy this is depends on how synergy arises. The results of

Nirenberg et al. (2001) and Schwartz et al. (2012a) suggest that pairwise correlations

are unlikely to be a significant source of synergy (but see Pillow et al. (2008)). This

is good news: so long as the encoder can accurately reproduce the marginal stimulus-

conditional statistics of RGC responses, then it will not lose too much information about

the stimulus (although the results of Schwartz et al. (2012a) suggest that for large RGC

populations, as opposed to pairs, correlations can carry a large amount of information, in
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which case this conclusion no longer holds). Further, if the amount of synergy depends

solely on the stimulus (see section 3.4.3), then any decoder that accurately reproduces the

population response to arbitrary stimuli will produce synergistic responses as a side-effect

with no extra design effort. However, as discussed in section 3.4.3, synergy can also arise

as a result of different cell types encoding different information about the visual scene.

In this case, the task of the encoder is much harder. By definition, RGCs in a blind

retina can not be functionally classified based on their responses to light (Carcieri et al.

2003; Li et al. 2015). Thus the only ways of classifying them are by their morphology

(Rockhill et al. 2002)—which in the clinical setting would require subcellular resolution of

the dendritic arbors of densely packed, unlabelled cells through a funduscope—or genetic

labelling (Packer et al. 2013). Even if this were possible, the prosthetic would then have to

encode the scene separately for each cell type under consideration, which would increase

its complexity linearly with the number of cell types included. Further, in the case of

prostheses involving projecting the processed image into the eye to stimulate photodiodes

(Lorach et al. 2015) or optogenetically labelled cells (Al-Atabany et al. 2013; Nirenberg

and Pandarinath 2012; Reutsky-Gefen et al. 2013) using an external projector, the encoder

would also need to keep track of the identities of each cell as they move with respect to

the prosthetic as a result of eye movements.

6.2 Dampening Spontaneous Activity in the Clinic

In Chapters 4 and 5 I showed how dampening spontaneous activity in the degenerate retina

using MFA can improve optogenetically-evoked responses to a variety of stimuli, regardless

of how performance is measured (signal-to-noise ratio, Bayesian decoder performance,

spatial acuity). This adds to the growing body of evidence suggesting that this is a

worthwhile consideration in retinal prosthetic design (Toychiev et al. 2013; Ivanova et al.

2015). In this section, I shall consider ways of applying this in the clinical setting, how

the prosthetic strategy affects the validity of the approach and whether it applies to other

treatments, and finally the implications for how much light (and by extension power,

depending on the prosthetic design) is needed to drive responses.
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6.2.1 Strategies for Dampening Spontaneous Activity

In my experiments, I added MFA directly to the perfusant. The equivalent delivery

mechanism in a clinical context would involve systemic oral administration, so that MFA

enters the bloodstream, which then carries it to the retina. This is undesirable for a

number of reasons. Firstly, patients may not want or be able to take pills all day, every

day just to make their prosthetic work better, particularly if the improvement in vision

is modest. More importantly, gap junctions are expressed throughout the body, not

just in the retina, and MFA can have a number of unpleasant side effects (Juszczak

and Swiergiel 2009), including abdominal pain, nausea, diarrhoea, vomiting, skin rash,

headache, drowsiness, and dizziness. Thus a more targeted intervention is likely to be

desirable. One possibility is intravitreal injection, but this relies on MFA being able to

penetrate the ILM and, once there, remain in the retina. Moreover, in-vitro, MFA washes

out in a matter of hours; if the time course is similar in-vivo then this would necessitate

multiple intravitreal injections daily, which is obviously impractical. A better solution

might be to create an implant or other drug delivery system that remains in the eye

and delivers MFA continuously in controlled doses. Similar systems have been developed

for anti-VEGF drugs for the treatment of AMD, for example, and a few are currently

in human trials (Santarelli et al. 2015). Potentially, such systems could be adapted to

deliver MFA instead.

Alternatively, non-pharmacological strategies to decrease spontaneous activity might also

improve vision, while avoiding the challenges described above, especially given that there

are multiple ways of blocking spontaneous activity in the degenerate retina (see chapter 4

as well as section 1.2.4 for a discussion of previous literature on this subject). For example,

if increasing the potassium conductance of AII amacrine cells decreases spontaneous ac-

tivity (Choi et al. 2014), then gene therapy to increase Kv7 potassium channel expression

in AII amacrine cells or introduce a modified form of the channel with higher conductance

might have a similar effect to Flu or MFA. Moreover, if the chosen promoter is selective

for AII amacrine cells, then it would avoid the decrease in responsiveness observed with

high concentrations of Flu. Genetic knock-out of gap junctions could also work (Ivanova

et al. 2015), but it would be better to restrict the knock-out to AII amacrine cells rather

173



than pan-retinally as gap-junctions play a number of important roles in vision (Bloom-

field and Völgyi 2009). Alternatively, in the case of an optogenetic retinal prosthesis,

one could envisage expressing an inhibitory opsin with a distinct absorption spectrum,

such as halorhodopsin, in the AII amacrine cells and using a steady background light to

hyperpolarise them and dampen the oscillations. However, this would increase the power

consumption of the prosthetic device.

6.2.2 Generalisability

The results from chapters 4 and 5, combined with the work of Toychiev et al. (2013)

and Ivanova et al. (2015), suggest that blocking spontaneous activity to improve pros-

thetic vision works as a general strategy, somewhat independently of the means of vision

restoration. It has now been shown to work for residual photoreceptor responses, elec-

trical stimulation, and optogenetic stimulation. Thus this strategy should be effective

for electrical prostheses, optogenetic prostheses and even non-prosthetic strategies such

as strategies to halt photoreceptor death (e.g. Cuenca et al. (2014)) or replace them

with exogenously grown or endogenously regenerated photoreceptors (e.g. Jayakody et al.

(2015)). However, the method of vision restoration has some implications for the choice

of strategy for blocking spontaneous activity. Blocking gap-junctions with MFA is fine

for an epiretinal prosthesis, as in this case we are bypassing the inner retina and so it is

irrelevant whether our method of dampening spontaneous activity interferes with normal

retinal processing. However, subretinal prostheses, as well as approaches that aim to halt

degeneration or transplant replacement photoreceptors, rely on an intact inner retina to

encode the visual scene in a way the brain can understand. Whether or not this is a valid

assumption is discussed at length in chapter 1 and briefly above, but setting that aside

for now, both amacrine cells (Masland 2012) and gap junctions (Bloomfield and Völgyi

2009) have important roles in normal visual function. As such, interfering with them to

reduce spontaneous activity may corrupt the visual signal sufficiently to bring no net gain

in quality of restored vision. Although Toychiev et al. (2013) and Ivanova et al. (2015)

showed improvements in signal-to-noise ratio of surviving photoreceptor stimulation, they

only considered responses to full-field stimulation, which will not reveal deficits in pro-

cessing of more complex stimuli induced by gap-junction blockade. Choi et al. (2014)
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suggest that restoration of photoreceptor light responses or light-sensitisation of bipolar

cells might bring the AIIs into a more depolarised, non-oscillating regime and thus remove

the spontaneous activity (which is consistent with the rasters shown in Busskamp et al.

(2010), but that could also be the result of cherry-picking). However, this depends on

the amount of depolarisation introduced by the light sensitisation. Hence whether spon-

taneous activity reduction, by gap-junction blockade or otherwise, truly improves the

quality of vision restored by subretinal prostheses or photoreceptor replacement remains

an open question.

6.2.3 Light Intensity and Power Requirements

Retinal degenerate spontaneous hyperactivity has been largely overlooked in previous

studies of optogenetic retinal prostheses. One possible explanation for this is the light

intensities used. Most reports are accompanied by dramatic rasters of light responses,

where the peak in the PSTH towers above what appears to be an insignificant baseline

firing rate (Bi et al. 2006; Busskamp et al. 2010; Doroudchi et al. 2011; Lagali et al. 2008;

Zhang et al. 2009). The average irradiance at the level of the retina in chapter 4 was

around 25μW/mm2 or approximately 6.3 × 1015 photons·cm-2s-1 at 490nm (the peak of

the μLED array emission spectrum), which is at the lower end of light intensities typically

used in studies of optogenetic retinal prostheses using algal or bacterial opsins (although,

as noted in section 4.2.3, the peak irradiance at the retinal level in chapter 4 will have been

higher than this, but not by more than half a log unit). In chapter 5, the light intensities

used were even lower: 8.74μW/mm2 for the grating stimuli and 16.50μW/mm2 for the

letters; equivalent to 5.5× 1014 photons·cm-2s-1 and 1.0× 1015 photons·cm-2s-1 at 450nm

(the peak of the ChR2 absorption spectrum, see Appendix C for details), respectively.

The implications for this are two-fold. Firstly, being able to evoke visual responses with

lower light intensities lowers the overall power requirements of retinal prosthetic designs

involving light amplification or projection of a preprocessed image onto the retina (Al-

Atabany et al. 2013; Nirenberg and Pandarinath 2012; Reutsky-Gefen et al. 2013; Lorach

et al. 2015). Moreover, if a prosthesis needs to drive the retina very strongly to produce a

reliable percept, then this suggests that it will only be able to transfer information about

high-contrast visual features, making them no better than currently available devices and
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necessitating image processing strategies to improve scene contrast (Al-Atabany et al.

2013). Decreasing the amount of spontaneous activity may allow lower-contrast visual

features to be perceived (but see section 5.4.1), improving the dynamic range of retinal

prosthetic devices. Ultimately psychophysical studies in prosthetic patients will be needed

to determine whether this is indeed the case.
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Appendix A. Development of a Partial Information

Decomposition for Spike Trains

A.1 Introduction

This appendix details the development and validation of a partial information decompo-

sition (PID) for spike trains. Developed by Williams and Beer (2010), the PID attempts

to break down the mutual information1 between one random variable, S, and an ensemble

of random variables, R, into the portions of information provided redundantly, uniquely

and synergistically by each subset of R. Williams and Beer (2010) only define the PID

for discrete random variables, such as spike counts. Whole spike trains are not discrete,

however: they contain a mixture of discrete information (the number of spikes) and mul-

tidimensional continuous information (the location of each spike in time). Thus the PID

in its original form cannot be applied to ensembles of spike trains.

However, inspection of the definition of PID reveals that it is mostly comprised of standard

information theoretic quantities. First, there is the mutual information between S and

each subset A of R:

I(A;S) =
∑
a∈A

∑
s∈S

p(a, s) log
p(a, s)

p(a)p(s)

Secondly, there is the redundancy, which is defined in terms of the specific information

provided by an ensemble A about a particular state s of S:

I(A;S = s) =
∑
a∈A

p(a|S = s) log
p(a|S = s)

p(a)

Note, however, that the specific information is identical to the Kullback-Leiber divergence

(KLD) between the distribution of A conditioned on S = s and the marginal distribution

of A. The discrete KLD from one distribution X to another distribution Y is given by:

1For a brief introduction to the information theoretic concepts discussed in this appendix see sec-
tion 2.3.2 or, for a more comprehensive discussion, see for example Cover and Thomas (2006)
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DKL(X||Y ) =
∑
x∈X

p(x) log
p(x)

p(y)

The remaining quantities in the PID are derived by simple arithmetic on mutual infor-

mations and KLDs. The expressions for the two variable case R = {A,B} are as follows:

Red(A,B;S) =
∑
s∈S

p(s) min
R=A,B

I(R;S = s)

Unq(R;S) = I(R;S)−Red(A,B;S) where R = A or B

Syn(A,B;S) = I(A,B;S)− Unq(A;S)− Unq(B;S)−Red(A,B;S)

Continuous analogues of discrete mutual information and KLD are derived easily by

replacing probability mass functions with probability density functions and finite sums

with definite integrals. Related quantities can also be defined for mixtures of discrete and

continuous variables (Nair et al. 2006). Thus the strategy for defining a spike train PID is

simple: the equations remain the same, except that the discrete mutual information and

KLD are replaced with their mixed discrete-continuous analogues. The only difficulty is

in choosing a suitable estimator for these two quantities.

A.2 A Binless PID Estimator

It is possible to esimate entropy without binning using nearest-neighbour distances be-

tween points in a sample. Such methods, first developed by Kozachenko and Leonenko

(1987), are asymptotically consistent and unbiased. In their original form they can only

be used to for estimating quantities relating to purely continuous random variables, but

Victor (2002) showed how they can be extended to estimate the mutual information be-

tween a mixed discrete-continuous random variable, such as a spike train, and a discrete

stimulus random variable. Briefly, his method involves decomposing the information car-

ried by the spike train into two parts: a discrete part corresponding to the information

available by considering the number of spikes, and a continuous part corresponding to the
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information carried by each spike’s location in time:

I(S;R) = Icount(S;R) + Icontinuous(S;R)

The first quantity, as it is discrete in nature, can be estimated directly using histogram

methods:

Icount(S;R) =
∑
s

∞∑
k=0

p(S = s,K = k) log
P (S = s,K = k)

P (S = s)P (K = k)

Îcount(S;R) =
∑
s

∞∑
k=0

Ns,k

N

(
log

Ns,k

N
− log

Nk

N
− log p(S = s)

)

where K is the random variable governing the number of spikes in the response, Îcount is

an estimate of the mutual information, Ns,k is the number of spike trains with k spikes

in the sample fired in response to stimulus s, Nk is the number of spike trains with k

spikes fired in response to any stimulus, and N is the total number of recorded spike

trains. (The probability, P (S = s), of each stimulus s is known a priori as it is set by

the experimenter).

Icontinuous(S;R) is estimated by further decomposing it into the information carried by

the timing of each spike in the train, conditional on there being k spikes in the train, for

every value of k from zero up to the maximum number of spikes we observe. The total

information can then be estimated using the chain rule for information:

I(S;R) = Icount(S;R) +
∞∑
k=0

P (K = k)I(S;T |K = k)

Î(S;R) = Îcount(S;R) +
kmax∑
k=0

Nk

N
Î(S;T |K = k)

where T is the random variable governing the timing of each spike, kmax is the length of the

longest spike train in the sample. The estimate of the timing information, Î(S;T |K =
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k), for each k is calculated using a binless method related to that of Kozachenko and

Leonenko (1987). However, to improve the performance of the estimator, a time-warping

transformation based on ranked spike times is applied to ensure spike times are uniformly

distributed on the interval [-1,1] and then each spike train is embedded into a Euclidean

space of dimension r = min(k,D), where D is the maximal embedding dimension, which

is the one free parameter in the method. The estimator is then calculated as

Î(S;T |K = k) =
r

Nk

Nk∑
j=1

log

(
λj
λ∗j

)
−
∑
s

Ns,k

Nk

log
Ns,k − 1

Nk − 1

where λj is the distance between the jth spike train and its nearest neighbour in the em-

bedding space and λ∗j is the distance between the jth spike train and its nearest neighbour

evoked by the same stimulus.

Additionally, there are extra steps for dealing with the cases where two spike trains are

identical up to measurement precision (in which case λj is zero) or that only one spike

train is available for particular combinations of k and s (in which case λ∗j is undefined).

For details, the reader is referred to Victor (2002). Optionally, spike trains with D or more

spikes can be treated as having the same number of spikes; this improves the precision of

estimate because for large k there may only be a few spike trains available in the sample,

at the expense of a small downward bias in the estimated value.

Victor (2002) further showed that this estimator performs well for data sets of the size

typically available in neurophysiological experiments, i.e. a few hundred to a few thousand

spike trains per neuron. Thus, this is the method I used for calculating the mutual

information between the stimulus and the spike trains of individual neurons.

This leaves two quantities left to estimate to construct the PID: mutual information

between the stimulus and pairs of spike trains, and the specific information provided by

each neuron’s spike trains about each level of the stimulus. For the former, Victor (2002)

sketches an extension of the method described above for spike trains fired by ensembles of

neurons. In this case, each neuron’s spike trains are embedded separately and Icontinuous

is conditioned on the number of spikes fired by all neurons in the ensemble. For example,
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for pairs of neurons:

I(S;R) = Icount(S;R) +
∞∑
k=0

∞∑
l=0

P (K = k, L = l)I(S;T |K = k, U |L = l)

Î(S;R) = Îcount(S;R) +
kmax∑
k=0

lmax∑
l=0

Nk,l

N
Î(S;T |K = k, U |L = l)

where K and L are now the random variables governing the number of spikes fired by the

two neurons of the pair, T and U are the random variables governing the timing of each

neuron’s spikes, and Nk,l is the number of pairs of spike trains in the sample where the

first neuron fires k spikes and the second l spikes.

An important detail of the extension to the multi-neuron case that Victor (2002) does

not specify is how to combine the nearest-neighbour distances λj and λ∗j for each neu-

ron. One possibility is the root mean square over neurons (Jonathan D Victor, personal

communication), e.g. for the two neuron case:

λj =

√
1

2

(
λ2j,1 + λ2j,2

)
where λj,i is the nearest-neighbour distance for the the jth spike train fired by the ith

neuron. Each λ∗j is estimated similarly.

This leaves the specific information about each stimulus value provided by each neuron’s

spike trains as the only quantity left to estimate. As there is a chain rule for KLD

similar to that for mutual information (Cover and Thomas 2006), the stratification and

embedding method of Victor (2002) can be used here if a suitable estimator of continuous

KLDs is available. Nearest-neighbour estimators for the KLD are well-studied; to date,

the best performing estimator in the literature is that of Wang et al. (2009), so this is the

one I used. This estimator calculates the KLD, DKL(P ||Q) between two random variables

P and Q using the nearest neighbour distances within a sample from P and the distance

from each point in the sample of P to its nearest neighbour in a sample from Q. However,

because I am calculating DKL(R|s||R), the first sample will always be a subset of the
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second. Thus the latter distances will always be at least as large as the former, which

introduces a severe downward bias in the estimate, often to the point of being negative

(which is impossible for a KLD). To avoid this problem I divide each dataset in two,

giving one half as the sample from R and splitting the other into samples from R|s for

each s. I then repeat this with the partitions the other way round, then take the average

of the two estimates for each DKL(R|s||R).

A C-based implementation of the method of Victor (2002) for single neurons with Matlab

interfaces is available in STAToolkit (Goldberg et al. 2009). To extend it to the multineu-

ron case, I reimplemented the calculation of the binless estimator in Matlab, checking my

implementation gave numerically identical results to those given by the implementation

in STAToolkit for a number of test datasets taken from my own experiments. I used

the routines in STAToolkit for time-warping and embedding spike trains in their original

form. I wrote my own implementation of the KLD estimator of Wang et al. (2009) from

scratch in Matlab, using STAToolkit warped and embedded spike trains as input.

A.3 Evaluation

A.3.1 Generating Simulated Spike Train Data

To test the spike train PID estimator outlined above, I generated simulated spike trains

for pairs of neurons responding to eight equiprobable stimuli (to match the task used in

chapter 3), i.e. p(s) = 1/8 for all s. Each simulated neuron was modelled as a Poisson

process with a rate parameter λs that depends on the stimulus. Using a known, fixed

distribution to generate the spike trains allowed me to calculate exact PID values for each

pair (see section A.3.2). For a trial of length T on which stimulus s was presented, the

number and location of spikes fired by a particular neuron was governed by:

P (N spikes in the interval [0, T ]|s) ∼ Poi(λsT ) =
(λsT )N

N !
e−λsT

P (ti+1 = ti + τ |ti, s) ∼ Exp(λs) = λse
−λsτ

where tj is the time of the jth spike fired during the trial. For numerical convenience, I
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set T = 1. I generated each spike train by randomly drawing values from an exponential

distribution to determine the inter-arrival time of each spike (with the first such random

value giving the time of the first spike after the beginning of the trial) until the sum of

all inter-arrival times equalled or exceeded T (spikes with time greater than T were not

included). I generated k such spike trains in response to each stimulus for each neuron,

for a total of n = 8k trains per neuron, with values of k ranging logarithmically from 1

to 1250 (i.e. n from 8 to 10000).

Values of λs for each neuron were generated according to:

λs = A

(
cos(π ∗ (s− x)/4) + 1

2

)
for s = 0..7

where x is the neuron’s preferred stimulus and lies on the interval [0,8) and A controls

the neuron’s maximum firing rate. Thus each neuron’s average firing rate in response

to each stimulus varies sinusoidally between 0 and A. I generated 50 pairs of neurons

with preferred stimuli x, y randomly generated such that x − y is uniformly distributed

on the interval [-4,4), i.e. if s is interpreted as the phase of some periodic signal then the

differences in preferred directions are circularly uniform. I chose five fixed values of A (10

pairs each per value) spaced logarithmically between 1 and 100 to reflect different strengths

of firing rate tuning to the stimulus. This scheme was chosen to superficially resemble one

of the possible patterns of responses of RGCs to grating stimuli, i.e. sinusoidal modulation

of firing rate with phase of grating, and to see how the strength of the tuning affects the

reliability of the spike train PID estimator.

Finally, I repeated the above ten times each for every pair of neurons. Spike trains

were generated independently for each neuron, hence each neuron’s stimulus-conditional

firing distribution was independent from the other neuron in the pair, i.e. p(r1, r2|s) =

p(r1|s)p(r2|s) for spike trains r1 and r2 fired by different neurons on the same trial. Note

that this does not imply that the marginal distributions of each neuron’s spike trains

were statistically independent, i.e. p(r1, r2) 6= p(r1)p(r2) in general. As a trivial example,

consider one neuron with x = 0 and another with x = 4, so that the first neuron’s
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preferred stimulus is the other’s null stimulus and vice versa. Even if spike trains for each

stimulus are generated independently on each trial as described above, averaged over all

stimuli the two neurons’ responses will be anti-correlated, as the first neuron will tend to

fire many spikes when the second fires few and vice versa.

A.3.2 Direct PID Calculation for Stimulated Poisson Neurons

As the stimulus-conditional probability distribution of each neuron’s spike trains are

known, it is possible to calculate the PID directly for each pair as follows. First, I

calculated the mutual information between each neuron and the stimulus as

I(S;R) = H(R)−H(R|S)

= H(R)−
∑
s

p(s)H(R|s)

Following (McFadden 1965), to calculate each of these entropies I decomposed the ran-

dom processes R (corresponding to the response of a neuron to any stimulus) and R|s

(corresponding to the response of a neuron to a stimulus s) into a numerical component,

governing the number of spikes, and a locational component, governing the timing of each

spike. The probability of a spike train given a stimulus is thus:

p(r|s) = p(n, t|s)kn(u, t|s)dvn

where p(n, t|s) is the probability of observing n spikes in the interval (0,t] given a stimulus

s:

p(n, t|s) =
(λst)

n

n!
e−λst

kn(u, t|s) is the probability of observing the spike train u = t1, ..., tn:

kn(u, t|s) =
n!

tn
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and dvn is an infinitesimal n-dimensional volume. H(R|s) can then be calculated using

the standard formula for entropy:

H(R|s) = −
∞∑
n=0

∫
Rn(t)

p(n, t|s)kn(u, t|s) log [p(n, t|s)kn(u, t|s)]dvn

= −
∞∑
n=0

p(n, t|s) log p(n, t|s)−
∞∑
n=1

p(n, t|s)
∫
Rn(t)

kn(u, t|s) log kn(u, t|s)dvn

= HN(R|s) +HL(R|s)

where Rn(t) is the region 0 < t1 < ... < tn ≤ t. A more detailed derivation is available

in McFadden (1965). The calculation of H(R|S) follows a similar logic, except now we

replace the conditional distributions with the corresponding marginal distributions:

p(n, t) =
∑
s

p(s)p(n, t|s)

k(u, t)dvn =
∑
s

p(s)k(u, t|s)dvn

=
∑
s

p(s)
n!

tn

=
n!

tn

∑
s

p(s)

=
n!

tn

= k(u, t|s)dvn

Following a similar logic as that used for the conditional entropy, H(R) is given by:
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H(R) = −
∞∑
n=0

∫
Rn(t)

[∑
s

p(s)p(n, t|s)kn(u, t|s)

]
log

[∑
s

p(s)p(n, t|s)kn(u, t|s)

]
dvn

= −
∞∑
n=0

∫
Rn(t)

n!

tn

[∑
s

p(s)p(n, t|s)

]
log

[
n!

tn

∑
s

p(s)p(n, t|s)

]
dvn

= −
∞∑
n=1

{∑
s

p(s)p(n, t|s)
∫
Rn(t)

n!

tn
log

n!

tn
dvn

}

−
∞∑
n=0

{[∑
s

p(s)p(n, t|s)

]
log

[∑
s

p(s)p(n, t|s)

]∫
Rn(t)

n!

tn
dvn

}

= HL(R) +HN(R)

However, note that

HL(R) = −
∞∑
n=1

{∑
s

p(s)p(n, t|s)
∫
Rn(t)

n!

tn
log

n!

tn
dvn

}

= −
∑
s

{
∞∑
n=1

p(s)p(n, t|s)
∫
Rn(t)

n!

tn
log

n!

tn
dvn

}

= −
∑
s

p(s)

{
∞∑
n=1

p(n, t|s)
∫
Rn(t)

n!

tn
log

n!

tn
dvn

}

=
∑
s

p(s)HL(R|s)

= HL(R|S = s)

In other words, the locational entropy component is identical for both the stimulus-

dependent process and the process averaged over stimuli, so these terms cancel out in

the mutual information calculation. Further note that
∫
Rn(t)

n!
tn
dvn = 1, so the mutual

information can be written as:
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I(R;S) = HN(R)−HN(R|S)

= −
∞∑
n=0

{[∑
s

p(s)p(n, t|s)

]
log

[∑
s

p(s)p(n, t|s)

]}

+
∑
s

p(s)
∞∑
n=0

p(n, t|s) log p(n, t|s)

The calculation of the mutual information between pairs of simulated neurons and the

stimulus proceeds similarly, except that p(r|s) is replaced with p(r|s) = p(r1|s)p(r2|s).

As noted, the two neurons’ responses are conditionally independent, so the probability

of a pair of spike trains is the product of the probabilities of the individual spike trains.

The specific information can be calculated very similarly by writing the KLD as the cross

entropy between the stimulus-conditional and marginal response distributions less the

conditional entropy:

DKL(R|s||R) = H(R|s, R)−H(R)

where a discrete cross-entropy is given by

H(X, Y ) = −
∑
x

p(X = x) log
p(X = x)

p(Y = x)

and is defined analogously for the continuous and mixed discrete-continuous cases.

Using the above method and the PID equations given in section A.1, I numerically cal-

culated precise PID values in Matlab for each of the 50 pairs of simulated neurons.

A.3.3 Calculating and Evaluating Estimated PID Values

Let ti,j,k,l be the ith set of spike trains (1 ≤ i ≤ 10) generated for the jth pair of neurons

(1 ≤ j ≤ 50) with k stimuli per trial and A = l. As described above, I can calculate the

PID for the jth pair exactly from each neuron’s stimulus-conditional firing distribution.

For example, I can calculate the mutual information between the paired spike trains and

the stimulus, Ij(R1, R2;S) (where R1 and R2 are the responses of the two neurons of the
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pair). I can also estimate this value by feeding ti,j,k,l into the spike train PID estimator

described in section A.2. Let the resulting estimate be denoted Îi,j,k,l(R1, R2;S). The

error between this estimate and the true value is calculated as:

Ei,j,k,l =
Îi,j,k,l(R1,R2;S)

Ij(R1,R2;S)
− 1

Averaging these errors for each simulation and each pair gives the error as a function of

trials per stimulus and strength of tuning:

Erel(k, l) =
〈
〈Ei,j,k,l〉i

〉
j

where 〈...〉x denotes averaging over the variable x. If this value is positive, then the

pair information is consistently overestimated and likewise if it is negative then the pair

information is consistently underestimated. If it is close to zero, then there is no bias in

the estimate in either direction. Alternatively, taking the absolute value before averaging

gives a measure of the precision of the estimate:

Eabs(k, l) =
〈
〈|Ei,j,k,l|〉i

〉
j

(The smaller Eabs, the more precise the estimate.) I calculated Erel(k, l) and Eabs(k, l)

for each of the directly calculated (redundancy, individual information, pair information)

and derived (unique information, synergy) PID quantities.

A.4 Results

Figure A.1 shows the PID values for 50 pairs of simulated Poisson neurons that fire with a

rate that depends sinusoidally on the stimulus, calculated according to the formulae in sec-

tion A.3.2. These 50 pairs are divided into five groups of 10 with different maximum firing

rates. Unsurprisingly, the higher the maximum firing rate, the more information about

the stimulus is contained in the responses, with pairs of neurons with 100Hz maximum

firing rates providing almost perfect information about the stimulus (eight equiprobable

stimuli means H(S) = − log2
1
8

= 3). For low firing rates, the pair information is roughly

equally distributed between redundancy, unique information, and synergistic information,

not unlike the pattern for the P52 retina in chapter 3, albeit with a much lower average

pair information.

The left hand side of figure A.2 shows how the fraction of redundancy and synergy varies
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Figure A.1: Actual PID values for 50 pairs of simulated neurons. The 50 pairs are divided
into five groups of 10 pairs with different maximum firing rates; each group is shown in a
separate subfigure. Different colours within each subfigure correspond to different pairs.
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Figure A.2: Left: percentage of redundancy (blue) and synergy (green) in 50 pairs of
simulated neurons as a function of the amount of information provided by each pair.
Black lines are the line of best fit for the redundancy (dashed) and synergy (dotted) data.
Right: percentage of redundancy (blue) and synergy (green) in 50 pairs of simulated
neurons as a function of the absolute value of the difference in preferred stimulus of each
neuron of the pair. Black lines are the line of best fit for the redundancy (dashed) and
synergy (dotted) data.
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with the total amount of information provided by each pair. As the pair information

increases, the fraction of redundant information increases and the fraction of synergy

remains roughly constant. There was a modest but significant correlation between pair

information and fraction of redundant information (Pearson’s product-moment correlation

R2 = 0.55, p = 7.9 × 10−10) and no correlation between pair information and fraction of

synergy (R2 < 0.01, p = 0.74).

The 50 pairs of neurons each had distinct preferred stimuli, randomly assigned such that

the differences between their preferred stimuli were circularly uniform. Intuitively, one

might expect more redundancy the closer the two neuron’s preferred stimuli and more

synergy the further apart their preferred stimuli. Accordingly, there was a weak but

significant negative correlation between fraction of redundancy and the absolute difference

between each neuron’s preferred stimuli (R2 = 0.09, p = 0.03). However, no correlation

with difference in preferred stimulus was observed for synergy (R2 < 0.01, p = 0.94).

These results are shown in figure A.2 (right).

Having calculated the correct PID values and generated different numbers of simulated

spike trains for each of the 50 pairs of neurons in response to the eight stimuli, I estimated

the information contained in each individual neuron’s spike trains, that contained in

the paired spike trains, and the redundant information in paired spike trains using the

estimators described in section A.2 and tested how closely the estimated values matched

the true values. Ideally, the estimator should be accurate (Erel close to zero) and get more

precise as the number of trials per stimulus k increases (∀A. limk→∞|Eabs(k,A)|= 0).

Figure A.3 shows the average absolute percentage error Eabs between the estimated and

actual information values (redundancy, single neuron information, and pair information)

for the 50 pairs of neurons as a function of trials per stimulus (along the x-axis) and

maximum firing rate (in different subfigures). The average is taken first within then

between pairs; the pattern is similar if the averaging is done the other way around but

the error bars are smaller (data not shown), suggesting that the estimates are stable across

multiple samples from the same system. It is clear that the estimator is not very precise:

even with over a thousand trials per stimulus, the average absolute error ranges from

around 10% for single neuron pair information when the maximum firing rate is around
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Figure A.3: Absolute percentage error between the estimated and correct values of the re-
dundancy (blue), single neuron information (red and green), and pair information (black)
for 50 pairs of simulated neurons. Each subfigure represents a group of 10 pairs of neurons
having the same maximum firing rate. Medians are taken first over multiple samples from
the same pair and then across different pairs with the same maximum firing rate. Error
bars are interquartile range (IQR) across pairs.
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Figure A.4: Signed percentage error between the estimated and correct values of the re-
dundancy (blue), single neuron information (red and green), and pair information (black)
for 50 pairs of simulated neurons. Each subfigure represents a group of 10 pairs of neurons
having the same maximum firing rate. Medians are taken first over multiple samples from
the same pair and then across different pairs with the same maximum firing rate. Error
bars are interquartile range (IQR) across pairs.
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Figure A.5: Absolute percentage error between the estimated and correct values of the
redundancy (blue), unique information carried by each neuron (red and green), synergy
(black), and pair information (yellow) for 50 pairs of simulated neurons. Each subfigure
represents a group of 10 pairs of neurons having the same maximum firing rate. Medians
are taken first over multiple samples from the same pair and then across different pairs
with the same maximum firing rate. Error bars are interquartile range (IQR) across pairs.
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Figure A.6: Signed percentage error between the estimated and correct values of the
redundancy (blue), unique information carried by each neuron (red and green), synergy
(black), and pair information (yellow) for 50 pairs of simulated neurons. Each subfigure
represents a group of 10 pairs of neurons having the same maximum firing rate. Medians
are taken first over multiple samples from the same pair and then across different pairs
with the same maximum firing rate. Error bars are interquartile range (IQR) across pairs.
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3 Hz to almost 90% for redundancy for pairs of neurons with high maximum firing rates.

Even if an estimator is imprecise, it may nevertheless be accurate if there is no systematic

bias in the estimates. In this case, Erel will be close to zero as the positive and negative

errors should cancel out. Unfortunately, figure A.4 confirms that this is not the case. It

shows the (signed) average percentage error Erel for the quantities in figure A.3 as a func-

tion of trials per stimulus and maximum firing rate. For large samples, the single neuron

information is overestimated when the firing rates are low (< 10Hz) and underestimated

above this. The same is true for the pair information, except the switch from over- to

underestimation happens at higher maximum firing rates (between 10 and 30 Hz). Fi-

nally, for all but the smallest samples and lowest firing rates, the redundancy tends to be

underestimated.

The two variable PID comprises the redundancy and the pair information along with three

derived quantities: the unique information carried by each neuron of the pair (the single

neuron information less the redundant information), and the synergistic information (the

pair information less each single neuron’s information plus the redundant information).

For unbiased estimates, summing and subtracting different estimates in this way should

tend to decrease the precision of the estimates, but if the estimates are biased then the

biases may cancel out or exacerbate each other depending on their direction.

Figure A.5 shows Eabs for the PID estimated from the simulated spike trains by combin-

ing the estimates of redundancy, single neuron information and pair information. For low

firing, the pattern is as one would expect: the precision of the derived quantities (synergy

and unique information) is generally lower than that of the directly estimated quantities

(redundancy and pair information). Above 10Hz, however, the synergy is actually esti-

mated more accurately than the redundancy. Looking at figure A.4 explains why this is:

redundancy, single neuron information, and pair information are all systematically under-

estimated, but because the single neuron information is subtracted from the sum of the

pair information and the redundancy, the biases partially cancel. This is seen most dra-

matically for the 31.6Hz maximum firing rate group, where sum of the downward biases

in the redundancy (~80% for large samples) and the pair information (~20%) are close to

twice the downward bias in each single neuron’s information (~55% each), so they cancel
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to only a ~10% overestimate.

Even so, the estimates of the derived PID quantities are still imprecise: even with large

samples, the average absolute error ranges from 10% to 200% for synergy and from 100%

to 400% for the unique information, depending on the maximum firing rate of the pairs.

(That unique information is generally estimated less precisely than synergy despite in-

volving fewer arithmetic operations is likely a combination of redundancy being extremely

poorly estimated and the unique information being generally the smallest quantity in each

of the PIDs.) Figure A.6 shows Erel for each of the PID estimates. The derived PID quan-

tities, unique information and synergy, are generally overestimated for all but the smallest

sample sizes and lowest firing rates.

A.5 Discussion

The spike train PID estimator developed in this appendix is based on mathematically

sound estimators of spike train information (Victor 2002) and continuous KLDs (Wang et

al. 2009) that appear to perform well in the tests shown by their respective authors. How-

ever, it performs disappointingly poorly, with the average absolute error for any quantity

rarely dropping below 10% and in many cases quantities are overestimated by more than

100% of the analytically computed values, even when the sample size is impractically large

for many neuroscientific experiments (1250 trials per stimulus or 10000 trials total for an

experiment with 8 stimuli). Further, the magnitude and direction of the errors depends in

a complicated way on the number of sampled spike trains and the maximum firing rate.

Moreover, to keep things simple only one style of responses (sinusoidally-tuned Poisson

neurons) was considered, but beyond this the possibilities are almost boundless: other

forms of tuning, varying amounts and distributions of spontaneous activity, different types

of point process, inhomogeneous rate functions, etc. This makes the results pertaining to

synergy contained in spike trains in chapter 3 hard to interpret.

Why does the estimator perform so badly? Wang et al. (2009) do not report percentage

errors for their estimators, only errors in nats; moreover, the scale bars on their graphs

make it hard to determine the magnitude of these errors. Nevertheless, they appear to

be much smaller than the errors observed here, suggesting that the extra error is due to
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the stratification method, adapted from Victor (2002), used to apply the continuous KLD

estimator to spike train data. Additionally, as noted above, the KLD estimator is designed

for use on samples from two distinct distributions, not a marginal distribution and the

same distribution conditioned on another. Despite ensuring the two samples given to the

estimator were distinct, this may still explain some of the increased error.

The estimates for single-neuron and pair information are more precise than the estimates

of redundancy, but still poor. To investigate the source of these errors, I tested the

method of Victor (2002) on purely continuous data. I used the same method as described

in section A.3, except instead of simulating Poisson processes I drew samples from a

variety of standard continuous probability distributions where I set one parameter to

s ∈ 1..8 while holding any other parameters fixed (at a value of 1 for all parameters

except location parameters, which were set to zero). Figure A.7 shows the absolute

percentage error between the analytically computed mutual information values and those

estimated using the method of Victor (2002). There is considerable variability in the

magnitude of the error depending on the distribution and which parameter varies with

the stimulus. The best performance is achieved for normal, log-normal and extreme value

distributions where the location parameter (i.e. the mean for a normal distribution) varies

with the stimulus, as well as the gamma distribution where the shape parameter varies

the stimulus. The worst performance is achieved for the beta distribution, the gamma

distribution where the scale varies with the stimulus, and the exponential distribution.

The latter may explain the poor performance of this method on spike trains simulated as

Poisson processes, as the exponential distribution governs the inter-arrival time of events

(here, spikes) in a Poisson processes. Victor (2002) did not perform any such tests of their

method. Instead, they show that they can estimate entropies (not mutual information)

for Gaussian-distributed data (which is one of the distributions their method perfoms

best for according to my simulations) and simulated Poisson data, which they only test

with five stimulus classes evoking large changes in firing rate. Thus, it may be that their

method performs worse as the number of stimuli increases or when the variation in evoked

firing rates are more subtle, although as the data in this appendix show, the relationship

between estimated spike train information values and stimulus-dependent firing rates is
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complicated.

What does this all mean for the spike train PID results in chapter 3? On first inspection,

the large absolute errors should render the results meaningless. However, consider the

results from the two retinas recorded on the APS (figures 3.13 and 3.14), which are likely

more representative than the MCS recordings due to the larger numbers of recorded cells.

According to the data, the information contained in the spike trains is only marginally

greater than that in the spike counts, for which information estimates are reasonably

accurate. Moreover, inspection of the distributions of the spike count and spike train

information in these retinas reveals that there is a considerable fraction of pairs for which

there is apparently more information in the spike counts than the spike trains (for the MCS

data, this fraction was about 35%). This is impossible, however, as one can derive the spike

count from the spike train, so the latter must contain at least as much information as the

former (this is the data processing inequality (Cover and Thomas 2006)). The results in

figure A.4 show that both the single neuron information and the pair information usually

tend to be underestimated by the spike train PID estimator developed here, which may

explain why some RGC pairs appear to violate the data processing inequality.

The results in this appendix also show that the spike train PID estimator also tends to

overestimate synergy (although often not by a large amount) and underestimate redun-

dancy considerably. This has the potential to reverse the pattern of results seen for spike

trains in chapter 3, where synergy tended to be large and redundancy small. This would

also bring these results more in line with those Schneidman et al. (2011), who found that

there was a small amount of synergy in RGC pair spike trains, but it is difficult to com-

pare their results to mine as they only consider information carried by particular symbols

and do not report information values for spike trains considered as a whole. In any case,

it is clear that a more precise and less biased PID estimator for spike trains is necessary

before any definitive conclusions can be made about the amount of synergy in RGC pair

spike trains.

198



13 20 31 50 79 125 198 314 498 789 1250
0

50

100

150

200

250

Trials Per Stimulus

A
b
s
o
lu

te
 E

rr
o
r 

(%
)

 

 

Beta shape

Beta scale

Chi−squared

Exponential

EV location

EV scale

Gamma shape

Gamma scale

Lognormal location

Lognormal scale

Normal location

Normal scale

Figure A.7: Median absolute percentage error in estimated mutual information between
a stimulus and samples from standard continuous probability distributions where the
indicated parameter varies with the stimulus. Error bars are IQR across samples. Any
parameters that were not varied were set to one, with the exception of location parameters,
which were set to zero. EV = extreme value distribution.
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Appendix B. Worked PID Examples

B.1 Different RGC Types Give Rise to Synergy Without Correlations

B.1.1 The Model System and Task

Imagine a simple retinal circuit (figure 3.23) with two cones, four bipolar cells (two ON

and two OFF) and two ganglion cells (one ON and one OFF). The synapse between an

ON bipolar cell and its postsynaptic RGC contains a rectifying nonlinearity such that the

RGC receives an excitatory input if and only if the bipolar cell sees a light increment in

its receptive field and vice-versa for an OFF bipolar cell.

Suppose that one presents this system with a uniform grey field, followed by one of three

stimuli with equal probability: a black field, a split black and white field, or a white field.

The split in the split field is such that one ON and one OFF bipolar cell each see the

white half and the other two bipolar cells see the black half. An ON RGC (labelled A)

will fire in response to the white and split fields but not the black field, whereas an OFF

RGC (B) will fire in response to the black and split fields but not the white field. The

variable representing the stimulus is denoted S. Table B.1 gives the marginal probability

distributions of the stimulus and each cell’s response. Table B.2 gives the joint probability

distribution of A and B.

B.1.2 Calculating the Partial Information Decomposition

Recall from section 2.3.2 that the mutual information between two variables X and Y is

the entropy of X less the entropy of X conditioned on Y :

I(X;Y ) = H(X)−H(X|Y )

x P (S = x) P (A = x) P (B = x)
0 1/3 1/3 1/3
1 1/3 2/3 2/3
2 1/3 - -

Table B.1: Marginal probability distributions of S, A and B.
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a b P (A = a,B = b)
0 0 0
0 1 1/3
1 0 1/3
1 1 1/3

Table B.2: Joint probability distribution of A and B.

However, each of A and B is completely determined by S (table B.3), so their conditional

entropies are zero:

H(A|S) = H(B|S) = H(A,B|S) = 0

Thus:

I(R;S) = H(R) = −1
3

log2
1
3
− 2

3
log2

2
3

= 0.9183 where R = A or B

I(A,B;S) = H(A,B) = −3× 1
3

= 1.585 = H(S)

That is, a single ON or OFF neuron provides about 58% of the maximum possible in-

formation about the stimulus, whereas one can completely determine which stimulus was

presented from the responses of an ON and an OFF neuron taken together. Having mul-

tiple ON cells or multiple OFF cells gives the same information as having only one ON

cell or one OFF cell and thus all of the information is necessarily redundant in this case.

To compute the PID for the system with one ON and one OFF neuron, first one must

calculate the redundancy. As described in section 3.2.2, this is the expectation over the

stimulus distribution of the minimum specific information provided by either RGC about

each stimulus:

Red(A,B;S) =
2∑
s=0

P (S = s) min
R=A,B

I(R;S = s)

where

I(R;S = s) =
1∑
r=0

P (R = r|S = s) log2

P (R = r|S = s)

P (R = r)

Table B.3 gives the conditional probability distributions for A and B and table B.4 the

specific information each RGC provides about each stimulus value. From these, it is easy
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s r P (A = r|S = s) P (B = r|S = s)
0 0 1 0
0 1 0 1
1 0 0 0
1 1 1 1
2 0 0 1
2 1 1 0

Table B.3: Probability distributions for A and B conditioned on S.

s I(A;S = s) I(B;S = s)
0 log2 3 log2

3/2
1 log2

3/2 log2
3/2

2 log2
3/2 log2 3

Table B.4: Specific information about S provided by A and B.

to see that

Red(A,B;S) = 3× 1
3

log2
3
2

= 0.585

Unq(R;S) = I(R;S)−Red(A,B;S) = 0.333 where R = A or B

Syn(R;S) = I(A,B;S)− Unq(A;S)− Unq(B;S)−Red(A,B;S) = 0.333

That is, an ON and an OFF RGC provide 0.585 bits of redundant information about the

stimulus, 0.333 bits each of unique information and 0.333 bits of synergistic information.

B.1.3 Computing ∆I

A and B are conditionally independent, that is P (A,B|S) = P (A|S)P (B|S). Thus

PIND(A,B|S) = P (A,B|S) and PIND(A,B) = P (A,B), therefore ∆I = 0 trivially. In

other words, pairwise correlations provide literally no information about the stimulus in

this system.

B.2 Direction Selective RGCs with Perpendicular Preferred Directions

B.2.1 The Model System and Task

This example concerns very simple direction selective cells. Each cell has a preferred

direction. If it is presented with a bar moving in this direction, it fires two spikes. A bar

moving in the opposite direction evokes no response and a bar moving perpendicularly

evokes a single spike.

Suppose there are two such cells, A and B, with perpendicular preferred directions and
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x P (S = x) P (A = x) P (B = x)
0 1/4 1/4 1/4
1 1/4 1/2 1/2
2 1/4 1/4 1/4
3 1/4 - -

Table B.5: Marginal probability distributions of S, A and B. A’s preferred direction is 0,
B’s preferred direction is 1, and 2 & 3 are the opposite directions to 0 & 1, respectively.

s a b P (A = a,B = b)
0 2 1 1/4
1 1 2 1/4
2 0 1 1/4
3 1 0 1/4

Table B.6: Joint probability distribution of S, A, and B. Combinations that occur with
zero probability are omitted for brevity.

that they are presented with bars moving either in or against one of the cells’ preferred

direction. Thus there are four possible stimulus directions. Further assume each stimulus

is equiprobable. Once again, the stimulus variable is denoted S.

B.2.2 Computing the Partial Information Decomposition

The marginal and joint distributions of A, B and S are given in tables B.5 and B.6.

As in the previous example, the conditional entropies of A and B are zero, so the mutual

informations are given by:

I(R;S) = H(R) = −2× 1
4

log2
1
4
− 1

2
log2

1
2

= 1.5 where R = A or B

I(A,B;S) = H(A,B) = −4× 1
4

log2
1
4

= 2 = H(S)

Tables B.7 and B.8 give the probabilities of A and B conditioned on S and the resulting

specific information provided by A or B about each state of S.

Note that the minimum specific information provided by either A or B about any state

of S is always log2 2 = 1 (table B.8), so the redundancy is given by:

Red(A,B;S) = 4× 1
4
× 1 = 1

Therefore

Unq(R;S) = I(R;S)−Red(A,B;S) = 0.5 where R = A or B

Syn(A,B;S) = I(A,B;S)− Unq(A;S)− Unq(B;S)−Red(A,B;S) = 0
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s r P (A = r|S = s) P (B = r|S = s)
0 0 0 0
0 1 0 1
0 2 1 0
1 0 0 0
1 1 1 0
1 2 0 1
2 0 1 0
2 1 0 1
2 2 0 0
3 0 0 1
3 1 1 0
3 2 0 0

Table B.7: Probability distributions for A and B conditioned on S.

s I(A;S = s) I(B;S = s)
0 log2 4 log2 2
1 log2 2 log2 4
2 log2 4 log2 2
3 log2 2 log2 4

Table B.8: Specific information about S provided by A and B.

That is, there is one bit of redundant information, each of A and B provides half a bit of

unique information, and there is no synergistic information.
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Appendix C. Calculating Equivalent Photon Flux for the APS

Projector

As noted in chapter 5, the APS projector has a maximum irradiance on the MEA of around

0.13 W/cm2. This is far brighter than is necessary for most retinal physiology experiments,

even those involving the relatively light insensitive ChR2, but neutral density filters can

be used to bring the irradiance into more physiologically relevant ranges. However, the

projector is a standard RGB projector, projecting broadband white light designed to be

efficiently absorbed by the red, green, and blue light sensitive cones of the human retina.

ChR2, by contrast, is most sensitive to blue light and hence much of the light from the

projector in the longer wavelengths will not effectively stimulate ChR2. As such, a certain

irradiance of light from the APS projector is effectively less ‘bright’ from the perspective

of a ChR2-expressing retina than the same irradiance coming from, say, the μLEDs used in

chapter 4. This section details the conversion from APS projector irradiance to equivalent

photon flux at the peak of the ChR2 absorption spectrum.

First I measured the background-corrected (60s integration time, all room lights and

monitors off) relative emission spectrum of the APS projector displaying a plain white

background with no neutral density filters in place using a Thorlabs CCS100 spectrometer

with a 20s integration time. To convert this to spectral flux density incident on the

MEA, F (λ), I divided the relative intensity at each wavelength, f(λ), by the area under

the relative intensity curve, then multiplied by the irradiance, I, as measured with a

photodiode attached to a power meter:

F (λ) = If(λ)/

∫ ∞
0

f(λ)dλ

Note that this assumes the transmission spectra of air and any neutral density filters

that were in place when the irradiance was measured are reasonably flat in the visible

spectrum. This is justified as air is transparent to visible light and neutral density filters,

as their name implies, are designed to transmit all wavelengths equally. Figure C.1 gives
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Figure C.1: Spectral flux density for the light from the APS projector incident on the
retina after attenuation with an ND1.9 neutral density filter.
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the spectral flux density of light incident on the MEA with an ND1.9 neutral density filter

in place (I = 1.650mW/cm2).

Per the Planck-Einstein relation, the energy of a photon, E, is given by

E(λ) =
hc

λ

where h = 6.626× 10−34J·s is Planck’s constant, c = 2.998× 108ms-1 is the speed of light,

and λ is the wavelength. Thus, to get the number of photons of each wavelength incident

on the MEA per unit area, I divided the spectral flux density by the photon energy at

each wavelength:

N(λ) = F (λ)/E(λ) = F (λ)
λ

hc

The result is shown in figure C.2 (blue curve). IntegratingN(λ) with respect to wavelength

gives the total number of photons incident on the MEA per unit area. However, as

noted, ChR2 does not absorb photons of all wavelengths equally. To correct for this,

I took the absorption spectrum for ChR2 given in Scholz et al. (2012) and normalised

it to have a peak value of unity (figure C.2, green curve). The peak wavelength was

450nm. To calculate the equivalent photon flux, P , from the perspective of ChR2 had

all photons emitted by the projector been of this wavelength, I convolved N(λ) with the

ChR2 absorption spectrum, R(λ):

P =

∫ ∞
0

N(λ)R(λ)dλ

Table C.1 gives the values of P with different neutral density filters. All integrals noted

in this appendix were calculated numerically using trapezoidal integration with the trapz

function in Matlab.
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ND (log10 units) I (mW/cm2) P (ph·cm−2s−1)
2.2 0.874 5.5× 1014

1.9 1.650 1.0× 1015

Table C.1: Equivalent photon flux at the wavelength that maximally excites ChR2 (i.e.
450nm) of the light incident on the retina from the MEA after attenuation with different
neutral density filters.
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Tamai, M. (2007). “Restoration of visual response in aged dystrophic RCS rats using

AAV-mediated channelopsin-2 gene transfer”. Investigative Ophthalmology & Visual

Science 48 (8), pp. 3821–3826.

Toychiev, A. H., Ivanova, E., Yee, C. W.-M., and Sagdullaev, B. T. (2013). “Block of Gap

Junctions Eliminates Aberrant Activity and Restores Light Responses during Retinal

Degeneration”. The Journal of Neuroscience 33 (35), pp. 13972–13977.

Trenholm, S., Borowska, J., Zhang, J., Hoggarth, A., Johnson, K., Barnes, S., Lewis,

T. J., and Awatramani, G. B. (2012). “Intrinsic oscillatory activity arising within the

electrically coupled AII amacrine–ON cone bipolar cell network is driven by voltage-

gated Na+ channels”. The Journal of Physiology 590 (10), pp. 2501–2517.

Troilo, D., Howland, H. C., and Judge, S. J. (1993). “Visual optics and retinal cone

topography in the common marmoset (Callithrix jacchus).” Vision Research 33 (10),

pp. 1301–10.

244



Ulshafer, R. J. and Allen, C. B. (1985). “Hereditary retinal degeneration in the Rhode

Island Red chicken: Ultrastructural analysis”. Experimental Eye Research 40 (6),

pp. 865–877.

Ulshafer, R. J., Allen, C., Dawson, W., and Wolf, E. (1984). “Hereditary retinal degen-

eration in the Rhode Island Red chicken. I. Histology and ERG”. Experimental Eye

Research 39 (2), pp. 125–135.

Uzzell, V. J. and Chichilnisky, E. J. (2004). “Precision of Spike Trains in Primate Retinal

Ganglion Cells”. Journal of Neurophysiology 92 (2), pp. 780–789.

Van Rullen, R. and Thorpe, S. J. (2001). “Rate coding versus temporal order coding:

What the retinal ganglion cells tell the visual cortex”. Neural Computation 13 (6),

pp. 1255–1283.

Vaney, D. I. (1990). “The mosaic of amacrine cells in the mammalian retina”. Progress in

Retinal Research 9, pp. 49–100.

Vaney, D. I. (1991). “Many diverse types of retinal neurons show tracer coupling when

injected with biocytin or Neurobiotin”. Neuroscience Letters 125 (2), pp. 187–190.

Vardi, N., Duvoisin, R., Wu, G., and Sterling, P. (2000). “Localization of mGluR6 to

dendrites of ON bipolar cells in primate retina”. Journal of Comparative Neurology

423 (3), pp. 402–412.

Varela, C., Igartua, I., Rosa, E. J. de la, and Villa, P. de la (2003). “Functional modifica-

tions in rod bipolar cells in a mouse model of retinitis pigmentosa”. Vision Research

43 (8), pp. 879–885.

Veruki, M. L. and Hartveit, E. (2009). “Meclofenamic acid blocks electrical synapses of

retinal AII amacrine and on-cone bipolar cells.” Journal of Neurophysiology 101 (5),

pp. 2339–47.

Victor, J. D. (2002). “Binless strategies for estimation of information from neural data.”

Physical Review E: Statistical, Nonlinear, and Soft Matter Physics 66 (5 Pt 1), p. 051903.

Völgyi, B., Chheda, S., and Bloomfield, S. A. (2009). “Tracer coupling patterns of the

ganglion cell subtypes in the mouse retina”. Journal of Comparative Neurology 512 (5),

pp. 664–687.

245



Vollrath, D., Feng, W., Duncan, J. L., Yasumura, D., D’Cruz, P. M., Chappelow, A.,

Matthes, M. T., Kay, M. A., and LaVail, M. M. (2001). “Correction of the retinal

dystrophy phenotype of the RCS rat by viral gene transfer of Mertk.” Proceedings of

the National Academy of Sciences of the United States of America 98 (22), pp. 12584–

9.

Wald, G. (1945). “Human vision and the spectrum”. Science 101 (2635), pp. 653–658.

Wald, G. (1964). “The Receptors of Human Color Vision: Action spectra of three visual

pigments in human cones account for normal color vision and color-blindness”. Science

145 (3636), pp. 1007–1016.

Wallace, D. C., Singh, G., Lott, M. T., Hodge, J. A., Schurr, T. G., Lezza, A. M., Elsas

II, L. J., and Nikoskelainen, E. K. (1988). “Mitochondrial DNA mutation associated

with Leber’s hereditary optic neuropathy”. Science 242 (4884), p. 1427.

Wang, Q., Kulkarni, S. R., and Verdu, S. (2009). “Divergence Estimation for Multidimen-

sional Densities Via k-Nearest-Neighbor Distances”. IEEE Transactions on Informa-

tion Theory 55 (5), pp. 2392–2405.

Waschkowski, F., Hesse, S., Rieck, A. C., Lohmann, T., Brockmann, C., Laube, T., Born-

feld, N., Thumann, G., Walter, P., Mokwa, W., Johnen, S., and Roessler, G. (2014).

“Development of very large electrode arrays for epiretinal stimulation (VLARS)”.

BioMedical engineering online 13 (1), p. 11.
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