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Arabic Transliteration/Encoding Chart

The Buckwalter Transliteration® “is a transliteration system that follows the standard

encoding choices made for representing Arabic characters for computers. The Buckwalter
transliteration has been used in many publications in natural language processing and in
resources developed at the Linguistic Data Consortium (LDC). The main advantages of the
Buckwalter transliteration are that it is a strict transliteration (i.e., one-to-one) and that it is
written in ASCII characters.” (Habash 2010:20)

Throughout this thesis the Buckwalter code is used both for citing Arabic words and text in
the course of the discussion, and for the representation of the Arabic texts which comprise

the corpus on which the proposed anaphora resolution algorithm is based.

Name UNICODE  Buckwalter ASMO 449
hamza-on-the-line  \u0621 ' A
madda-on-'alif \u0622 B
hamza-on-"alif \u0623 > C
hamza-on-waaw \u0624 & D
hamza-under-"alif ~ \u0625 < E
hamza-on-yaa' \u0626 } F
bare ‘alif \u0627 A G
baa' \u0628 b H

! Buckwalter code is adopted from: http://open.xerox.com/Services/arabicmorphology/Pages/translit-chart
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taa' marbuuTa
taa’

thaa'

jiim

Haa'

khaa'

daal

dhaal

raa’

zaay

siin

shiin

Saad

Daad
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Zaa' (DHaa")
cayn

ghayn
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gaaf
kaaf
laam
miim
nuun
haa'

Waaw

‘alif magSuura

yaa'
fatHatayn
Dammatayn
kasratayn
fatHa
Damma
kasra
shaddah
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Abstract

In the age of the internet, email, and social media there is an increasing need for processing
online information, for example, to support education and business. This has led to the
rapid development of natural language processing technologies such as computational
linguistics, information retrieval, and data mining. As a branch of computational linguistics,
anaphora resolution has attracted much interest. This is reflected in the large number of
papers on the topic published in journals such as Computational Linguistics. Mitkov (2002)
and Ji et al. (2005) have argued that the overall quality of anaphora resolution systems
remains low, despite practical advances in the area, and that major challenges include

dealing with real-world knowledge and accurate parsing.

This thesis investigates the following research question: can an algorithm be found for the
resolution of the anaphor nafs in Arabic text which is accurate to at least 90%, scales
linearly with text size, and requires a minimum of knowledge resources? A resolution
algorithm intended to satisfy these criteria is proposed. Testing on a corpus of

contemporary Arabic shows that it does indeed satisfy the criteria.
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Introduction

The advent and development of information technology since the mid-twentieth century
has generated vast amounts of digitally encoded electronic text in a wide variety of world
languages. The most obvious repositories of such texts are the World Wide Web and the
increasingly digitally-oriented output from the publishing industry in both academic and
leisure spheres. However, at least equally important in terms of volume is text creation in

business, government, cultural activity, and personal communication worldwide.

The exploitation of digital text has given rise to a range of research disciplines such as
information retrieval (Chowdhury 2003:51), data mining (Han et al. 2006; Mucherino et al.
2009; Holmes and Jain 2012), and computational linguistics (Clark et al. 2010), each with
its own aims, mathematically and statistically constituted conceptual frameworks, and
computational tools. The present thesis is intended as a contribution to computational

linguistics.

The historical development of computational linguistics has produced a composite
discipline in which ideas from linguistics, computer science, mathematics, and statistics are
used to study natural language with a variety of aims (Jurafsky and Martin 2000). For
present purposes, these aims can be divided into two broad categories: science and
engineering. The science of natural language, that is, linguistics, aims to understand the
structure and dynamics of the human language faculty by proposing hypothetical models
which can be empirically tested (Allen 1995; Manaris 1998:5). The role of computational
linguistics in the science of natural language is, firstly, to provide a basis in the theory of
computation for linguistic models, and then to implement such models and to provide tools
that make subsets of the worldwide corpus of electronic text available for testing. Natural
language engineering, on the other hand, aims to design and implement computational
systems which analyze or transform a text corpus for some well-defined practical task
without any necessary reference to or implications for linguistic models of the human

language faculty (Elhaddad 2006). Concepts from linguistics may or may not be used if



relevant, but the primary aim is to carry out the task as efficiently as possible. The present
discussion is intended as a contribution to computational linguistics as language

engineering.

Machine translation (Hutchins 2005) is a component of contemporary language engineering
in the above sense, and is devoted to the design and implementation of computational
systems that translate between two or more natural languages as accurately and with as
little human intervention as possible. At its most general, this dissertation is concerned with

machine translation from Arabic.

A major problem in machine translation has been and continues to be anaphor resolution.
An anaphor is understood as a grammatical entity in a text which refers to some other
grammatical entity in that text. The problem is due to indeterminacy in anaphor reference
(Hirst 1981), where anaphor resolution is a generic term for algorithms which aim to solve
that problem (Mitkov 1999; Mitkov 2000; Deoskar 2004). The specific focus of this thesis
is anaphor resolution in Arabic with specific reference to the frequently-used anaphor

o< 3 which is transliterated into Western orthography as nafs.

This thesis comprises an introduction, five main parts, and a conclusion. Part 1 states the
aim of the research reported in this thesis, the research question which it addresses, and the
methodology it uses. Part 2 outlines the nature of anaphora in general and in Arabic more
particularly. Part 3 reviews anaphor resolution factors in general and MSA anaphor
resolution in particular. Part 4 reviews anaphora resolution in general and in MSA in
particular. Part 5 reviews the grammar of nafs. Part 6 proposes an algorithm for the
resolution of nafs, implements the proposed resolution algorithm, applies it to a MSA
corpus, and assesses the results. Part 6 also briefly identifies future work related to the

research described in the thesis. The conclusion then summarizes the discussion.



Chapter 1. Aim, Research Question, and Methodology

This chapter introduces the aim of the study, defines the research
question and outlines the methodology adopted to answer it. Part 1.1
states the aim of the study, part 1.2 defines the research question, and

part 1.3 explains how the research question is addressed.
1.1 Aim

Nafs is a frequently-occurring anaphor in contemporary Arabic
(Kremers 1997), and any machine translation system from Arabic will
need to be able to resolve it. The aim of this thesis is to design and
implement a reliable and efficient resolution algorithm for nafs which
can be used as a component in a computational system that translates
Arabic into some target languages in practical, real-world applications.

o ‘Reliable’ is taken to mean that the algorithm should ideally be
able to correctly resolve all instances of nafs in any text
collection to which it is applied, where the criterion for
correctness is based on native speaker competence, or, failing
this ideal, that it should be able to resolve nafs correctly with an
accuracy comparable to that of state-of-the-art anaphor
resolution systems for languages such as English, which is
currently 90% or a little greater (Mitkov 2002).

e ‘Efficient’ is understood in two senses. In the first sense it is

taken to mean that the algorithm should resolve anaphora within



a time limit that users find acceptable irrespective of the size of
the text or text collection to which it is applied. In other words,
the algorithm must scale well in terms of computational
complexity, and in the ideal case its computational complexity
would be O(n), that is, the time required to resolve all instances
of nafs should grow no more than linearly with text size. In the
second sense, ‘efficient’” means financially cost-effective.
Existing anaphor resolution systems, as reviewed later in the
discussion, require to varying degrees syntactic, semantic, and
real-world knowledge provided by, for example, mark-up in the
text being processed, parsers, and knowledge representation
databases. Such provision is typically labour-intensive and thus
expensive; the aim here is to design an algorithm that requires as

few of such knowledge resources as possible.

Implicit in the foregoing comments is that the focus of the discussion is
on text rather than speech. Speech processing requires a competence
that the author cannot claim, though there is no obvious reason why the
proposed algorithm should not be adaptable for the resolution of nafs in

speech.
1.2 Research Question

Based on the above aim, the research question addressed by this thesis

is:



Can an algorithm be found for the resolution of nafs in Arabic text
which is accurate to at least 90%, scales linearly with text size,

and requires a minimum of knowledge resources?

1.3 Methodology
A two-stage methodology is used:

1. Survey the existing anaphor resolution literature. The survey is
divided into three main parts. The first part deals with the linguistic and
psycholinguistic background. The second part covers data driven
approaches which depend on annotated corpora, and the third deals with

anaphora resolution in Arabic.

2. Work sequentially through the ranking of approaches until the
required 90% accuracy of nafs resolution is attained with respect to a
test corpus of contemporary Arabic text. Start at the beginning of the
ranking with the approach that has the best scaling behaviour and the
lowest level of knowledge requirement, and design, implement, and test
an algorithm based on that approach. If the implemented algorithm fails
to meet the required accuracy, supplement or replace it with the next
approach in the ranking. Continue to supplement or replace approaches
until the threshold accuracy is reached. If the end of the ranking is

reached without the threshold being attained, think of a new approach.



Chapter 2. The Nature of Anaphora

2.1 Introduction

This chapter is concerned with defining and understanding the nature of
anaphora and its classification methods as a starting point for thinking
about approaches to anaphora resolution. The discussion is not confined
to Arabic, however; it discusses anaphora in general terms, giving
examples from English, Arabic, and other languages and how they have
been approached using different syntactic and grammatical approaches.
The chapter reviews the definition of an anaphor, types of anaphora,
types of antecedents, relations between antecedents and anaphora, scope
of the suggested algorithm, pronominal anaphora in MSA, means of
expressing anaphora in MSA, and restrictions on MSA anaphora.

2.2 What is an Anaphor?

The definition of an ‘anaphor’ proposed is: ‘a grammatical entity in a
text which refers to some other grammatical entity in that text’. Jurafsky
and Martin (2000: 672) define it as ‘the reference to an entity that has
been previously introduced into the discourse’, and Hirst’s (1981: 4)
definition is ‘the device of making in discourse [...] an abbreviated
reference to some entity in the expectation that the perceiver of the
discourse will be able to disabbreviate the reference and thereby
determine the identity of the entity. The reference is called anaphor, and
the entity to which it refers is its referent or antecedent’. Varieties of

anaphora are given below.



More recently, the literature has been concerned with making a
distinction between ‘referent’ and ‘antecedent’. Mitkov (1999), for
instance, says with respect to any given anaphor that ‘the referent is the
object or the state of affairs in the extralinguistic reality to which the
referring expression refers, whereas the antecedent is the linguistic
realization of this entity’. The present discussion adopts this distinction

throughout, and is concerned solely with antecedents.
2.3 Varieties of Anaphora

There are various types of anaphora in natural language text. One of the
several ways of classifying anaphora is by form (Leass and Lappin
1994; Mitkov 2002), and this is the classification adopted here. In terms

of form, there are three broad classes of anaphora:

e Pronominal anaphor are pronouns, as their name indicates.
Example: ‘The man ran into the shop, and there he bought a
newspaper’, where the anaphor is he and the antecedent is the
man. Note that not all pronouns are anaphora, however. In a

sentence such as ‘It is raining’, it is referred to as pleonastic.

e Noun-phrase anaphora are, again as the name indicates, noun
phrases that refer to antecedents that are themselves noun
phrases whose reference is to identical or semantically close
concepts. Example: ‘The club has its annual dinner. Members
were asked to come alone’. Here, ‘Members’ is the noun-phrase

anaphor and ‘The club’ is the antecedent.



e ‘One’ anaphora: Example: ‘If you can’t make this appointment,
you can arrange another one’. Here ‘one’ is the anaphor, and

‘this appointment’ is the antecedent.

As the foregoing examples imply, the antecedent of any given anaphor
does not have to be in the same sentence as the anaphor. Where it is, the
anaphor is said to be intrasentential, and where the antecedent is not in
the same sentence it is intersentential. Anaphora are often
intrasentential, and, where they are not, the antecedents are often found
in the preceding one or two sentences, but antecedents may be far as
seventeen sentences away from their anaphora as reported by Mitkov
(1999: 3).

The classification of pronominal anaphora depends on three factors:
types of existing anaphor, types of existing antecedents, and the
relations between each of them. Mitkov (2002) mentioned different
kinds of anaphora, including pronominal anaphora, verb and adverb
anaphora, noun anaphora and zero anaphora. The current thesis is only
concerned with pronominal anaphora. Mitkov (2002) further classified
pronominal anaphora depending on the anaphor into three types, which
are discussed below.

2.3.1 Nominal Anaphora

According to Mitkov (2002: 8), a nominal anaphor is a ‘referring
expression (pronoun, definite noun phrase or proper name) which has a
non-pronominal phrase as its antecedent’. This is the most commonly

researched type of anaphor in natural language processing (NLP)



literature. The most important type of nominal anaphor is the
pronominal anaphor. Pronominal anaphora forms are personal pronouns
(he, she, it, they, them, her, him), possessive pronouns (his, her, its,
their, theirs, hers), reflexive pronouns (himself, herself, itself,
themselves), demonstrative pronouns (this, that, these, those), or relative
pronouns (who, whom, which, whose. Sometimes where and when may
be anaphoric as well in cases of locative and temporal anaphora). First
and second person singular pronouns are usually deictic in function as
in ‘can you kindly pass me the salt?’. In reported speech, such a

function does not commonly occur.
2.3.2 Pleonastic It

The pronoun it frequently occurs in cases when it is non-anaphoric. For

example:
‘It is highly unlikely to change the price now’.

Leass and Lappin (1994) name such a use of it as being pleonastic it
while Quirk et al. (1985) call it prop it. Mitkov (2002) has summarized
some of the instances where the pleonastic it occurs:

i. Modal adjective constructions, for example: It is obvious, etc.
ii. Cognitive verb constructions, for example: it is considered to be, etc.
iii. Temporal constructions, for example: It is spring, etc.

iv. Distance-related constructions, for example: It is far from here.



v. In idioms, for example: It’s anyone’s call.

vi. Cleft constructions, for example: It was Mr. Edgar who recruited
Prudence Adair (Mitkov 2002: 10).

The pleonastic it is not a clear research area and it is still a matter of
debate in linguistics. Consequently, the automatic identification of the

pleonastic it is still a difficult task.
2.3.3 Zero Pronominal Anaphora

Zero pronominal anaphora occur if the anaphoric pronoun is deleted but
is still understood from the general context. Although this case is very
rare in English, it is frequent in languages such as Arabic, Chinese, and
Spanish. In most cases, zero pronouns in such languages are substituted
by overt pronouns in English. Hirst (1981) addressed three problems in
classifying pronominal anaphora. He was concerned with differentiating
between a pronoun and a noun phrase, since in classical grammar these
were considered to be the same although he proves this to be incorrect.
To overcome such problems he uses the term ‘pronominally referent’ to
refer to noun phrases. Hirst states that most pronouns are pronominally
referent, such as pronouns marked for gender and number, which makes
the process of resolution easy. However, there are cases where such a

rule does not apply, for example:
‘Who is this Bresson? Is she a woman?’ (Hirst 1981: 10)

Here, she refers to the film director Robert Bresson who is male figure.
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A further problem is the use of the singular epicene pronoun, which
Hirst defines as: “a genderless plural third-person pronoun referring to a
singular third-person of unknown, or deliberately unmarked, gender”
(Hirst 1981: 11). For example:

‘The university thanks the students for their patience’.

Such use is accepted in many idiolects while it is rejected in others. An

AR algorithm has to be able to accommodate itself to such a use.

The third problem is the use of the expression same, which can act as a

pronoun but is restricted to referring to a very recent noun phrase.
Hirst classifies pronominal anaphora into three types:
2.3.4 Pronoun Anaphora

These refer to parts of speech such as he, she, it, they, that, etc. They are
usually marked with number and gender which make the process of

resolution easy.
2.3.5 Surface Count Anaphora

These are noun phrases that act as pronominal anaphora. This category
includes the constructions the former and the latter. This type of
anaphor requires that both the surface structure of the sentence and the
antecedent are retained in the consciousness of the reader or the listener.
One major problem of such anaphora is that any designed algorithm
faces the problem of determining where to start counting backward in

order to find the possible antecedent.
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2.3.6 Pronominal Noun Phrases: Epithets

Epithets can act as pronominal anaphors, although as Lakoff and Ross

(1976) stated they cannot have pronouns as their antecedents.
2.4 Types of Antecedents

Noun phrases are not the only type of antecedents for pronominal
anaphora. Antecedents may be clauses, sentences or situations described
by a sequence of sentences. In such cases the antecedent(s) can be

referred to using it or this/that, for example:
‘We cooked and ate the quiche in the evening. It was delicious.’

Another type of pronominal antecedent is coordinated noun phrases, a

sequence of NPs separated by commas or conjunctions, for example:
‘Nadia and Omar bought their first house a year ago.’
2.5 Relations Between Anaphora and Antecedents

Anaphora can be classified as identity-of-reference-anaphora or
identity-of-sense anaphora. ldentity-of-reference-anaphora occur when

the pronoun and its antecedent refer to the same entity. For example:
‘I saw a bird. It was singing.’

Identity-of-sense-anaphora is another type, where the pronoun shares

the sense with its antecedent, for example:

‘Omar bought a house and | bought one too.’

12



Another factor that affects the identification of the antecedent of an
anaphor is the location of each in relation to the other. In the examples
above, the pronouns always follow their antecedents in a backward
direction; if the direction is reversed it is called a cataphor. The usual
distance between an anaphor and its antecedent is two-to-three
sentences but it can extend up to seventeen sentences, as Mitkov (1996)

has noted.
2.6 Scope of the Present Algorithm

This thesis is concerned with pronominal anaphora only, and thus the
discussion is limited to Arabic reflexives only represented by nafs. In
English this represents a limited set consisting of himself, herself, itself,
and themselves. In modern standard Arabic (MSA), the reflexive nafs
consists mainly of nafs as a base in addition to a clitic pronoun as a
suffix, and in some cases it may have also have a prefix. In order to
explain how this works, an account of Arabic pronouns is introduced
later with special focus on third person pronouns, since nafs acts in the
same manner. First and second person pronouns are not discussed due

to two factors:

1. The infrequent occurrence of first and second person pronouns in

newswire texts.

2. First and second person pronouns normally appear in quotations
which are considered to have a limited effect on the structure of the

discourse.
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Demonstratives were excluded as they refer to extralingustic contexts.
Furthermore, in MSA they are usually cataphoric, and thus lie outside
the scope of the present thesis. The antecedents of relative pronouns that
occur within the same sentence are still a parsing problem. The current
thesis focuses on resolving the identity-of-reference pronominal

anaphora Arabic reflexive nafs.
2.7 Pronominal Anaphora in MSA

This section is based on Hammami et al. (2009), who give a typology of
MSA pronoun anaphora resolution in a study which is considerably
detailed and relevant to the present thesis. In general, Arabic anaphora
can be divided into pronominal anaphora, lexical anaphora, verb

anaphora and comparative anaphora.

Before explaining pronominal anaphora in Arabic, it is necessary to
briefly explain the linguistic situation with regard to Arabic in general,
and to give a survey of its pronouns, reflexives and reciprocals since all

of these are considered to fall within the pronominal category in Arabic.

In reality there is no single language called ‘Arabic’; however, there is a
wide range of different dialects that ought to be considered ‘Arabic’
according to the points of view of its users. To expand on this, in reality
there are two types of Arabic; firstly there is a written language that is
called o>~=3 1 AIfSHY, which means ‘the eloquent’. Secondly, there is

a spoken language called 4=l AIEAmyp, which means ‘the common’.

The language that was used before the rise of Islam in the fourth

century A.D. is called Classical Arabic (Tawfig 2009). This language
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underwent many changes as the religion spread geographically and as
more people progressively adopted the language of Islam (Classical
Arabic). This process had a profound impact on the language, creating a
number of dialects as different regions adapted the language in diverse

ways.

Classical Arabic, however, remained widely used as a formal written
language containing rather archaic verb forms and structures as well as
incorporating many new words and structures. The modern variety of
classical Arabic is called modern standard Arabic (MSA), which is
considered to be an artificial language that children start to learn when
they attend school. Although traces of the colloquial languages
(dialects, as some would say) can be found, MSA remains widely used
in all formal communication and newswire writing. This thesis

concentrates on MSA as a variety of Arabic.

After this general introduction to the Arabic language, it would be
useful to give a brief explanation of Arabic grammar in order to ease the
understanding of Arabic examples used in the thesis. There are two
types of sentences in MSA: nominal and verbal. Nominal sentences
consist of a noun phrase (NP) and a predicate. The NP may be followed
by either another NP, an adjective phrase (AP), a prepositional phrase
(PP) or a verb phrase (VP).

A verbal sentence consists of an NP and a VVP. The structure of the VP
determines the complement type it may take. If the verb is intransitive,

for example, it takes no complements. If the verb is transitive it will
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take complements depending on the sub-categorization nature of the

verb.

MSA has distinct forms used to convey features of number, person and
gender. For number, there are three forms: singular, dual, and plural.
This means that it differs from English, which has only the two forms of
singular and plural. This creates a problem when translating from
Arabic to English. In the latter, a dual number will be treated as plural,
whereas the dual has its own features from the point of view of the
assignment of cases. So, in a nominal sentence where all the agreement
features must be visible, the number’s properties have to dominate over
the predicate. Person and gender features, on the other hand, must

dominate over each pronoun.

Before discussing MSA pronouns it is important to note that dependent
pronouns in Arabic are referred to as either suffixes or enclitics. To
solve such an issue Soudi et al. argue that in MSA suffixes can be found
(2007: 125) ‘in verbal inflexions, nominal cases, the nominal feminine
ending <l/a (t)/, s+ah, etc., while enclitics are complement pronouns
some verbs can have a double enclitics as for example e s«isle
/ElmtmwnyhA/ “you taught me it”. > In MSA enclitics are regarded as
suffixed possessive and direct object pronouns while suffixes occur in
other positions. The majority of MSA grammar books do not make such
a distinction clear and resort to using the word suffix to express both
suffixes and enclitics. See, for example, Ryding (2005). Even in ANLP
books, for example, Habash (2010:44) argues that enclitics are ‘clitics
that follow the word (like a suffix).” This researcher chooses to use the

term suffix as it is broader and would include enclitics within it. The
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table below is adapted from Soudi et al. (2007: 161) to show possible

MSA pronoun enclitics/ suffixes.

Table 2.1: Possible MSA pronoun enclitics/ suffixes (Soudi et al.

2007:161).
MSA Transliteration | Number | Gender Object | Possessive
< y singular | masculine/feminine my/mine
& ny singular | masculine/feminine | me
u nA plural masculine/feminine | ours | our
d k singular | masculine/feminine | you yours
LS kmA dual masculine/feminine | you yours
oS kn plural feminine you yours
S km plural masculine/feminine | you yours
> h singular | masculine him/it | his/its
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hA singular | feminine her/it | her/its
hmA dual masculine/feminine | their | theirs
hm plural masculine their | theirs
hn plural feminine their | theirs

Pronouns in Arabic are called _«xll AIDmyr, which means ‘something

hidden’. The reason behind this name is that the pronoun hides the noun

that it refers to. Arabic has two sets of pronouns: independent pronouns

and pronominal suffixes (dependent pronouns). In table 2.2 MSA

independent pronouns are shown.

Table 2.2: MSA independent pronouns

MSA independent

Transliteration

English pronouns

pronouns

Ll I>nA/ I (first person,
masculine/feminine )

O~ d /nHn/ We  (first  person,
masculine/feminine)

il />nta/ You (second person,
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masculine)

il />nti/ You (second person,
feminine)

Wil />ntmA/ You (dual,
masculine/feminine)

oo />ntn/ You (third person,
feminine plural)

il />ntm/ You (third person,
masculine plural)

B /huwa/ He(third masculine
singular)

& /hiya/ She  (third  feminine
singular)

Lea /huma/ The two of them (third
masculine/feminine
dual)

a2 /hum/ They (third masculine

plural)
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/hun/

They (third feminine
plural)

Independent nouns are nominative. However, as Arabic is a pro-drop

language, when the verb is present the subject pronoun is dropped in

most cases and, if added, it would be used for emphasis. Pronominal

suffixes that are added as verb suffixes express the accusative, while

they occur as noun suffixes and prepositional suffixes to express the

genitive, as indicated in table 2.3:

Table 2.3: MSA genitive and accusative case with pronominal suffixes

MSA Transliteration English pronouns

o /hu/ Third masculine singular

e /ha/ Third feminine singular

Laa /huma/ Third masculine/feminine
dual

b /hum/ Third masculine plural

oA /hun/ Third feminine plural
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él lka/ Second masculine

singular

< Ikil Second feminine singular

In the examples used in this thesis, a pronoun suffix that is being
attached to a verb is used to express the verb object, while a pronoun
suffix attached to a noun is used to express the possessor. As for the
issue of ‘definiteness’ and ‘indefiniteness’, MSA uses the definite
article ‘al” which is attached to nouns regardless of agreement features.
However, al cannot be attached to pronouns. Indefiniteness is expressed

using a nunational marker? which is used in cases of segregation.

NPs in MSA play a pivotal role since they can fulfil several syntactic
rules as subject, subject complement, object, object complement and
object preposition. Some nouns have structures which are characterized
by having definite anaphoric relations, and such NPs are called
anaphora. In languages like Arabic and English, anaphora is one of the
nominal features. In MSA, anaphora is characterized by having co-
referential relations with antecedents existing in the same sentence. In

order to understand them NPs must be determined by their referents,

2 With an indefinite noun or adjective a short vowel plus /n/ sound is
to be added.
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and this is the reason behind the confusion in determining the reference

in the structure of NPs.
2.7.1 Pronominal Anaphora

Pronouns in Arabic are characterized by having an empty semantic
structure, where the meaning of a pronoun is dependent on its
antecedent. This excludes deictic pronouns such as U >nA ‘I, <l >nt
‘you’ and o~ nHn ‘we’. Pronominal anaphora is subdivided into:
nominative disjoint personal pronouns, accusative disjoint pronouns,
dative and accusative personal pronouns, nominative joint personal

pronouns, and relative pronouns. These are described below.

2.7.1.1 Nominative Disjoint Personal Pronouns

(&, Jas b Aliaiiall jilauall)

As mentioned in the table 2.2, for example:

sland) ) s (ysudls g aladall Y Y1 S

Transliteration: />kl AI>wlAd  AITEAm  w  hm  jAlswn
Glossing: ate  the-boys the-food and they sitting-them
bjwAr  Almdf>p/

nextto radiator.

Translation: ‘The kids ate the food while they were sitting next to the

radiator.’
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2.7.1.2 Accusative Disjoint Pronouns
(i Jae b Aladiall jilauall)

Table 2.4: A list of Arabic accusative disjoint pronouns

MSA Transliteration

ol,g! /"’aAhU/

laly /~aAhaA/

Laaly) ~aAhumaA/

aal) /~aAhumo/

ol /~aAhun~a/
For example:

Wl DAY LS Ly o) (8 (e Adaalll Jlaa

Transliteration: /jmAl  AllHZp ykmn fy >n y$ArknA
Glossing: beauty moment exists in comp to-share-us
Allxr ~  aAhaA/

the-other  them.

Translation: ‘The beauty of the moment is that someone is sharing it

with us.’
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2.7.1.2.1 Functions of independent personal pronouns

Independent personal pronouns are used in various ways and may be
used as an essential part of a clause or as a non-essential part. The

various functions are summarized below.
2.7.1.2.1.1 Emphasizing the subject of the verb

MSA verbs include the subject in their inflections, which consequently
makes the personal pronoun unable in most cases to mark the inflection
of the verb phrase subject. In addition to the verb, however, the pronoun
can be used to emphasize the subject. In the example below, extracted
from Ryding (2005), the pronoun can be deleted and the sentence
continues to be grammatically correct, but the subject receives less

emphasis.

Jeaill ddasy a il

Transliteration: /kAnt hY nqTp AltHwl/
Glossing: was it point the-turning.
Translation: ‘It was the turning-point.’

In the above mentioned example # ‘it’, which is a singular third person
feminine pronoun, can be deleted and the meaning is still conveyed

successfully and the sentence remains grammatically correct.
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2.7.1.2.1.2 Subject of an equational sentence

An equational sentence is a type of sentence that has no overt verb, but
a pronoun can be used as a subject instead. Consequently the pronoun is

stated first in the sentence; for example:

L ) Gl () sad B s g

Transliteration: /hw  xbyr fY  $}wn  Al$rq Al>wsT/
Glossing: he expert in affairs the-east the-middle.
Translation: ‘He is an expert in Middle Eastern affairs.’

Although this sentence has no verb, because the pronoun s ‘he’ is
mentioned at the beginning of the sentence, it is therefore

grammatically correct.
2.7.1.2.1.3 Predicate of equational sentence

Although it does not commonly occur, there are cases when a pronoun

acts as a predicate of an equational sentence; for example:
& 13

Transliteration: /h*A how/

Glossing: this he.

Translation: ‘This is he.’
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2.7.1.2.1.4 As a copula

In an equational sentence, the relationship between the subject and a
predicate needs to be defined and clarified precisely when the predicate
is a definite noun or noun phrase. In such a case, a third person subject
pronoun may be added between the subject and the predicate to link
them together and to act as the verb ‘to be’ which is then considered to

be a copula. For example:

8352l 5a agall
Transliteration: /Almhm hw AlEwdp/
Glossing: the-important it the-return.

Translation: ‘The important [thing] is to return.’

2.7.1.3 Dative and Accusative Personal Pronouns

(U 5 i Jae b Alaiall jilanall)

As mentioned in the table 2.3 they are:

s hu, & ha, W& huma, ~ hum, ¢ hun only.

For example:

TR NI ER PR RPI P WIRCIE\ DY PRI KVEORREY

Transliteration: />xy mHmd lys Ih >xt SwAy

Glossing: brother-me Muhamed not him-for sister  me
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wwldAn  yEy$An  mEh/
boys-two live-two him-with.

Translation: ‘My brother Muhamed has only got one sister; that is me.

He has two boys who live with him.’

It is clear that a dative accusative pronoun cannot begin a sentence, and
must therefore be attached to a noun, preposition or verb. In contrast,
both nominative and accusative disjoint pronouns can occur at the
beginning of a sentence. Disjoint pronouns can have a prefix in order to

convey a conjunction, as in swaw or < fA'.
2.7.1.4 Nominative Joint Personal Pronouns
(1) Jan 4 Alaidl jilacall)

Table 2.5: A list of Arabic nominative joint personal pronouns

MSA Transliteration
| [Alef/
9 /waw/
O /noon/
For example:

N9 S (VSO)

Transliteration: />kl Al>wlAd/
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Glossing: ate the-boys.
Translation: ‘The children ate.’

| 5is1 3Y Y (SVO)

Transliteration: /AI>wlAd >kIwA/
Glossing: the-boys ate.
Translation: “The children ate.’

The above two examples demonstrate that the nominative joint pronoun
behaves in a special manner, as it is always suffixed to a radical verb.
This always leads it to take the position of a subject in the SVO
sentence, while in a VSO sentence structure we cannot use the pronoun

since the subject occurs after the verb.
2.7.1.5 Relative Pronouns

Relative pronouns in Arabic are always anaphoric and refer directly to a

previously mentioned noun phrase.

Table 2.6: A list of Arabic relative pronouns

MSA Transliteration
s IAl*y/

& IAlty/

o)Al IAII*An/
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o) IAltAn/
ol IAI*yn/
il [Alltyn/
) IAIALY/
sl IAlIIWALy/
U IAIAYY/
ol IAI*yn/
N IANIAT
e /mn/

L /mA/

2.7.2 Lexical Anaphora

Lexical anaphora occur in a sentence when the antecedent is a proper
name or a definite description. The aim of using such a type is to
increase cohesiveness. For example (Hammami et al. 2009):

s G ADkall ala &5 Guis G gsala ol Al

Transliteration: /wld  Abn  xldwn fy twns vm hAjr
Glossing:  born-he 1bn Khaledon in Tunisia then immigrated-he
AIEIAmp AIY mSr/

scientist to Egypt.

Translation: ‘lbn Khaledon was born in Tunisia, then the scientist

immigrated to Egypt.’
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2.7.3 Comparative Anaphora

In this case the anaphoric expression is introduced or modified by a
lexical modifier or a comparative adjective. It aims to make anaphoric

relationships more specific. For example (Hammami et al. 2009):
8IS (AT 5 bl Qs 8 30a) 5 Uil) (38 & oK1 IS 8 IS (Quiran)
Transliteration: /gd  kAn  Ikm fy f}yn AltgtA
Glossing: have had to-you in  forces-dual met-two
wAHdp tgAtl fb sbyl  Allh W >XrY kAfrp/

and  one-fights in favour Allah and another  against/
Translation: ‘There, you people have had an intellectual lesson to
comprehend: two forces met; one fighting in favour of God and the

other against God.’

2.7.4 Verb Anaphora

These occur when the J= & fEI “verb’ did is used, for example
(Hammami et al. 2009):

Las 5 o Jedi ol 08 Lipali (e 20 W) ) 5 Ll 5 603 of Jal 0 Ll
Ceslal

Transliteration: /xIgnA mn Ajl  An n&dy

Glossing: created-we from for that achieve-we
WAJbAtnA w lys  InA bd mn  t>dythA  fAn Im
duties-our and not us must to achieve-it so-that not
nfEl  fnHn wHdnA Almlwmyn/
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do SO-we and-alone-we  the-blame-we.

Translation: ‘We live to do our duties and we have to achieve them and

if we don’t, we are the only ones reproachable.”®
2.8 Means of Expressing Anaphora in MSA
2.8.1 Deletion

If a subject NP, whether a full nominal or a pronoun, is followed by a
string of verbs, it is obligatorily deleted after its first appearance. For
example (Holes 2002):

Cpaall (8 eny 5 ilan Guls 5 Jela o

Transliteration: /hw jA'ny w jlsbjAnby w  bd' fy
Glossing: he came-l and sat beside-l and started in
AlHdyv/

the-speech.

Translation: ‘He came and sat by me and began to talk.’

® It is important to note that from the above section, it can be concluded that nafs
becomes a reflexive anaphor when it is followed by a pronominal suffix. That is why
it is important to speak about the pronouns’ linguistic behaviour since the pronominal
suffix must agree in number and gender with the antecedent of nafs.
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In the above example, the subject hw ‘he’ is mentioned once in the
beginning of the sentence and it is not repeated again as the conjunction

w is used instead.

The same applies if the subject NP of the main clause is the same as the
subject NP of the subordinate clause(s). For example (Holes 2002):

iy Aalall 435 5 8 e Ll

Transliteration: />nA >rgbh fy r&yp AlIHAdvp bnfsy/
Glossing: I want to  see  the-accident by-self-me.
Translation: ‘I want to see the accident by myself.’

In the above example, the subject >nA ‘me’ is mentioned at the

beginning and not mentioned again , instead a reflexive bnfsy is used.

An anaphor is also commonly realized by deletion in conversational
exchanges involving answers to questions, follow-on comments from

interlocutors, or echo questions; for example (Holes 2002):

Jsbae Al iy L
Transliteration: /mA  yqwlh mEqwl/
Glossing: what say-he  sense.

Translation: A: ‘What he is saying is reasonable.’

Jsia e aKly
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Transliteration: /wlknh gyr magbwl/
Glossing: and-however-it  not acceptable.
Translation: B: ‘But it is not acceptable’

In the above example, there is a deletion of the pronoun hw ‘he’ after
the verb ygwlh as it can be understood from the conversation. In the
second line there is a deletion of the construction mA ygwlh as it can be

understood from the conversation.

Deletion also occurs if the element concerned is marked on the verb. If
they govern several verbs, full nominal subjects are deleted after their
occurrence. With or without free subjects, all verbs are marked for

person, gender and number. For example (Holes 2002):

t\}aj\gc.l,\}a.&:md\ c;bj):m.d\

Transliteration: /AlImdyr wDE AlsmAEp W bd" fy
Glossing: the-boss put the-microphone and started to-
AISrAXx/
the-shout.

Translation: ‘The manager put down the receiver and began screaming.’

In the above example the subject Almdyr is only mentioned once and is

deleted even after bd' as it is understood to be the subject.
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2.8.2 Ordinary Person Pronoun

Verbs are morphologically inflected to agree with their subject for
gender, person, and number, and so it is not normal to use independent
personal pronouns anaphorically in such cases. It is also unnecessary to
use independent pronouns where the subjects of co-ordinated clauses
are different, or if the subject of the right-hand clause refers back to an

element in the left-hand clause; for example (Holes 2002):

) 58853 ol i€ 5 m pall mgd e

Transliteration: /qdmt Ihm AIErD w
Glossing: presented-me for-them the-proposal and
Iknhm Im ywAfqwA/

however-they not accepted-they.

Translation: I presented the offer but they didn’t accept.’

In the above example, the verb ywAfgwA is masculine plural, which
agrees in gender and number with the dependent pronoun in Iknhm and
Ihm, and although the subjects of the two clauses are different (in the
first one it is me, and in the second it is they) no independent pronoun is

needed.

Where a verb in the right-hand clause could theoretically refer either to
the subject or the object of the clause, it is interpreted pragmatically as
referring to the subject; for example (Holes 2002):
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G e e e

Transliteration: />Hmd Drb ElY W hrb/
Glossing: Ahmad hit  Ali and  escaped.
Translation: ‘Ahmed hit Ali and fled.’

In the above example, the verb hrb is thought to be referring to Ahmad
not to Ali. Although Ali agrees in number and gender with it, it is

pragmatically understood to refer to Ahmad.

Enclitic pronouns which are used in DO (directly attached to the verb)
and 10 (normally attached to the preposition) to refer to the nominal are

always anaphoric.
2.9 Restrictions on Anaphora

Holes (2002) noted that a general restriction on an anaphor is that it
must refer to a backward antecedent and not a cataphoric expression.

2.9.1 Scope of the Anaphor

The anaphor’s scope is limited to:

1. The clause, even if it is a verbal affix.

2. Intraclause reflexivity, where the reflexive element is a verbal affix.
2.9.2 Possible Syntactic Functions of the Antecedent

It may be a subject, for example (Holes 2002):
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e (e 2ak Ja

Transliteration: /r>yt  rjl ~ ytjrd  mn mlAbsh/
Glossing: saw-me man expose from  clothes-his.
Translation: ‘I saw a man stripping off.’

In the above example, the subject of the sentence that is the deleted
pronoun >nA ‘me’ acts as the antecedent. It is referred to by the

pronoun attached to verb r>y.
2.9.3 Possible Functions of the Reflexive Markers

Such a marker may be the DO, for example (Holes 2002):

Al o) ddadly ) ol
Transliteration: /XIE rdA}h qgbl An ynAm/
Glossing: removed garment-his before that sleep.

Translation: ‘He undressed before he went to bed.’

In the above example, the DO rdA} is attached to a reflexive marker that
is the h.

Conversely, it may be one of the two DOs; for example (Holes 2002):
3 jiay/an 5 A pal) Aalll bt s

Transliteration: /hw  tEIm  Allgp AlErbyp brwHh/bmfrdh/
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Glossing: he learned the-language the-Arabic  by-self-he.
Translation: ‘He learnt Arabic by himself/he taught himself Arabic.’

In the above example, brwHh/bmfrdh acts as the second DO for the

verb tEIm.

Or, it may be an 10; for example (Holes 2002):

S Jle cans
Transliteration: /ksbt mAl kvyr/
Glossing: gained-me money many.

Translation: ‘I gained much wealth.’

And finally it may indicate reciprocity, for example (Holes 2002):

Lo\l b anl) aguiany e i)

Transliteration: /Altgy AlnAs  mE  bEDhm AIbED fy AlgAEp/
Glossing: met the-people with themselves them in the-room
Translation: ‘The people assembled in the hall.’

In the above example, the reflexive marker hm is attached to bED to

indicate reciprocity.
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2.9.4 Intraclause Positional Possibilities of the Reflexive

Pronoun

1. As DO with the subject as an antecedent, for example (Holes
2002):

Transliteration: /Drb nfsh bESA/
Glossing: hit self-he with-stick.
Translation: ‘He beat himself with a stick.’

In the above example, the reflexive nfsh acts as the direct object for the
verb Drb.

2. As a modifier of the DO with the subject as an antecedent, for
example (Holes 2002):

A O ga pas

Transliteration: /smE Swit nfsh/
Glossing: heard sound self-he.
Translation: ‘He heard his own voice.’

In the above example, the reflexive nfsh acts as the modifier of the DO
Swit.

3. Asan 10 with the subject as antecedent (zero marking), for
example (Holes 2002):
claillia i iy el

38



Transliteration: />ETy nfsy frSp lInjAH/
Glossing: give  self-me chance for-the-success.
Translation: ‘I’ll give myself the chance to succeed.’

In the above example, the reflexive nfsy acts as the 10 for the verb
>ETy.

4. As a modifier of such an 10.
5. As an IO (adposition marking) with the subject as antecedent,

for example (Holes 2002):

cludy e Laic]
Transliteration: />Etmd EIY nfsk/
Glossing: Depend on self-you

Translation: ‘Depend on yourself.’

In the above example, the reflexive nfsk acts as the 10 for the verb
>Etmd.

6. As a modifier of such an 10 with the subject as antecedent.
In such a case, an ordinary possessive noun is used with a
subsequent disjunctive pronoun echo to indicate the self; for
example (Holes 2002):

Ul sl gl gl b

Transliteration: /s>ETyhA Iwldy >nA/
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Glossing: will-give-her  to-son-my me
Translation: ‘I will give it to my own son.’

7. As a copular complement with the subject as antecedent.
8. As a modifier of a copular complement with the subject as

antecedent, for example (Holes 2002):
M 92 dfu\j Q\.Ii

Transliteration: />nt  wAllh Edw nfsk/
Glossing: you and-Allah enemy self-you
Translation: ‘By God, you are your own worst enemy.’

In the above example, the reflexive nfsk acts as the modifier for Edw

and >nt is the subject.

9. As asubject-complement with the subject as antecedent, for

example (Holes 2002):

A o ) 75 3 O e

Transliteration: /Eqb >n tzwj riE nfsh/
Glossing: after that married-he  returned self-
him.

Translation: After he got married he became himself again.’

In the above example, the reflexive nfsh acts as subject-complement and

the subject is its antecedent which is a deleted pronoun hw.

10. As a modifier of a subject-complement with the subject as

antecedent, for example (Holes 2002):
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4udh gic Jlada g )iie

Transliteration: /Egb  tzwjh SAr Edw nfsh/
Glossing: after married-he became  enemy self-him.

Translation: ‘After he got married, he came to be his own worst

enemy.’

In the above example, the reflexive nfsh acts as modifier of a subject-

complement and the subject is its antecedent which is a deleted pronoun

hw.

11. As an object-complement with the subject as antecedent, for
example in the case 6 above.
12. As a modifier of an object-complement with the subject as

antecedent, for example (Holes 2002):

4udi gic b gla ab
Transliteration: /nhm  jElwh Edw  nfsh/
Glossing: they made-him enemy self-him.

Translation: ‘They have made him the enemy of himself.’

In the above example, the reflexive nfsh acts as the modifier of an

object-complement Edw and the subject is the antecedent.

13. As an object of an adjective with the subject as an antecedent,
for example (Holes 2002):
Andiy a5 je 5

Transliteration: /hw mgrwr  jdAF  bnfsh/
Glossing: he arrogant very  with-self-him.
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Translation: ‘He’s very much taken with himself.’

In the above example, the reflexive bnfsh acts as the object of the

adjective jJdAF and the antecedent of the reflexive is the subject hw.

14. A modifier of an object with the subject as an antecedent, for

example (Holes 2002):

el 4 ) g Lo

Transliteration: / EIY~i  Swr nfsh bAIKAmyrA/
Glossing: Ali pictured self-him with-the-camera.

Translation: ‘Ali has taken a picture of himself with the camera.’

In the above example, the reflexive nfsh functions as the modifier of the

object bAIkAmyrA and Ali acts the reflexive antecedent.

15. An agent in passive/pseudo-passive/impersonal constructions
with the subject as an antecedent, for example (Holes 2002):
[PIVELPSPRUITEEL. [y S PFRENCN A
Transliteration: /mA >Hd xrbhA hy Atxrbt mn

Glossing: no one corrupted-it she corrupted by

nfshA/
self-her.

Translation: ‘No one corrupted her, she corrupted herself.’
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In the above mentioned example, the reflexive nfshA stands to be an
agent for the hy in the impersonal construction. The reflexive

antecedent acts as the subject.

16. A modifier of such an agent, with the subject as an antecedent.
17. An element in another adpositional phrase or case-marked
modifier with the subject as an antecedent, for example (Holes
2002):
i/ o 5 3 Jandl LS

Transliteration: />kmlt  AIEmI brwHy/bnfsy/
Glossing: finished-1 the-work with-myself/with-self-me
Translation: ‘I completed the work by myself.’

In the above mentioned example, the reflexive brwHy/bnfsy acts as a

modifier for AIEmI and the subject of the sentence is its antecedent.

18. As a modifier of such an element with the subject as an
antecedent.

19. Other possibilities for the use of reflexives include their use
within nominalized clauses where the reflexive is an indirect
object (10) or is in an adpositional phrase; for example (Holes
2002):

Transliteration: /mA tfEIh  bnfsk gyr  SHyH/

Glossing: what do-you with-self-you not  right.
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Translation: ¢ What you are doing for yourself is not considered to
be right’

In the above mentioned example, the reflexive bnfsk acts as the 10 for
the verb tfElh.

The reflexive may appear as the direct object (DO) of a verbal noun
whose subject is expressed as a pronominal enclitic. Here, an obligatory
li must be inserted, which is part of the rule for forming complex NP

formations.

Reflexive pronouns do not freely combine with other nouns to form
construct NPs, although it is normal for nafs to appear in nomalized

clauses; for example (Holes 2002):

e Al (i () e
Transliteration: /EIY~i rfD tEyyn nfsh mdyr/
Glossing: Ali refused appoint self-him boss.
Translation: ‘Ali refused to appoint himself as boss.’
2.10 Conclusion

In this chapter a definition of an anaphor is provided. The chapter
discusses varieties of anaphora, types of antecedents, and relations
between anaphora and antecedents. The chapter states the scope of the
current algorithm which is Arabic pronominal anaphora. In stating the

algorithm’s scope the chapter discusses types of pronominal anaphora is
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in MSA, means of expressing anaphora in MSA and restrictions when

using anaphora in MSA.

The next chapter discusses anaphora resolution techniques, factors of

anaphora resolution generally, and in MSA in particular.
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Chapter 3. Anaphora Resolution

3.1 Introduction

Chapter 3 describes anaphora resolution factors in general. The
discussion develops to discuss anaphora resolution constraints in MSA

in particular.

To resolve an anaphor embedded in a given text is to make the
connection between it and its antecedent in that text. Studies of how this
connection is made can be divided into two types. Scientific anaphora
resolution (henceforth AR) is an aspect of linguistics that aims to
understand how the human language faculty resolves anaphora
(Jurafsky and Martin 2000). In contrast, technological AR aims to
develop algorithms for the resolution of anaphora in practical
applications such as machine translation systems without any necessary
reference to or implications for scientific AR (Jurafsky and Martin

2000). The present discussion is concerned with technological AR.

Although the nature of AR is easily stated, its implementation in
practical natural language processing systems has turned out to be a
difficult problem; many approaches have been developed, but none has
thus far been entirely successful. This section briefly outlines the nature
of the problem and solution factors proposed so far in terms of their
accuracy, computational complexity, and knowledge requirements. This
part of the discussion is necessarily focused on English because most of

the work done on AR relates to this language; however, because the
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language of interest in this thesis is Arabic, a survey of existing Arabic

AR is also included.
3.2 The Nature of the Problem

Given an anaphor, the AR problem is to identify its antecedent. For a
human with native speaker competence this is usually unproblematic,
but not invariably so. One example of a resolution that any human
would find impossible on account of its inherent ambiguity is ‘Jenny
put the cup on a plate and broke it’ (Mitkov 1999: 6), where the
antecedent might be either ‘cup’ or ‘plate’ and there is no way of
deciding which it is without some additional information. However, for
an engineering AR system that lacks the innate grammar, semantics,
logic, and real-world knowledge which together comprise native
speaker competence, a correct identification can present varying
degrees of difficulty. It has already been noted that the antecedent of an
anaphor in a given sentence can be found anywhere from the same
sentence or up to — according to current knowledge- the seventeen
preceding sentences. The scope of this possible backward reference
typically generates numerous candidates for the antecedent. The
problem is how to choose the correct antecedent from among all the
candidates, where correctness is determined by human judgement based

on native speaker competence.
3.3 Existing Approaches to Anaphor Resolution

Modern anaphor resolution has a history in natural language processing
research that goes back as far as the 1960s (Mitkov 2002). Since then
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various approaches to the problem have appeared in the literature.

Though reasonable in principle, the amount of work to be covered

makes a review of this literature an onerous undertaking in practice.

Three simplifying conditions render it more tractable:

Much of the literature is concerned with the identification of
anaphora; that is, of determining whether, say, a pronoun or a
noun phrase in a text is or is not an anaphor. None of this
concerns the present discussion because its focus, nafs, is always
an anaphor. This discussion can, in other words, assume that the
anaphor of interest has been found and concentrate on ways of
identifying the antecedent.

Most of the AR systems in the literature are designed to deal
with the range of types of anaphora listed in section 2.3 above.
Nafs is, however, a pronominal anaphor, and as such the details
of how these systems deal with types of anaphora other than

pronominals are irrelevant to the present discussion.

The survey is not exhaustive in the sense that it includes
everything ever written on anaphor resolution. Instead the
concentration is on recent work since 2000 (Poesio et al. 2010),
while earlier work can be reviewed in Hirst (1981) and Mitkov
(2002).

The following survey of the relevant AR literature begins by identifying

and describing the various types of techniques used to resolve anaphora

in the literature referred to for convenience as ‘anaphor resolution
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factors’ (Mitkov 2002), and then goes on to show how these techniques

are used by various researchers.
3.3.1 Anaphor Resolution Factors

Anaphora have been approached in many different ways, including
from the perspectives of gender and number agreement, syntactic
constraints, semantic consistency, centering, domain-specific and real-
world knowledge, psycholinguistics, and mathematical and statistical

models. These are discussed as follows.
I. Gender and Number Agreement

In both English and Arabic the pronominal anaphor must agree in
number and gender with its antecedent. In ‘Jane told the boys that she
was leaving’, for example, the third person feminine pronoun she agrees
in gender and number with Jane but not with boys. In ‘John went to
university with Sarah in Newcastle and he worked in Durham’,
according to the gender and number matching rule, the noun phrase
John is selected as the antecedent of the pronominal anaphor and the
remaining candidates Sarah, Newcastle, and Durham are discounted on

the basis of gender and number.

Gender agreement in English is a useful criterion when the candidates

for the anaphora are:

e Proper masculine or feminine names such as ‘Catherine’, ‘John’,

‘George’.
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e Human being nouns such as ‘man’, ‘woman’, ‘son’, ‘daughter’,

etc.
e Gendered animals such as ‘ox’, ‘chicken’, etc.

e Words such as ‘country’ or ‘school’, which can be referred to by

either ‘she’ or ‘it’ but not ‘he’.
ii. Syntactic Constraints

The rules governing the syntax of the language of interest can be used
to eliminate grammatically incorrect anaphor resolutions (Mitkov
1999). Syntax plays an important role in providing information about
the clause and noun phrase boundaries. This then helps in the formation
of the rules in the resolution process whereby unacceptable antecedents

are eliminated. Some examples are as follows:

Reflexivization: in ‘Nadia says that Sue is knitting a sweater for her’
(Hirst 1981: 43), the antecedent of her must be Nadia or some other
feminine but it cannot be Sue because, in English syntax, the reflexive

herself would be used if Sue were the antecedent.

C-command constraints: play a vital role in discarding impossible
candidates for antecedents of anaphors that are not of reflexive
pronouns. They help in selecting antecedents of reflexive anaphors. C-

command constraints are discussed by Mitkov (1999):

¢ A non-pronominal NP anaphor cannot overlap in reference with

any NP that c-commands it. For example: in ‘He told him
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about John’. John appears as the object of a preposition which
is c-commanded by the subject he and the direct object him.

The pronouns he, him are disjoint from John.

e The antecedent of a bound anaphor must c-command it. For
example in ‘John likes pictures of himself’, the underlined
reflexive pronoun himself appears as a prepositional object,
and the c-commanding subject John is a possible antecedent.

A personal pronoun cannot overlap in reference to an NP that c-
commands it. In cases such as ‘John told Bill about him’, the pronoun
under consideration here is him, which always appears in the position of
an object or a prepositional object. The pronoun is disjoint to the c-
commanding subject, which here is John, and the c-commanding object,

which here is Bill.

e Preference is given to antecedents with the same syntactic

function as their anaphora. Consider, for example:

(a) ‘The programmer successfully combined Prolog with C but

he had combined it with Pascal last time.’

(b) ‘The programmer successfully combined Prolog with C but

he had combined Pascal with it last time.’

(c) ‘The program successfully combined Prolog with C, but
Jack wanted to improve it further.’

This is part of syntactic parallelism, which can be helpful in the absence

of other constraints or when such constraints or preferences are not able
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to resolve an ambiguous antecedent. Noun phrases have the same
syntactic function as the anaphor. In (c) above, the anaphor it and its
antecedent the program each have a different syntactic function;

however it and Prolog have the same syntactic function.
iii. Semantic Consistency

The anaphor and its antecedent must be semantically consistent. For

example:

(a) “Vincent removed the disk from the computer and then

disconnected it’

(b) “Vincent removed the disk from the computer and then

copied it’.

In (a) the antecedent of the anaphor ‘it’ must be ‘computer’ because
computers can be disconnected whereas disks cannot; in (b) the
antecedent must be ‘disk’ because disks can be copied but computers

cannot (or at least not in the intended sense).

For example:
(a) ‘Vincent gave the disk to Sody. Kim also gave him a letter.’
(b) ‘Vincent gave the disk to Sody. He also gave Kim a letter.’

Preference is given to antecedents which share the same semantic

category as their anaphora in order to establish a relation between the
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anaphoric noun and its potential antecedent. Semantic consistencies are

based on the following criteria:

i. Number consistency, where the anaphoric expression and its

antecedent must be consistent in number as singular or plural.

ii. Sort consistency, where the anaphoric expression sort must be either

equal to or subsume the antecedent sort.

iii. Modifier consistency (Christodoulakis 2000), which is a factor
allowing the incorporation of semantic constraints in parsing. This
means that specific semantic features are to be added for each object
meaning. Each feature is to denote parts of the universe to which the

object belongs (Ferrandez et al. 1998).
iv. Centering

Centering involves the identification of an antecedent candidate that is
most salient with respect to the anaphor to be resolved. To exemplify
this, Mitkov (1999) uses a sentence quoted above to illustrate the kind
of ambiguity which prevents even humans from resolving an anaphor:
‘Jenny put the cup on a plate and broke it’. The only way to select
between ‘cup’ and ‘plate’ is to examine the textual context in which the
sentence occurs. If, for example, the preceding text is all about cups
with no reference to plates, ‘cup’ is more salient than ‘plate’ as an
antecedent; it is the focus or centre of the discourse, and is thus

preferred.
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v. Domain-specific and Real-world Knowledge

Semantic consistency and centering typically require access to some
representation of domain-specific and real-world knowledge in a format
amenable to computational processing. With reference to the foregoing
examples, the evaluation of these criteria requires system knowledge of
such things as the characteristics and interrelationships of disks,

computers, letters, cups, and plates in the real world.
vi. Mathematical and Statistical Criteria

This factor depends on collecting statistics from the corpus examined. A
lot of research in this area depends on the work of Ge et al. (1998). The
main procedure used in such research depends on the decomposition of
a probability condition upon several features that depend on product
conditional (Gasperin 2009). Statistical anaphora resolution is a branch
of statistical NLP that relies on large corpora of training data to
determine statistical relationships between words for the purpose of
gauging the relationship between pronouns and antecedents in the
absence of any higher level expert knowledge of the language.

In their landmark paper, ‘A Statistical Approach to Anaphora
Resolution’ Ge, Hale, and Charniak (1998) describe a probabilistic
architecture for considering written works and identifying the
antecedents that the pronouns therein refer to. The algorithm that they
present for doing so approximates the probability that a candidate

antecedent is associated with a particular pronoun.
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3.4 Anaphor Resolution Constraints in MSA
3.4.1. Arabic Diglossia

Ferguson (1959: 435) defines diglossia as ‘a relatively stable language
situation in which, in addition to the primary dialects of the language,
(which may include a standard or regional standards), there is a very
divergent, highly codified (often more grammatically complex)
superposed variety, the vehicle of a large and respected body of written
literature, either of an earlier period or in another speech community,
which is learned largely by formal education and is used for most
written and formal spoken purposes but is not used by any sector of the

community for ordinary conversation.’

Each of these varieties is used for a specific purpose that the user must
be aware of. This is different from the case of a dialect that is used
informally but where users would switch to the formal language when

communicating formally.

Farghaly (2005) showed that Arabic has three language varieties that
are used alongside each other in everyday life. Classical Arabic is used
in religious discourse and daily prayers conducted by Muslims. MSA is
used in formal communication and the media, and regional or colloquial
dialects are used among friends and family. The factors that lead to the

existence of such a unique situation include:

a. Suitability of purpose, where in some situations it is only appropriate
to speak MSA whereas in other contexts the local dialect is used; for

example, when speaking to friends and family members.
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b. To demonstrate the social and educational level of the speaker,
symbolized by the language he/she uses/speaks. This is the case, for
example with MSA which is used to indicate a person’s prestige.

Classical Arabic, meanwhile, is related mainly to religion.

c. Each Arabic diglossia has its own literature and an audience who

enjoys it.

d. The method by which the language is acquired. Classical Arabic and
MSA are products of education which children start to learn when they
go to school, while the local dialect is learned at home with no explicit

grammar rules being taught.

e. For Classical Arabic there is an established grammar system,
dictionaries, texts, etc. For MSA and colloquial dialects such grammar
systems vary or may not exist, which makes it harder for non-Arabic
speakers to learn them since all that is available to them is MSA which
is hardly used outside academic classroom situations. To learn a

colloquial style, there are hardly any formal sources that one can use.

For example, to briefly compare Classical Arabic and the Egyptian local
dialect, the former has three end case marking suffixes which are
completely absent in the latter. In Classical Arabic, and MSA as well,
the main sentence structure is VSO, while in the Egyptian local dialect
it is SVO. Wh-constructions are fronted in classical Arabic and MSA,
while in the Egyptian local dialect they are not. The important question
is therefore how NLP can deal with Arabic diglossia, which is discussed

within the following section.
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3.4.2. ANLP and Arabic Diglossia

In order for an NLP system to try to solve the problem of Arabic

diglossia, it has to take into consideration several factors:

I. It will not be able to address all Arabic varieties in one application
due to their differences in morphology, lexicon, and grammar;

regardless of their common factors, they still differ a lot.

ii. It has to be aim-oriented, meaning that it should have a clear aim and
be aware of the linguistic characteristics of the variety it is intended to
deal with. It should also be accompanied by an understanding of the
Arabic sociolinguistic situation.

Due to the above factors most of the tools developed so far are focused
on written texts that are mainly written in MSA. However, some
researchers, such as Habash and Rambow (2005), have tried to extract
and categorize the grammatical features of a dialect and then apply it to
MSA NLP tools. Another attempt was made by Shaalan and Abo Bakr
(2007) to build up something similar to MSA Treebanks (Farghaly and
Shaalan 2009). This is called Dialect Treebanks, and it was intended to
transform Egyptian Arabic words into MSA via a lexical transfer
approach. This approach changed Egyptian Arabic sentences from SVO
into the MSA order VSO, as well as adapting Buckwalter’s
morphological analyzer to transform Egyptian Arabic words into MSA

words.

There is a need to consider what Fargahly (2005) called ‘inter-Arabic

grammar’ which would form a phase between classical Arabic, MSA
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and colloquial forms and allow the development of a line of research
that would aim to explore intelligibility among all Arabic speakers. This
would help enormously in addition to Dialect Treebanks in the

development of ANLP tools.

What makes the problem of diglossia more complicated is that few
resources are available. LDC has built an Egyptian, Levantine, and Iraqi
Arabic corpora in order to try to solve this problem (Farghaly and
Shaalan 2009). Columbia University are also trying to build a Dialect
Treebank using MSA resources and mapping (Farghaly and Shaalan
2009).

3.4.3 Arabic Script

Arabic has no dedicated letters to represent short vowels. It also
undergoes changes in the forms of letters due to their position in the

word, and lacks capitalization and strict punctuation rules.

Due to the absence of dedicated letters to represent short vowels,
diacritics have been used instead. Diacritics are marks that appear above
and under the letter, but they are hardly in common use these days. It is
difficult for ANLP to process texts correctly without diacritics which
would indicate what is a verb and what is a noun. Non-native speakers
also find it difficult to learn the language when these diacritics are
absent.

The forms of Arabic letters change with their position in the word,
although such changes are governed by rules and Arabic word-

processors adhere to such rules, which makes it simple to select the
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correct shape. In order to choose the correct shape, each letter has only
one key and the coding rules must be able to recognize the context and
consequently the correct shape can be chosen. However, there are still
problems with morphological processors. For example, the hamza letter
undergoes changes during morphological and syntactic generations of
an inflected word. So, the letter ¢ y indicates that something is mine,
but when it is added to the irregular plural <. ns4’ which means
‘women’, it produces i nsA}y ‘my-women’ instead of welui® nsA'y.
Shaalan and Raza (2009) argue that Arabic, Chinese, Japanese and
Korean scripts do not have capitalization or strict punctuation rules.
Consequently, NLP applications such as machine translation,
information retrieval, clustering, and classification tasks become more
difficult as they are unable to split running text correctly into sentences
as, for example, in the case of the English language or Latin script-

based languages.

In Arabic, sentences are coordinated using the coordinators wa, and fa.
In Arabic discourse it is common to use coordinators frequently and to
write complete paragraphs without a single full stop. The lack of
capitalization and strict punctuation rules makes the process of named
entity recognition (NER) (Shaalan and Raza 2009) hard and the results
are far from adequate, as well as complicating the process of

information extraction (IE).

* This is not a correct form of a word.
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3.4.3.1 Arabic Script Normalization

This problem arises due to the inconsistent use of diacritics and certain
letters. Some Arabic letters have the same form and only differ in the
addition of certain signs such as a dot, a hamza, or a madda above or
below the letter. Alif, for instance, has three different forms depending
on the position of the hamza, or madda. MSA tends not to use diacritics,
and, as a consequence, most ANLP tools and systems normalize the
text, as Larkey and Connell (2002) do. The Stanford Arabic Statistical
Parser and The SYSTRAN Arabic-to-English machine translation

system also incorporate normalization.

Normalization seems to solve the problem of letter recognition but, as

Farghaly (2010) argued, it also increases problems of ambiguity.
3.4.4 NLP and Ambiguity in Arabic Texts

Arabic has many levels of ambiguity, as Attia (2008) and Farghaly and
Shaalan (2009) show. Researchers developing the SYSTRAN Arabic-
to-English machine translation system have found that ambiguity exists
in Arabic at every level, as follows:

i. Homographs: words that have the same orthographic form but mean

different things or belong to different syntactic categories.

ii. Internal word ambiguity: complex words could cause

misinterpretation if not segmented correctly.

iii. Syntactic ambiguity: this arises when an internal analysis of the

sentence is not available, especially with prepositional attachments.
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iIv. Semantic ambiguity: this arises due to the different possible

interpretations of a sentence.

v. Constituent boundary ambiguity: different phrase boundaries may be

established within the construction.

vi. Anaphoric ambiguity: which can arise from varying analyses of the

deep structure of the sentence.

All of these factors, in addition to the nature of the Arabic language as a
pro-drop language, its lack of capitalization, and strict punctuation
rules, and complex word structure, make it very hard to be processed by
NLP tools. The absence of short vowels is a further major factor in
making Arabic hard to process, because without them no case markers
can be assigned to word endings. Even parts of speech may give no
clues as in the case of mn since it can be used as a preposition or as a

wh-phrase.

Some researchers see tokenization as a solution to such problems, but
because of the nature of the Arabic language it has been proven by Attia
(2007) that such a process is very difficult and time consuming. This is
because even a single word may have up to four tokens and therefore

complex linguistic knowledge would be required to analyse it.
3.4.5 Arabic Morphology

Shaalan and Raza (2009) claimed that Arabic grammarians define the
morpheme as a language word block that is meaningful. The roots stand

for semantic fields while vocalism represents a grammatical case. This
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has led researchers such as McCarthy (1981) to suggest that Arabic
words should be analysed as tiers, while Farghaly (1987) suggested a
three-tier morphology. Early ANLP benefited linguistic research in
Arabic since most of it was focused on morphological analysis, whereas
much of the computational work in Arabic linguistics focuses on

recovering the roots of Arabic words.

The Buckwalter Arabic Morphological Analyzer (BAMA) was
developed in the 1980s and became commercially available in 2000. It
consists of three tables: one for stems, one for prefixes and one for
suffixes. It includes the constraints of adding prefixes and suffixes for
words, and is widely used, including by non-Arabic developers, due to
its bidirectional transliteration schema from Arabic to Latin script. It is
a stem-based approach to Arabic morphology which helped in the
development of ANLP systems and, later MT engines. BAMA provides
users with access to Arabic roots, English glosses, and noun case
endings. MADA (used in the current thesis) takes that work further by
providing a disambiguation module to provide the correct POS tags in a

natural text.
3.4.5.1 Systran's Stem-Based Morphological Generator

Developed by Farghaly and Senellart in 2003, this differentiates
between two types of affix that can be added to an Arabic root. One is
used to represent subject-verb agreement (which represent different
parts of speech), while the other is produced by the morphological

generator. It is considered to be an example for rule-governed affixes.
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3.4.5.2 Morphological Processing and the Dialects

There is a need to develop ANLP tools to process Arabic dialects. The
main barrier to this is that there is a lack of ANLP resources and there
are no parallel MSA-dialect NLP resources. MAGEAD is a
morphological analyser that was developed by Habash and Owen in
2005 in order to explore common points between MSA dialects. It still
needs a lot of work as it operates without a lexicon, which causes a lot
of problems, and phonological and orthographical representations still
need to be developed to make the work more useful.

3.4.6 Arabic as a Pro-drop Language

Arabic has a complex word structure, which makes it a language where
affixes and clitics represent parts of speech. In addition to the
morphological nature of the language, this makes Arabic very hard to
process. In MSA, a word may be analysed to constitute four parts of
speech which, consequently, requires deep morphological analysis as
well as tagging and tokenization. Attia (2007) suggests that words
should be tokenized as a pre-processing task, especially since affix
attachment is governed by syntactic rules. However, this is still not easy
due to the ambiguity of the language (Attia 2008). Arabic allows subject
pronouns to be deleted or to be freely dropped. This makes the NLP
task difficult because a sentence must be understood as a native speaker

would otherwise it will be analysed incorrectly.

Several researchers have tried to provide a solution by developing

morphological analysers. In the 1990s Ken Beesley developed the
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Xerox Arabic Morphological Analyzer which uses finite state
technology to provide analysis and generation. Tim Buckwalter
subsequently developed a morphological analyzer which uses a stem-
based approach and it is used widely. The reason behind the wide usage
of the Buckwalter’s analyser is that it uses a single lexicon of all
prefixes, short vowels and diacritics and a unified corresponding
lexicon for suffixes (Sawalha and Atwell 2008). Other analyzers use
numerous lexicons of prefixes and suffix morphemes which cause
processing problems. An important factor as well is that it is available

freely over the web while other analyzers are not.
3.4.7 Arabic Language Syntactic Structure

The main word order in MSA is VSO, although SVO is allowed in
newspapers, for instance. All Arabic language variants allow subjectless
sentences. To form a question, the wh-phrase is placed at the beginning
of the question even though the Egyptian dialect does not do this.
Arabic pronouns have a resumptive nature in order to refer to the

relative clause head.

The agreement system in Arabic is quite complex, having twenty-four
features compared to ten in the English language. A noun and its
modifier have to agree in number, gender, and definiteness. In the SVO
structure the verb and the subject must agree in number, gender and
person. In other sentence structures such as VSO or OVS this is not the

case, but the noun and its quantifier must agree in gender.
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One of the problems that ANLP faces is that the grammar system of
Classical Arabic is the one that is currently being adapted to MSA, but
it cannot account for all the linguistic phenomena associated with MSA.
This represents a problem of consistency, since an ANLP tool needs an
established grammar which can be depended on in the analysis process,
and it is especially important that the surface structure of MSA

grammar can be used easily.

Badawi et al. (2004) provided a starting point in describing MSA
grammar. Although this has not been computationally adapted, there
have been attempts to build up Arabic corpora such as that provided by
LDC. For analysis there is also the Prague Arabic Dependency

Treebank, and the Arabic Treebank at Columbia University.
3.5 Conclusion

Chapter 3 discusses anaphora resolution techniques in general. The
chapter shows how these techniques are used by various researchers.
The chapter describes the problems of Arabic anaphora resolution and
suggested resolution methods by various researchers.

The next chapter will survey approaches to anaphora resolution

developed over the last forty years.
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Chapter 4 Approaches to Anaphora Resolution

4.1 Introduction

Research in anaphora and anaphora resolution (AR), which is also
known as coreference resolution, has instigated important developments
in theoretical and computational linguistics. In the field of theoretical
linguistics the dynamic models of language interpretation resulted from
such research, while in computational linguistics various theories were
developed to detect local and global salience. AR is closely related to

information extraction, summarization and entity disambiguation.

The present chapter surveys approaches to anaphora resolution
developed over the last forty years. The survey is divided into three
main parts: the first deals with the linguistic and psycholinguistic
background, the second covers the data driven approaches depending on
annotated corpora, and the third deals with anaphora resolution in
Arabic.

A definition of AR is needed to avoid misunderstanding. There are
various definitions, but the one used throughout this discussion is
adopted from the Message Understanding Initiative (MUC) and is used
by various scholars, including: Aone and Bennett (1995), McCarthy and
Lehnert (1995), Kehler (1997), Vieira and Poesio (2000), Soon et al.
(2001), Ng and Cardie (2002b), Yang et al. (2003), Luo et al. (2004),
and Hoste (2005). AR is ‘the task of identifying which parts of a text
refer to the same discourse entity’ (Poesio et al. 2010: 1). The following

example demonstrates this:
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1. Sarah likes makeup, she buys lots of it but her choice of colours

is horrible.

In the above mentioned example, Sarah, she and her refer to the same
entity and so do makeup and it. In natural language (NL), AR is
pervasive and is considered to be one of the major elements of semantic
interpretation. This is why it has been studied in detail in linguistics,
psycholinguistics and computational linguistics (CL) (Poesio et al.
2010).

4.2 The Linguistics of Anaphora Resolution
4.2.1 Context Dependence

The interpretation of noun phrases (NPs) depends on the surrounding
context, specifically on the linguistic context entities which have been
previously mentioned. Pronoun interpretation, in particular, depends
entirely on linguistic context entities. Also, NPs and nouns may depend
for their interpretation on visual context. This is classified by Clark and
Marshall (1981) in terms of visual deixis; that is, the discourse situation
which includes the linguistic context and its surroundings and
participants. According to Kamp and Reyle (1993), the set of entities
introduced in the discourse situation are called “U” (the Universe of
Discourse). The main focus of such theory (DRT) (Discourse
Representation Theory) is to explain how natural language utterances
are context dependent, where the meaning of an utterance depends on
its context. In addition, it should be noted that there is a reciprocal

interaction between the context and the utterance. In general, the
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domain of interpretation controls the interpretation of a given noun

phrase, depending on shared knowledge of the topic being discussed.

For instance, proper noun interpretation is domain-dependent because
proper nouns refer directly to constants/objects which are encoded in
their semantics. It would be inappropriate if the interpretation domain of
proper nouns did not specifically identify the targeted object. This
makes the process of interpreting proper nouns completely different
from that of pronouns and nominals (Poesio et al. 2010). It has to be
taken into consideration that, due to advances in CL research work, the
process of disambiguating direct references to the domain of
interpretation is now considered to be easier. For example, Wikipedia
makes use of objects’ identifiers which consequently facilitates direct
reference disambiguation which is domain-dependent. In addition, CL
identifying systems can link named entities indirectly by proper noun
referencing; all noun interpretation systems, however, still use the
context-modifying effect of proper nouns to provide pronoun and

nominal antecedents.

The choice of domain of interpretation has an effect on the nominal’s
quantification domain, which is ‘the set of objects of the type specified
by the nominal complex which are included in the domain of
interpretation’ (Cooper 1996: 70). The quantification domain can be

identified through the linguistic context as well.
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4.2.2 Types of Context-dependent Expression

It is important to point out that nominals are not the only kind of
expression whose interpretation depends on the domain of discourse.
For example, pronouns with a verbal interpretation domain that can be
considered as analogues, as well as ellipsis, also depend for their
interpretation on the domain of discourse. As pronouns are
characterized among nominals by being context-dependent, full verbal
expressions have a context-dependent component that is pragmatically
determined by the discourse (Kamp and Reyle 1993).

The study of ellipsis received much attention during the early years of
CL, but currently the focus is on the use of corpus-based studies to
interpret anaphoric expressions. The reason for this shift of interest is
due to the lack of annotated resources. In theoretical linguistics nominal
expressions have four semantic functions, which are (Poesio et al.
2010):

e Referring, which is concerned with noun phrases that introduce
new entities in the discourse, or refer to previously introduced

entities.

e Quantification, which expresses the relations between the
objects that are denoted by the nominal complex and objects

denoted by the verbal phrase.

e Predication, which expresses the properties of objects. For
example, in Omar is a journalist, the noun phrase a journalist

expresses a property of Omar.
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e Expletives, used with verbal arguments in syntactic
constructions. In most cases these are semantically vacuous as

with it and there; for example: It is hot.

It not an easy task even for humans to draw clear distinctions between
these functions, as noted by Poesio et al. (1998). Everything depends on
one’s theoretical assumptions; for instance, to consider whether a noun
phrase is referring or quantificational. In some theories all nominals are
quantifiers while in others definites and indefinites are not considered to
be nominals. For instance, van Deemter and Kibble (2000) argue that
the MUC annotation scheme treats the NPs of copular clauses and
appositions as referential, which is considered to be problematic. In
contrast, many linguistic theories assume that NPs of copular clauses
and appositions are considered to be predictive which may not always
be the case. It should be noted that predicative noun phrases are
independent of the universe of discourse, U, while other types of
nominals can depend on context. In the current research, predicative
NPs, unlike other types of nominal phrases, are less dependent on the
universe of discourse. Predicative NPs are considered vital in the
current thesis since many types of NPs can be used either referentially
or predicatively. The domain of quantificational NPs is contextually
specific. In the current thesis the focus is on referring expressions and

on the process of selecting the antecedent they are associated with.

Referring noun phrases have various forms which vary according to the

rules governing their anaphoric behaviour, as stated in Reinhart (1976),
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Chomsky (1981), Gundel et al. (1993), Garrod (1993) and Garnham

(2001). Varieties of referring noun phrases include:

i- Reflexives (known in Binding theory as anaphors), for example:

Omar hurt himself.
ii- Pronouns, which are subdivided into :

a) Definite pronouns

Ross bought a {a radiometer/ three kilograms of
after-dinner mints} and gave {it/them} to Nadia for
her birthday.

(Hirst 1981)
b) Indefinite pronouns

Kim bought a t-shirt so Robin decided to buy one as
well. (Webber 1979)

c) Demonstrative pronouns
Can you give me that cup on the table over there?

iili- Nominals, which are NPs with a noun as a head such as a girl or
a boy. A boy and a girl walked together. The boy wore a blue t-
shirt.

iv- Proper names

Omar and Aly in; Omar and Aly are good students.
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Kaplan (1977) argued that proper names directly refer to pronouns or
nominals as well as demonstratives rather than referring to an entity
introduced in the linguistic context. In linguistics, differences between
reflexives and personal pronouns have been intensively studied and
discussed. Such differences were researched in depth in terms of
generative syntax, which resulted in a whole new Chomskyan paradigm
called ‘Government and Binding’ (Reinhart 1976; and Chomsky 1981).

For example:

2. Omar considered himself lucky to play with him.

In example (2) himself must corefer with Omar but him cannot.

The factors affecting the choice of multiple linguistic forms were
researched by Ariel (1990), Almor (1999) and Poesio (2000), in order to
study in detail the differences between personal and demonstrative
pronouns. Linde (1979) and Passonneau (1993) used corpus data to
search for such differences, whereas Garrod (1993) studied the
differences between definites and pronouns and between definites and

proper names.

Poesio et al. (2010) argue that referring expressions have no constant
referring form or constant context dependence. Expletives, as discussed
earlier, are a clear example that even pronouns can sometimes be non-

referring.
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4.2.3 The Relation of Referring Expressions to their Context

Referring expressions introduce discourse-new entities (i.e. entities that
have not been mentioned before), which differ from expressions
referring to discourse-old entities (i.e. those already mentioned). Poesio
et al. (2010) argued that discourse-new entities can be differentiated as
expressions that are completely new to the hearer and entities that the

hearer is expected to know which can be called hearer-old.

When discourse-new entities are related indirectly to the linguistic
context, they are considered to be anaphoric. For example the indefinite
pronouns one and another have identity of sense relations with their
antecedents as they refer to a different object of the same type. For

example:
3. Omar liked Aly’s suit, so he bought one for his wedding.

Paycheck pronouns, which are definite pronouns used in the same way
as the above mentioned indefinite pronouns, are used similarly; for

example:

4. The man who gave his paycheck to his wife is wiser than the man

who gave it to his mistress. (Hirst 1981)

Bound anaphora occur when the antecedent is a quantified expression.
The relationship between the pronoun and the antecedent can be
described as a variable in a procedure. The variable is repeatedly called
over elements under the restriction of the quantifier. In such a case the

antecedent and the pronoun have no identity relation (Poesio et al.
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2010). This can be readily identified when the quantifier is entailing, for

example:
5. No kid ever believes that Santa got him the right toy.

An associative anaphor occurs when the context-dependent nominal is
related to its antecedent by a part-of relation. It requires a bridging

inference in order to identify the antecedent, for example:

6. The university buildings are nice. The labs are tidy but the toilets

are dirty.

Creating clear distinctions between discourse-old and discourse-new
expressions is not easy. Poesio at al. (1998) argued that readers can
distinguish between them, but there is no agreement about the
distinctions. Poesio at al. (1998) and Poesio et al. (2005) argued that,
even when an expression is anaphorically related, it is still hard to
define the antecedent and declare what kind of relationship there is

between anaphor and antecedent.

7. We saw a flat yesterday. The kitchen is very spacious but the

garden is very small.

(Vieira 1998)
4.2.4 Discourse Models

The development of discourse models by Karttunen (1976), Heim
(1982), and Garnham (2001) has made the relationship between the
context and anaphora more specific. These authors argue that the
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interpretation of context-dependent expressions is carried out with
respect to a dynamically built-up discourse model. The interpretation is
carried out while the discourse is being processed, including objects that
are being mentioned in U (the universe of the discourse, as mentioned
above). The importance of the discourse model hypothesis arises from

its assertion that:

a) The context on which an utterance is dependent for
interpretation is always updated. The updating potential itself
also needs to be modelled.

b) Objects included in U are not restricted to those explicitly
mentioned. They may include objects that can be inferred or
constructed from explicitly mentioned objects. Those explicitly
mentioned objects can be used as antecedents of sets of objects,
or prepositions and abstract objects. Grosz (1977) called these
implicitly mentioned objects as the ‘implicit focus’ of discourse

(Poesio et al. 2010).

Karttunen (1976) originally formulated the idea of a discourse model
hypothesis. Sanford and Garrod (1981) and Garnham (2001) developed
it further in psycholinguistics. Kamp (1981) and Heim (1982)
developed it more formally in theoretical linguistics and Webber (1979)
applied it to computational linguistics. Kamp (1981) and Heim (1982,
1983) called their framework ‘Discourse Representation Theory’
(DRT), which deals with the semantics of anaphora and is used as a

basis for the linguistic treatment of anaphora.
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The main contributions of the dynamic theories of anaphora are:

e The ability to demonstrate the discourse model constructions in

a formal way.

e The production of resulting interpretation semantics that can be

used to interpret other semantic phenomena.

The discourse model construction is considered to be highly
idiosyncratic (Poesio et al. 2010) but when combined with formal
semantics it leads to the development of discourse model construction
theory (Groenendijk and Stokhof 1991; Muskens 1996). Discourse
model construction approaches revolve around the idea of the card file.
Heim (1983) described this as a collection of cards, each of which
introduces information about a new discourse entity that is introduced in
the discourse. Recent versions of DRT interpret referring expressions as
follows (Poesio et al. 2010): ‘Indefinite (a P, some P): a new file card x;
is added to the discourse model and asserted to be of type p. This update is

formally written as [x; [p(x)]-

e Proper nouns: as a result of a reference to object b via a proper
name, a new file card x; is added to the discourse model and
asserted to be identical with b. This update is formally written

[, = 4].

e Pronouns: a new file card x; is added to the discourse model and

noted as needing resolution via the condition x; =?. This update is
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formally written [x; |x; =?]. Resolution leads to this condition

being replaced with equality with the file card of the anchor.

e Definite nominal (the P, that P): this is a type of referring
expression about which there is the least agreement. Most researchers
propose that definite descriptions have a uniqueness presupposition: the
existence of an object of type P is presupposed instead of asserted, and
furthermore this object is meant to be unique (Barker 1991; Roberts
2003). The semantics can be translated as follows: a new file card x;
is added to the discourse model and asserted to be identical with the

unique object of type p (in the context). This update is formally
written [x;, [x = #.p(y)].

In the 1980s and 90s work on anaphora resolution depended on the
notion of file cards or discourse entities (Poesio and Kabadjov 2004). Later
on, single anaphor antecedent links were the predominant notion in anaphora
resolution but currently the former idea is being revived.

The crucial character of DRT is that it provides logical representations that have
their own truth conditions. Logical representations are different, but in the
meantime equivalent to first-order logic, which consequently allow inferences to
be made. As many cases of anaphora resolution require complex inference, the

use of a deductive system for such representations is crucial (Poesio et al. 2010).

DRT is used for a range of anaphoric phenomena to reference events, plurals or

abstract objects as prepositions; for example:

8. Omar saw Ahmed. That happened at 4 o’clock.
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9. Omar met Ahmed. They had gone to the cinema together.

10. Omar saw Ahmed. This incident made him look pale...

In contrast, Kamp and Reyle (1993) based their analysis of plurals on
the resolution of references via bridging inferences which enlarge the
discourse model with new objects. However, prepositional references
require the introduction of new prepositional variables by making

inferences on the discourse model.

Based on encoding the results of rich inference, mental models can be
formalized. Mental models (instead of discourse models) are based on
the work of Bransford et al. (1972) and Garnham (2001). Such models
deal with the results of rich inferences, making them very different from
language models introduced in computational and theoretical

linguistics.
4.2.5 Statistics About Anaphora from Corpora

To obtain a quantitative estimate of the types of nominal anaphoric
phenomena and their importance, anaphorically annotated corpora have
been developed. Anaphora and degree of anaphoricity in written
formats have been studied by various scholars whose work is discussed

in what follows.

Various studies discuss pronouns, definites and proper names as types
of anaphoric expressions. Studies focusing on the anaphoricity of
pronouns (or its lack) and relevant statistics have shown the following.
Evans (2001) analysed the SUSANNE and BNC corpora and obtained
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3171 examples of it. It was found that 67.9% of cases were examples of
nominal anaphoric relations, while 26.8% were examples of expletives,
2.2% of idioms, 2% of discourse topic mentions, 0.8% of clause
anaphors and 0.1% cataphors. Similar results were reported by Boyd et
al. (2005) using the British National Corpus (BNC). Muller’s (2008)
study is considered to be the most comprehensive study concerning the

distribution of the third-person pronouns it, this, and that.

Kabadjov’s (2007) study of the relative frequency of nominal types
used the GNOME corpus, and the Vieira-Poesio corpus showed that the
most frequent NPs used were: bare-np, the-np, the-pn, pers-pro, pn and
a-np. The anaphoric relations were mainly (56%) identity relations, and

the other 44% were bridging relations.

Passonneau (1993), Byron (2002) and Gundel et al. (2002) studied the
referents of pronouns and their distribution and whether they were
introduced directly or indirectly. Byron reported that 16% of pronouns
in the corpus had non-NP antecedents. Gundel et al. (2002) reported
that 16% of the sample antecedents had no NP antecedents. Poesio and
Vieira (1998) carried out a study of the definite descriptions used in the
first mention compared to the anaphorically used ones. The results
showed that around 50% of the definite descriptions were first mention,
around 40% were anaphoric, and the rest were bridging.
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4.3 The Interpretation of Anaphoric Expressions in Corpora and

Psycholinguistics

Resolving anaphoric expressions demands the use of a combination of
types of information. For example, gender is considered to be one of the
strongest resolving factors. Syntactic constraints, common sense, and
other factors act as preferences rather than constraints (Poesio et al.
2010). In the development of computational models of anaphora
resolution the differentiation between constraints and preferences plays
an important role, as standard expositions such as Mitkov’s (2002) have
argued. Poesio et al. (2010), however, argued that there is no conclusive
evidence about the existence of two distinct mechanisms. In what
follows, resolution constraints and preferences are discussed as well as

the psychological evidence that supports their importance.
4.3.1 Constraints

Much early work on anaphora resolution depended on the identification
of morphological and syntactic constraints. Agreement constraints
(syntactic and semantic) and binding are the best known forms of

constraint. Types of constraint can be summarized as:

a) Agreement/morphological constraints: These include gender,
number and person constraints. Psychological studies such as
those by Garnham et al. (1995) and Arnold et al. (2000) have
shown that gender helps in anaphora resolution. The differences
in gender use in semantic gender languages such as English or

syntactic gender languages such as Italian or Spanish are used at
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an early stage to disambiguate anaphoric relations. The majority
of modern anaphora resolution systems tend to incorporate
agreement constraints, where the problem with gender as a

constraint is consistency in witness cases; for example :

11. To get a customer’s 110 parcel-a-week load to its doorstep
(Poesio et al. 2010)

The error in the above mentioned example is due to the

erroneous use of the pronoun it.

Errors may occur when pronouns refer to entities that are to be referred

to using uncommon proper names, for example:
12. a. Maja arrived to the airport. (Maja is a man) He...
b. John brought Maja to the airport. (Maja is a small dog) It...

This problem was partially addressed by Ge et al. (1998) and Bergsma
(2005), who attempted to infer the gender of unknown names; generally

however, the gender can be inferred from context.

As for the use of number as a constraint, there have not been many
studies of its use in anaphora resolution. There have, however, been
studies (for example, Gordon et al. 1999) which compare the difficulty
of anaphora resolution using plural and singular references. Clifton and
Ferreira (1987) showed that the plural pronoun they is easily interpreted
when it occurs after a conjoined noun phrase as in ‘Ahmed and Omar’
rather than when it occurs after syntactically divided antecedents as in

‘Ahmed met Omar’. This suggests that the antecedents of plural
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pronouns are to be found in a discourse model rather than in a syntactic
representation. The main problems with numbers in computational
linguistics occur due to nouns which are syntactically singular but
semantically plural, as in the case of the government. This is shown in
the example below:

13. The government said that they will not allow immigrants to come

into the country unless truly needed.

b) Syntactic constraints: anaphoric reference constraints are important
in generative linguistics to the extent that the best-known paradigms are
named after them: Government and Binding (GB) theory (Chomsky,
1981). The aim of GB theory is to explain why her in (14a) cannot
corefer with Nagwa whereas herself must obligatorily be referring to
Nagwa in (14b).

14. a. Nagwa loves her.
b. Nagwa loves herself.

Based on the relation between nodes in a syntactic tree, Langacker
(1969) called this a ‘command’. Lasnik (1976) and Reinhart (1976)

provided a definition of the c-command relation as follows:

Definition 1 Node A c-commands node B if

1. A#B
2. A does not dominate B and B does not dominate A, and
3. Every X that dominates A also dominates B.
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The c-command relation symbolizes the core of what is now called
binding theory, which revolves around three main principles. Principle
A deals with constraints imposed on reflexives and reciprocals. It states
that ‘reflexives and reciprocals must have a c-commanding antecedent
in their governing category; that is the smallest clause or noun phrase in
which they are included.’ Principle B states that ‘pronouns cannot have
an antecedent in this governing category.” Both principles A and B
claim that the distributions of pronouns and reflexives are
complementary. Principle C states that ‘R-expressions as proper names

and nominal cannot have c-commanding antecedents.’

GB theory underwent considerable development in order to overcome
the limitations of the 1981 version; and in 1986 Chomsky introduced
the alternative notion of the m-command. In 1994, Pollard and Sag
introduced the alternative definition of the c-command, which is based
on argument structure rather than phrase structure. These proposals

were trying to account for picture NPs; for example:

15. John was going to get even with Mary. That picture of himself
in the paper would really annoy her, as would the other stunts he
had planned. (Poesio et al. 2010)

In 1993, Reinhart and Reuland proposed a major development of GB
theory. They proposed that some reflexives are logophors, and thus

have discourse-antecedents; for example:

16. Bill told us that Elisabeth had invited Charles and himself.
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Over the years there have been numerous experimental tests of binding
constraints. For instance, Nicol and Swinney (1989) proposed using
priming techniques, while Gordon and Hendrick’s (1997) results
supported Principles A and B of binding theory while little support was
found for Principle C. Runner et al.’s (2003) study showed that many

reflexives behave as logophors when they are found in picture NPs.

c) Semantic constraints might also be called scope constraints.
Karttunen (1976) argued that semantic constraints prevent anaphoric
reference to introduced antecedents existing in downward-entailing
operators. In recent psycholinguistics studies semantic constraints have
gained importance as event-related potentials (ERP) in experiments

using anaphoric reference as an example of violation-effects.
4.3.2 Preferences

Constraints cannot stand as the main and only factor that eliminates
anaphoric ambiguity. Much research has been carried out in order to
determine the factors which affect preferences among interpretations.
Such factors are discussed in what follows.

a) Commonsense knowledge: this includes plausibility as a main factor.
Sidner (1979) reported examples of the effect of plausibility. Implicit
causality effects are one type of plausibility that has been studied
extensively, for example studies by Garvey and Caramazza (1974),
Stevenson et al. (1994), and Kehler et al. (2008) who discussed various
relevant issues. The Garvey and Carmazza study showed that, when a

sentence needs to be completed as in (17), it tends to continue in a
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consistent manner that matches he being Bill, in order to explain why
Bill is to be blamed.

17. John blamed Bill because he... (Poesio et al. 2010)

Stevenson et al. (1994) showed that such preferences are affected by the
verb thematic structure, where agent-patient verbs behave in a different

manner than experience-stimulus verbs.

Kehler et al. (2008) showed that discourses which have one
semantically coherent interpretation tend to choose that interpretation
and ignore any other salient factors in the meantime. If both possible
interpretations scored equal in terms of plausibility, the choice of an

interpretation would then depend on general salience.

Selectional restrictions are another form of preference carried out with
verbs, where a restriction is imposed on the type of argument the verb

may have. Mitkov (2002) showed such an effect using minimal pairs.

Due to such studies as the ones mentioned above, anaphora resolution
models focused on theories of commonsense reasoning such as Wilks
(1975), and Hobbs et al. (1993). One can, however, argue that
commonsense was not the only factor, and that other factors are at play

as well.

b) Syntactic preferences: corpus statistics show that 60-70% of English
pronouns occur in the subject position and about 70% of those have an
antecedent that also occupies the position of a subject. This kind of

relation and preference is called subject assignment and has been the
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focus of various psycholinguistics studies such as those by Broadbent
(1973) and Crawley et al. (1990).

Preference for object pronouns referring to antecedents in the object
position was studied for example by Kameyama (1985). Smyth’s (1994)
results suggested that, whenever the syntactic function is closer, the
greater the effect it has; while Stevenson et al.’s (1995) results implied a
similar effect but subject pronouns had a stronger effect than object
pronouns. These researchers, among others, have hypothesized that
parallelism is semantic rather than syntactic, an idea which Hobbs and
Kehler (1997) developed.

c) Salience: With its simplest form as recency, this plays an important
role in anaphora resolution. In Hobbs’ corpus (1978), it was found that
90% of pronoun antecedents existed in the same sentence, while 98%
existed in the previous sentence. In every referential distance study, the
importance of the existence of antecedents in the same sentence has
been highlighted regardless of reported frequencies. Givon’s (1992)
study proposed that 25% of definite antecedents were in the same clause
while 60% of the definite antecedents existed in the previous 20 clauses
and the rest were further away. This study, as well as others, showed
that distance is not important in the resolution of other anaphoric

expressions.

Studies such as Tetreault’s (2001) have argued that choosing the nearest
possible antecedents would lead to only moderate success. However,
there are other studies, such as Gordon et al. (1993), which argue that

the first mention advantage is the best choice.
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In contrast to the above mentioned contradictory results, there has been
a strong claim that differences between salience entities have an effect
on the interpretation of anaphoric expressions. Linde (1979) and
Sanford and Garrod (1981) carried out various studies to show that
linguistic focus has a vital role in the anaphora resolution process as
well, while Gundel et al. (1993) argued that it has an effect on the

production and choice of the form of the referring expression.

In 1986, Grosz and Sidner proposed a framework with two levels:
global and local focus. Global focus is concerned with identifying the
articulation of discourse into segments, while local focus is concerned
with identifying how the relative salience of utterances changes
utterance by utterance. Discourses are classified by topics or episodic
organization, as in Anderson et al. (1983). Grosz and Sidner (1986)
added to this idea another factor: that this classification is hierarchical
and dependent on the intentional structure of discourse. In addition, they
proposed that global focus is stacked, while Walker (1998) argued for a
cache model. Knott et al. (2001) argued that Grosz and Sidner’s model

was suitable only for task-oriented dialogue.

As for local focus, various researchers such as Grosz and Sidner (1986)
and Sanford and Garrod (1981) argued that in every conversation or
readable text there are some entities which are more salient than others.
This makes some antecedents preferred for pronominalization, while
others are preferred for anaphoric reference. Sidner (1979) argued that
local focus can be verified according to two types of focus: discourse

focus and actor focus.
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Discourse focus, according to Reinhart (1981) and Vallduvi (1993), can
be explained in terms of the notion of discourse topic; while Sidner
argues that actor focus gains its effect through subject assignment.
Complex algorithms would thus be needed to detect both types of foci
as the focus may change after each sentence.

Grosz et al.’s (1995) centering hypothesis appeared in reaction to
Sidner’s theory. It soon became a theory in its own right and a main
paradigm for the understanding of salience in computational linguistics,
psycholinguistics and corpus linguistics. Centring theory argues that
every utterance increases and updates the local focus, which is achieved
via the introduction of new forward-looking centre. Each new forward-
looking centre updates the focal structure and is ranked, which gives
each utterance a most highly ranked entity called the preferred centre
(CF), which is similar to Sidner’s actor focus. The object which acts as

the discourse topic is called the backward-looking centre.

Various researchers have tried to verify the applicability of this
hypothesis. For instance, Poesio et al. (2004) carried out a corpus-based
study which revealed that the degree of entity coherence between
utterances is much less than that predicted where the majority of the
utterances have no CB (backward-looking centre). Gundel et al. (1993)
argued that there are factors which affect the choice of NPs in the
salience theory as well as in the centring theory. Among such factors is
the cognitive status of the referred entities. Gundel et al. also identified
the lexical acquaintance levels of ‘givenness’ including: ‘in focus’,
activated, familiar and lexical acquaintance levels. Gundel et al. (1993)

provided definitions of their terms as follows:
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In focus: the addressee can associate with the entity a unique
representation that is in the current focus of attention. For example, |

couldn’t sleep last night. It kept me awake.

Activated: The addressee can associate with the entity a unique
representation that is in current working memory. This includes speech
participation as well as other entities in the immediate discourse

context. For example, I couldn’t sleep last night. That kept me awake.

Familiar: The addressee can associate with the entity a unique
representation that is somewhere in the memory, perhaps long-term

memory. For example, I couldn’t sleep last night. That dog (next door)

kept me awake.

The ‘in focus’ level is related to the notions of CB and CP (preferred
centre) but it can have more than one entity in focus or it can have no
entity at all in focus. Activation level, however, is nearly equivalent to
Grosz and Sidner’s implicit focus. Activation models have been
examined by researchers such as Alshawi (1987), Leass and Lappin
(1994), Strube (1998) and Tetreault (2001). There have been models
that integrate salience and commonsense knowledge, such as in Carter
(1987). In psychology, Gordon and Scearce (1995) studied the
interaction of centering theory with commonsense preferences, and
revealed that pronouns are to be interpreted according to centring theory

rules before commonsense rules are applied.

89



4.4 Early Computational Models

Many computational models of anaphora resolution were developed in
the 1980s and 1990s. These attempted to implement the syntactic,

commonsense, and discourse theories discussed in the previous section.

The main differences between the theoretical assumptions in these
models were that some regarded the process of anaphora resolution as
entirely a commonsense matter, while others regarded it as a purely
syntactic informational matter. In addition, the importance of level of
formality is a significant difference between such models as some are
linguistically and formally based while others are pragmatically based.

However, the models shared the following characteristics:

I. ‘No large scale evaluation was attempted: the models were
either purely theoretical, or the implementation was a proof
of concept’ (Poesio et al. 2010: 28), and

ii. ‘Development was guided near-exclusively by the researcher’s
own intuitions, rather by annotated texts from the targeted
domain.’ (Poesio et al. 2010: 28)

The next sections review the development of anaphora resolution
models and how researchers have tried to overcome all of the early

limitations.

4.4.1 Syntax-based Models and the Hobbs Algorithm

The previous section described the role that information about syntactic

role such as constraints, preferences, commonsense knowledge, and
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salience plays in types of filtering interpretation (gender and binding
constraints) and defining preferred interpretations (subject assignment,
and parallelism). Different algorithms have been developed to

incorporate such information in anaphora resolution.

One of the best-known syntax-based algorithms was proposed by Hobbs
(1978) using pronoun resolution. Hobbs’ algorithm is still used as a
baseline, which are a set of reference algorithms for pronoun resolution,
which is unsophisticated and domain-independent. Until the
development of Soon et al.’s algorithm, Hobbs’ naive algorithm was
considered to be the standard baseline, as it goes beyond the surface
parse tree breadth. To look for an antecedent that matches the pronoun
in gender and number, it goes back one sentence at a time. The
algorithm makes use of binding theory by applying syntactic constraints
and preferences, specifically the use of subject and preference for first-
mentioned entities. The algorithm makes sure not to choose an
antecedent NP that lies within the same binding domain as the pronoun,
and also establishes a relation/node between the top node and any

candidate.

Table 4.1: Hobbs' algorithm (Poesio et al. 2010)

Hobbs' Algorithm

1. Begin at the NP node immediately dominating the
pronoun.

2: Go up the tree to the first NP or S node encountered. Call this node X, and
call the path used to reach it p.

91




3: Traverse all branches below node X to the left of path p in a left-to-right,
breadth-first fashion. Propose as the antecedent any NP node that is encountered
which has an NP or S node between it and X.

4:if node X is the highest node in the sentence then

5: traverse the surface parse trees of previous sentences in the text in order of
recency, the most recent first; each tree is traversed in a left-to-right, breadth-
first manner, and when an NP is encountered, it is proposed as antecedent

6: else
7. (X'is not the highest node in the sentence) continue to step 9.
8:end if

9: From node X, go up the tree to the first NP or S node encountered. Call
this new node X, and call the path traversed to reach it p.

10: if X is an NP node and if the path p to X did not pass through the N
node that X immediately dominates then

11: propose X as the antecedent
12: end if

13: Traverse all branches below node X to the left of path p in a left-to-right,
breadth-first manner. Propose any NP node encountered as the antecedent.

14: if X is an S node then

15: traverse all branches of node X to the right of path p in a left-to-right,
breadth-first manner, but do not go below any NP or S node encountered.

16:  Propose any NP node encountered as the antecedent.
17:end if

18: Gotostep 4
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An important feature of Hobbs’ work is that he was the first researcher
to attempt a formal evaluation of his algorithm. He evaluated it
manually using 100 pronoun examples extracted from three different
genres (a history book, a novel, and a news article). It scored an
accuracy rate of 88.3%. After the addition of selection restrictions, the
algorithm scored 91.7% accuracy. Several researchers have tried to
apply large-scale evaluations using syntactically hand-annotated
corpora; the results indicated improvement in the pre-seen results.
Lappin and Leass (1994) tried to implement the algorithm using 360
pronouns extracted from a corpus of computer manuals and reported
over 82% accuracy. Tetreault (2001) used Ge’s et al.’s news text corpus
extracted from the Penn Treebank and reported a 76.8% accuracy rate
compared to 80.1% for fictional texts.

4.4.2 Commonsense Knowledge: Charniak, Wilks, Hobbs’
Abductive Model

Charniak (1972) Winograd (1972) and Wilks (1975) were among the
pioneers to carry out research concerning the effect of commonsense
knowledge on computational models of anaphora resolution. Between
the mid-1970s and mid-90s such research flourished and researchers
such as Carter (1987), Alshawi (1992) and Gardent and Konrad (2000)
labelled this the knowledge-based years of artificial intelligence (Al).
Some of these studies, such as Charniak’s (1972), argued that there is
no need to use syntactic information to carry out anaphora resolution.
Charniak’s study was based on the frame theory of commonsense
knowledge developed by Minsky (1975). Alshawi (1987) initiated the

trend of anaphora resolution using frame and semantic network
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information. Later on, Poesio et al. (1997) and Harabagiu and
Moldovan (1998) developed WordNet, which is widely used in

anaphora resolution.

Wilks (1975) developed a semantic interpretation theory which was
applied to anaphora resolution. Wilks’ semantic interpretation theory
revolved around preference semantics, however, semantics played only
a limited role in the process. Wilks specified all meanings in nearly 70
primitive semantic units, such as entities and actions. To resolve the
ambiguity of a targeted sentence, the interpretation which satisfies the
greatest number of preferences is the one to be chosen. To fill any gaps,

commonsense reasoning and specific casual reasoning is used.

Between 1975 and 1995 commonsense inference was widely studied
and used in anaphora resolution and it resulted in formal frameworks
for inference. Researchers such as Hobbs et al. (1993), Asher and
Lascarides (1998), Gardent and Konrad (2000), and the SRI Cambridge
group who developed the Core Language Engine (Alshawi 1992)
developed systems that can be used in real-world applications.

Hobbs used abduction as a basis for a theory of semantic interpretation.
Abduction is ‘reasoning from effects to (the most plausible) causes:
e.g., to conclude a friend must have woken up late in order to explain
the observable fact that he hasn’t showed up in time to go jogging in the
morning’ (Poesio et al. 2010: 31). Abduction was used to interpret
problems such as noun-noun compounds for example, chessboard and
woodboard, or word sense disambiguation and anaphora resolution. In

abduction theories, in order to understand a discourse an explaining
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bond between the first utterance and the second utterance is to be
established. If such a bond is not easily explained or detected, the
juxtaposition is regarded to be felicitous. The explanation includes an
assumption that the second utterance is the reason for the first one in
what can be called a reason-rhetorical relation. The antecedents are
chosen depending on the lowest cost explanation, as each assumption
has a cost (Poesio et al. 2010).

4.4.3 Salience: Discrete and Activation-based Models

The salience work discussed earlier formed the basis for computational

models incorporating theories of salience.

1. Sidner’s algorithm is considered to be the best developed model for
anaphora resolution using salience, although it was never subjected to
substantial evaluation, which leaves its accuracy rate unclear. The two

main structural components of Sidner’s algorithm are:

e The organization of entities in a semantic network inspired by

the work of Charniak, and

e Building data structures to keep track of which entities are
currently most in focus. This aspect of the theory is the one
which has had the greatest influence on subsequent research, in
particular on the development of the Centering theory (Poesio et
al. 2010: 32).
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The three main data structures in Sidner’s theory are: discourse focus;
actor focus; and lists of previous discourse foci, actor foci, and sentence

foci.

‘Discourse focus: is introduced by special syntactic constructions or by
serving as theme (in the thematic role sense) of a sentence. Agents of
sentences serve as preferred antecedents for pronouns that also fill the
agent role’ (Sidner 1979: 50).

‘Actor focus: is an animate object which may function as the agent of a
particular verb’ (Sidner 1979: 152).

Sidner’s theory proposed a bottom-up anaphora interpretation as
proposed by psycholinguists and such algorithms should be classified
according to the anaphoric expressions, anaphoric semantic positions,
personal pronouns in agent positions, non-agent positions, and
possessive positions on which they operate. Sidner’s theory was not
evaluated, although studies were carried out to investigate how it works
with various examples. Carter tried to conduct one such evaluation,

which is discussed later on.

ii. Centering theory was developed by Grosz et al. (1995), and it formed
the theoretical foundation for various anaphora resolution algorithms.
Two of the most important are those of Brennan et al. (1987)° and
Strube and Hahn (1999), which discussed below.

® Henceforce called BFP
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The BFP (Brennan, Walker-Friedman, and Pollard) (1987) algorithm is
influential as its features are based on solid empirical evidence. Poesio
et al. (2004c) argued that there is sound empirical evidence for some of
its features; for example, a preference for pronominalizing the CB
(backward-looking centre) against any other entity being
pronominalized. Other characteristics, however, are not grounded in
solid verification, as Gordon et al. (1993) argued regarding preferences
among transitions. The original algorithm was never evaluated by its
original authors. Walker (1989), however, manually evaluated its
performance compared to that of Hobbs’ algorithm. The BFP results
were slightly better than Hobbs’ when it was evaluated using narrative
texts (90% versus 88% accuracy). The performance of Hobbs’
algorithm was better when using task-oriented dialogues (51% versus
49% accuracy), and it scored even better when using news data (89%
versus 79%). Poesio et al. (2010) argued that Hobbs’ algorithm scored
better as it dealt with intrasentential antecedents while BFP dealt more
with intersentential antecedents. Tetreault (2001) carried out an
extensive evaluation which suggested that Hobbs’ algorithm performed

better than BFP in cases of both fictional texts and news articles.

Strube and Hahn (1999) proposed an algorithm in which grammatical
function is replaced by functional ranking. Functional ranking is based
on Prince’s (1981) taxonomy of given-new information. The taxonomy
proposed that the hearer old-entities (anaphoric entities and entities
referred to using proper names) are more highly ranked than mediated
(bridging) references, which consequently are more highly ranked than

hearer-new entities. Functional ranking showed better results than
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grammatical function. Such results were confirmed by Poesio et al.
(2004c), who found that functional ranking parameter configuration

best supports the centring hypothesis.

iii. Graded Salience Models (Leass and Lappin 1994) are based on the
notion of activation. Activation-based anaphor resolution models are
based on the idea that each discourse entity has a given activation level
which can be measured using a graded scale. The activation level is
updated after each new utterance, which determines the prospect of that
entity being referred to. Poesio et al. (2010) argued that although
activation-based models have been discussed less often, they are widely
used in anaphor resolution systems compared with discrete models of

salience.

Lockman and Kloppholz (1980) proposed the first activation-based
model, but MEMORY, a system proposed by Alshawi (1987), is
considered to be the best-known activation-based model. Leass and
Lappin’s (1994) pronoun resolution algorithm is based on Alshawi’s
algorithm with the addition of several expletives treatments and binding

constraints.

Leass and Lappin’s algorithm (the Resolution of Anaphora Procedure,
RAP) is classified as a generate-filter-rank anaphora resolution model.
RAP depends for its input on the output of a full parser, and it uses
syntactic information and binding constraints to filter antecedents. It

categorizes antecedents as:
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a. Antecedents of non-reflexives, when the pronoun occurs in the

adjunct or NP domain of the potential antecedent, and

b. Non-pronominal antecedents, which occur within the pronoun

governing phrase (Poesio et al. 2010).

Binding criteria decide how to resolve reflexive pronoun antecedents.
Possible candidates have to pass the syntactic filter and agree in number
and gender with the pronoun, and then the one with the highest salience
weight is selected. This method overcomes the closest antecedent
principle. For every newly introduced mention, it is assigned an initial
salience weight that consists of sentence recency weight, additional
weights for mentions occurring in the correct position, grammatical
roles parallelism, cataphora (which are treated as a penalty) and a

weight for grammatical functions.

In order to evaluate their algorithm, Leass and Lappin used 360
examples extracted from computer manuals. The RAP got 310 pronoun
antecedents which formed 86% of the total number being examined. If
salience, grammatical function, and parallelism function are removed,
the algorithm’s scores significantly decrease. Other factors such as
coreference chains and the cataphora penalty have a limited effect on
scores. When implemented with the same data, Hobbs’ algorithm
scored 82% accuracy. More deep linguistic information is used at three

positions:

a. To define restrictions and incompatibility in the case of

reflexive resolution.
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b. Using grammatical functions as a base to assign salience

weights.

c. To assign the gender for a full noun phrase using a parser’s

lexicon (Poesio et al. 2010).

Kennedy and Boguraev (1996) introduced the usage of Constraint
Grammar parsers in order to assign morphological tags and
grammatical functions, and to identify NP chunks. Its rate of
accuracy was 75% for news text; errors were due to direct speech

and insufficient gender information.

Strube (1998) and Tetreault (2001) were inspired by the centring
theory to propose an algorithm. The algorithm, as Poesio et al.
(2010) argued, should be considered as an example of activation
models where activation scores (a partial order) are replaced by a
list (a total order). In table 4.2 below Tetreault’s left-to-right
centring (LRC) algorithm is stated. The algorithm is a combination
of CFs from centring theory and some ideas from Hobbs’s
algorithm. Tetreault evaluated his algorithm using a corpus of news
articles and fictional texts. The algorithm scored 80.4% accuracy
for the news articles and 81.1% for the fictional texts.

Table 4.2: Tetreault's LRC Algorithm (Poesio et al. 2010)

Tetreault's LRC Algorithm

1: for all U, do
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2: parse Uy,

3: for all CF; in the parse tree of U, traversed breadth-first, left-to-
right do

4: if CF; is a pronoun then

5: search intrasententially in CF-partial(Uy,), the list of CFs found so
far in U, an antecedent that meets feature and binding constraints

6: if found matching antecedent then
7: move to the next pronoun in U,
8: else

9: search intersententially in CF(U,.1) an antecedent that meets
feature and binding constraints.

10: end if

11: else

12: add CF; to CF-partial(Uy)
13: end if

14: end for

4.4.4 SPAR: Putting Syntactic, Commonsense and Focusing

Preference Together

In 1987 Carter proposed the SPAR system. This is considered to be the

most fully developed proposal for pronoun resolution before the data-

driven methods that are discussed later on. Carter’s main contribution

was in creating a combination of existing proposals. SPAR used

Sidner’s pronoun rules to resolve intersentential anaphora, while

101




Hobbs’ algorithm was employed to produce the ranking used in
resolving intrasentential anaphora, and Wilks’ preference semantics
were used to encode the semantic types of mentions and causal
reasoning. The algorithm’s input is generated using Boguraev’s (1979)

English analyser.

Carter carried out an evaluation of SPAR using a corpus consisting of
sixty stories, each of which is two-three sentences long. He reported a
100% accuracy rate in the stories written by him and 93% accuracy with
the other stories. There is no evidence that any other attempt at
evaluation was carried out. However, many of Carter’s ideas were

adopted later on by Alshawi (1992) in the Core Language Engine.

The foregoing section gave a brief overview of the linguistic
background of anaphora and anaphora resolution. It has summarized the
early models of anaphora resolution where preferences, constraints, and
required information were hand-coded. The next section discusses how
the broad empirical study of anaphora resolution was affected by the
creation of large, modern, digital corpora, which led to the development
of data-driven methods. These methods require techniques to reliably
and automatically extract morpho-syntactic knowledge, commonsense
knowledge, and large repositories of lexical knowledge. In the early
days of data-driven methods, such techniques were not available and so,
simple approximations were used to deal with constraints and
preferences. Since then more complicated techniques have been
developed and become available, enabling such methods to be applied

to large numbers of texts.
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4.5 Towards an Empirical Approach to Anaphora Resolution:

Developing an Experimental Setting

In the 1990s, there was a shift in focus in anaphora resolution research
towards greater empiricism, largely as a result of the development of the
field of information extraction. The first medium-sized annotated
corpora were created, which made the creation and development of
data-driven resolution procedures and machine learning approaches a

possibility.

The Message Understanding Conferences (MUC) project was behind
the changes, which is a DARPA-funded initiative which aimed to
compare the qualities of information extraction systems using annotated
corpora. The funding agencies hosted several coreference resolution
systems, such as MUC-6 (Grishman and Sundheim 1995) and MUC-7
(Chinchor 1998), where annotated corpora were provided. As a result,
guidelines for the annotation of coreference were created and standard
evaluation metrics to be used in the comparison process were
developed. This made training and testing of anaphora resolution
systems using the same datasets possible. These changes had a strong
influence on the anaphora resolution field specifically and on the field
of evaluation in general, which is still in progress in the Automatic
Content Extraction (ACE) initiative (Poesio et al. 2010). Some
researchers consequently classify research in the field as conducted in
the pre-MUC or post-MUC periods.
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4.5.1 Annotation Schemes for Anaphora

The design of an annotation scheme is a crucial component of data-

driven methods. The coreference information is used in:

a. The performance evaluation of coreference resolvers; and

b. Supervised systems training, which is directly related to
machine learning approaches (Poesio et al. 2010).

The annotation scheme mission is to define coreference problems and to
specify what data can be learned from the linguistic phenomena. The
following discussion explains the MUC decisions, initiatives,

controversies, and subsequent developments.

The MUC annotation scheme is considered to be one of the most
important annotation schemes as it has defined the focus of research
during the fifteen years since it was developed by Hirschman in 1998.
The focus of the annotation scheme is on nominal coreference.
Coreference is defined in the scheme as ‘the identity of reference’; that
is, when two nouns phrases refer to the same set, object, or activity. All
coreference relations involving two NPs or a noun phrase and a nominal
modifier were annotated; any other types of relations were ignored
(Poesio et al. 2010).

The MUC annotation scheme brought to the attention of researchers the
problem of defining an anaphora coding scheme, or ‘which text
constituents to choose as mentions of the entities’ (Poesio et al. 2010:

39). The scheme depends on syntactic and semantic factors;

104



syntactically, the coders need to mark the full noun phrase with all its
post-modifiers. MUC coders marked the maximal span of NPs while the
head of each NP was marked separately using a MIN attribute. This
made the evaluation process easier as scores were given to matching
heads and minimal spans while the full set of modifiers could be
recovered at a later stage using another category of syntactic
information. In subsequent stages the annotators had to annotate the NP
with all its modifiers (Poesio et al. 2004; Pradhan et al. 2007).

From the semantic perspective, coders had to annotate mentions of all
entity types, or only a subset of them. For a small number of semantic
classes coreference resolution is important. The early models such as
those of MaCarthy and Lehnert (1995) and Aone and Bennett (1995)
mainly focused on organisations and persons. This focus on a small
group of well-defined semantic classes makes identity determination
easier, whereas this would have been difficult in cases of non-defined
objects. The ACE evaluation, consequently, limited the coreference task
so that it would only consider persons, organizations, geopolitical
entities, locations, vehicles, and weapons. The ACE simplifies the
coreference task by creating an application-oriented setting but it does
attend to entities mentioned in other domains. In order to overcome
such problems, Poesio et al. (2004) developed GNOME, whose domain

included museum objects as well.

MUC was criticized for its tendency to annotate apposition and copula
constructions which were not usually seen as cases of coreference. Van
Deemter and Kibble (2000) argued that the annotation of intensional

descriptions (as the predicates in a copula construction) led to

105



unnecessary effects. Poesio et al. (2004) and Pradhan et al. (2007), who
developed the MATE and OntoNotes annotation schemes, tried to
overcome this problem by distinguishing between transitive coreference
links and directed, non-transitive ones. Other schemes, such as the one
developed by Artstein (2008), tried to annotate other anaphoric

relations.

Specifying which markables to annotate is a difficult problem, as Poesio
et al. (2010) argued, especially in the treatment of metonymy and
particularly with geopolitical entities. For example, Washington may
mean the city of Washington or the country or government of the USA
as a geographical entity. Each annotation scheme treated such structures
differently. For example, the ACE resolved them by developing a
semantic class called ‘geopolitical entities’ (GPEs), while OntoNotes

distinguishes such entities from other uses of an NP.

Annotating coreference relations is problematic as it requires
quantitative agreement between annotators. There were early attempts
such as with MUC to try to score agreement in terms of a scoring
metric, but later studies did not include such quantification. Poesio and
Vieira (1998) and Poesio and Artstein (2008) studied agreement in
anaphoric annotations as part of the GNOME and ARRAU corpora.
These studies showed that agreement can be detected via the distinction
between old discourse and new discourse. These studies also argued
that the identification of subset bridging relations is essential for

annotating bridging reference to be possible.
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Recent coding schemes, including the GNOME corpus developed by
Poesio (2004), ARRAU developed by Poesio and Artstein (2008),
OntoNotes developed by Pradhan et al. (2007), and ANCORA
developed by Recasens and Marti (2009), differ from MUC/ACE
schemes as only a few types, rather than all, NPs are annotated. In such
modern schemes, the annotation of associative relations, types of
discourse deixis, and all modifiers, as well as the ability to distinguish

between identity and predication, are all available.

Table 4.3 below (adapted from Poesio et al. 2010) gives a summary of
the available anaphorically annotated corpora, with information about
publications and sites, some of which are available in compatible mark-

up formats as part of the Anaphoric Bank initiative.

Table 4.3: A summary of anaphorically annotated corpora (Poesio et al.
2010)

Language Name Reference Size (words)
Arabic ACE-2005 Walker et al. | 100k
(2006)
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OntoNotes3.0 Weischedel et al. | 200k
(2008)
Catalan AnCora-CO-Ca Recasens and | 300k
Marti (2009)
Chinese ACE-2005 Walker et al. | =200k
(2006)
Weischedel et al.
OntoNotes3.0 1224k
(2008)
Dutch COREA Hendrickx et al. | 325k
(2008)
English MUC-6 Grishman  and | 30k
Sundheim
(1995)
Chinchor (1998)
MUC-7 30k
Poesio (2004)
GNOME 50k

Walker et al.
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ACE-2005 (2006) 400k
Hasler et al.
(2006)
NP4Events 50k
Weischedel et al.
(2008)
OntoNotes 3.0 1150k
Poesio and
ARRAU 1.0 Artstein (2008) | 300k
French DEDE (definite | Gardent and | 50k
descriptions) Manuélian
(2005)
German Potsdam Stede (2004) 33k
Commentary
Corpus
TiBa-D/Z Hinrichs et al. | 600k

(2005h)
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Italian Venex Poesio et al. | 40k
(2004a)

i-Cab Magnini et al. | 250k
(2006)

LiveMemories1.0 | Rodriguez et al. | 250k
(2010)

Japanese NAIST Text | lida et  al. | 38k sentences
Corpus (2007Db)

Spanish AnCora-CO-Es Recasens  and | 300k
Marti (2009)

Tibetan Tusnelda (B11) | Wagner and | <15k
Zeisler (2004)

4.5.2 Evaluating Coreference Resolution Systems

Poesio et al. (2010) argued that that a persisting question is how
algorithms and systems of anaphora resolution work in comparison to
each other. The earlier models of pronoun resolution depended on
accuracy as an evaluation measure. Accuracy is the ratio of correctly

resolved anaphora incidents to the total number of anaphora incidents.
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Mitkov (2000) and Byron (2001) established criteria for judging an

evaluation method:

a. ‘Does the evaluation compute the performance of the resolution
algorithm only (i.e. assuming perfect pre-processing, including
agreement features like number or gender) or rather of the
whole system, where pre-processing steps such as parsing and

determination of gender features are done automatically?

b. Does the evaluation include or exclude difficult cases such as
first-person pronouns (which may not be resolvable to an
antecedent), cataphora, cases of expletive pronouns, or
pronouns and demonstratives that refer to clauses instead of

noun phrases?

c. What type of texts is the evaluation carried out on, as technical
manuals seem to be easier to treat with pronoun resolution than

newspaper text?’ (Poesio et al. 2010: 44).

The latter two points become less problematic when adopting the MUC
and ACE standard corpora. Quantitative results still pose a problem
even when using standard datasets, as a variety of evaluation metrics
and conditions are used. Various researchers, such as Stoyanov et al.
(2009), showed that marked-up NPs in an annotated corpus cause many
inadequate results when compared with the anaphora resolution systems
that treat automatically extracted markables. Glaser (2011) argued that
‘a markable is a linguistic expression that may refer to another linguistic
expression. Usually, markables are noun phrases. In ACE terminology,

a markable is called a mention.” Each markable noun phrase, together
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with the anaphor, forms a negative training instance. The next section
discusses the most important evaluation measures that have been
developed. These are classified into three main classes: link-based

measures, set-based measures, and alignment-based measures.
4.5.2.1 Link-based Measures

The simplest way to evaluate an anaphora resolution algorithm is to let
the module choose an antecedent for each pronoun and then calculate
the accuracy of such choices depending on how many correct incidents
are resolved. Until recently, most anaphora resolution systems were
mention-pair models, as the algorithm has to decide if two noun phrases
refer to the same discourse entity. The simplest method here is called
link-based and entails checking whether the mention chosen by the
system as the last mention of the same entity is in fact the last mention
in the gold standard. Burch et al. (2003) claimed that ‘a gold standard is
a manually crafted set of examples, against which the results are
compared’. This measure of evaluation is unsatisfactory in many

respects (Poesio et al. 2010).

Link-based evaluation gives unsatisfactory performance at many levels,
such as in information retrieval where inflated accuracy assessments are
produced due to the fact that only 30-40% of the markables are
anaphoric. Accuracy rates do not yield a very clear picture of system
performance since expressions may be anaphoric or non-anaphoric, as
in the case of definite noun phrases. For example, definite NPs like ‘the
town’ may refer to an introduced entity 50% of the time, or may be

introducing a new entity the rest of the time, as Poesio and Vieira
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(1998) argued. As a consequence, one system may regard the definite
NP as an anaphor and start to look for its antecedents, whereas another
system may regard it as non-anaphoric. Each choice has its advantages
and disadvantages, so there was a need to replace the measure of

accuracy with two more reliable performance measures:

I.  ‘Precision: the ratio of the number of correctly resolved
anaphoric links to the total number of links that a system

resolves, and

ii.  Recall: the ratio of the number of correctly resolved anaphoric
links to the total number of anaphoric links in the annotated
gold standard’ (Poesio et al. 2010: 46).

.. #correct #correct
Precision = ———— Recall =
#resolved #wanted

Both precision and recall are usually merged into one evaluation
measure; which is called the F-measure (F). The F-measure was
introduced by van Rijsbergen (1979) as a measure of evaluation in

information retrieval.

F_ 2 2 X Precision X Recall 2 X # correct
~ 1/Precision + 1/Recall  Precision + Recall ~ # resolved+# wanted
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The arithmetical mean of the two numbers when they are close to each
other indicates harmony; a large difference shows that harmony is

closer to the minimum of the two numbers.
45.2.2. Set-based Measures

The calculation of precision and recall with the early MUC versions
was carried out using comparisons and gold-standard links. This proved
to be an inaccurate method as the system is required to reproduce links
which are annotated in the gold-standard. Vilain et al. (1995) proposed
precision and recall statistics over equivalence classes in order to
overcome this problem. This method was called the MUC evaluation

measure at the beginning of the MUC-6.
4.5.2.3 Alignment-based Measures

Vilain et al.’s (1995) evaluation method was regarded as an optimistic
generalization of link-based measures used with coreference sets. The
reason for this is that the MUC’s scores are considered to be attainable
for the decomposition of the system’s links and gold-standard partitions.
Poesio et al. (2010: 47) pointed out that ‘This leads to counterintuitive
effects on the small scale (misclassifying one markable into the wrong
coreference set counts as one precision and one recall error, while
completely merging two coreference sets counts as a single recall error)
which are compound when evaluating the system response on true
(gold) mentions, where all singletons and non-referring mentions are
removed. In this case, just merging all coreference chains simply incurs

a number of precision errors of the number of coreference chains
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(minus one), whereas the number of correct links is evaluated as the
total number of gold mentions (minus one) [....] with 100% recall and
about 80% precision on the MUC-6 and MUC-7 datasets.’

Trouilleux et al. (2000) and Luo (2005) proposed methods that
aggressively overcome overmerging methods. The idea of alignment
was proposed in such studies, which aims to work between gold and
system partitions by selecting links which satisfy the following

conditions:

i. ‘Every coreference chain in the system’s response
corresponds to at most one coreference chain from

the gold standard, and vice versa, and

ii. The highest weight among these assignments is
reached’ (Poesio et al. 2010: 47).

Trouilleux et al. (2000) tried to calculate the weights of the alignment
links. Poesio et al. (2010) argued that there were initiatives to: create an
alignment between gold partitions and system partitions assuming that:
a) every system coreference chain corresponds to a chain in the gold
standard and vice versa, and b) reaching the highest weight among such
alignments is main requirement. The sum of weights is equal to the
score of 1, even in cases of names, common noun phrases and
pronouns, where the weighting is different. The summed score resulting
from the number of correct links that are in common with the aligned

coreference chains using is to be compared with:
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I. ‘The link count for the system’s coreference chain, to get the

precision, and

ii. The link count for the coreference chains in the gold standard, to
obtain the number for the recall’ (Poesio et al. 2010: 48).

Luo (2005) proposed a similar measure, the Constrained Entity-
Alignment F-Measure (CEAF) metric, which calculates the alignment
and then carries out a comparison between the mention sets in the
systems (for precision) or the gold standard coreference chains resulting
from the alignment. Each mention has to occur both in the system and
the gold-standard coreference chains that the alignment links together.
Luo argued that the weighting emphasises named entities and de-
emphasises pronouns, which means that the name matching is

overemphasized and that pronoun resolution is under-scored.
4.5.2.4 Comparing the Metrics

As an example of set-based metrics, MUC gives credit for a system if it
recognizes part of a coreference set or if it misses it. Alignment-based
methods, in contrast, depend on determining if the system succeeds in
discriminating between the various coreference chains in the global
view (Poesio et al. 2010).

Table 4.4 below shows a comparison between MUC scores, the CEAF
alignment-based metric, and ‘purity’ (Solomonoff et al. 1998), which is
an evaluation metric used in document clustering systems. The table
shows that the CEAF’s results overwhelmingly disagree from the point

of view of recall and precision. MUC’s results show a slight decrease in
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precision while purity shows a greater decrease, while both MUC and

purity recall scores remain the same.

Table 4.4: A comparison between MUC scores, CEAF alignment-based
metric, and ‘purity’ (Solomonoff et al. 1998)

GOLD MUC Purity CEAF

PRF, PRF, PRF,
Ax A; Az As  As

System 1 34 33|35  5/5]|3/53/50.60
A A A A | ggg 0.75
As
System 2 23 23|45  4/5| 4/5 4/5 0.80
0.67 0.80
A A Ar A A

4.6. Modern Computational Approaches

Klavans and Resnik (1996) claimed that coreference resolution
researchers tended to use large quantities of linguistic data. This
tendency leads to similar results as those achieved in other areas of CL
research. The coreference resolution researchers learned from their
work that using linguistic and ontological information and sources of
errors is a difficult process, especially in an automatic system that
would generate analyses of unrestricted text. This apprehension led to

the usage of ‘knowledge-poor’ methods. Knowledge-poor methods
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count on structures/features that are easy and reliable to get. These
models were developed since earlier models were dependent on domain
knowledge or deep syntactic analysis as in the case of Hobbs’ naive
algorithm. Domain knowledge models are considered to be expensive in
terms of time and effort as they require the analysing and encoding of
relevant facts, especially when adapted to a different domain.
Meanwhile syntactic analysis models require accurate automatic
parsing, which was not available during the mid-1990s. For example,
Leass and Lappin’s (1994) algorithm used an automatic parser, and its

results needed to be edited to overcome errors.

In other NLP tasks, the use of simpler types of information such as
morpho-syntactic contextual features, and shallower methods such as
data-driven supervised learning, has become popular. This encouraged
AR researchers to adopt such methods; although recently, with the ease
of use of robust statistical parsing methods and the availability of
annotated semantic information, there have been studies that try to
couple shallow methods with sources of information in modelling
syntactic heuristics and commonsense reasoning. The re-introduction of
syntactic and semantic analysis is encouraged especially for the features
of coreference classifiers which are automatically extracted from

linguistic data.

Poesio et al. (2010) argued that the right establishment of priorities
within anaphora resolution process proved to be difficult as parsing for
other CL aspects. Bod et al. (2003) claimed that machine learning
techniques solved problems of the establishment of priorities; in
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addition, probabilistic techniques are used to solve problems concerning

the combination of evidence.

4.6.1 Resolution Architectures

Computational linguistics defines coreference chains as the construction

of equivalence sets of mentions of discourse entities (Poesio et al. 2010:

50). Identifying coreference chains requires the identification of ‘links’

between mentions or between mentions and entities. The links, in

addition, need to be clustered in equivalence classes.

Hand-coded versus machine learning: Soon et al.’s (2001)
seminal proposal used machine learning techniques as well as a
reasonable amount of hand coding for feature extraction.
Anaphora resolution methods proposed in the 2000s used
supervised learning in conjunction with hand-annotated
resources, while others such as Ng’s (2008) used unsupervised

learning.

Single versus multiple classifiers: algorithms developed by
Hobbs (1978), Carter (1987) and Sidner (1979) all focused on
one type of NP, where a different algorithm is developed for
each NP type. Machine learning systems usually develop a
single model that deals with all types of NPs, as in the case of
Soon et al. (2001), although that of Hoste (2005) was an

exception to this trend.

Serial versus parallel: many algorithms, such as Winograd’s,

choose antecedents by going backwards from the anaphor.
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Sidner’s algorithm detects suitable antecedents by following the
order dictated by focus rules, in addition to the LRC (Left-Right
Centering) algorithm, and Soon et al.’s algorithm considered one
antecedent at a time. This method of the choice of antecedents
makes it difficult to compare alternatives. Where several
competing hypotheses are considered, parallel and ranked
algorithms may be considered as an alternative, depending on

preference scores.

In psycholinguistics and computational linguistics, the early
disambiguation algorithms were serial in order to explain
incremental effects such as garden paths. More recent
algorithms are parallel, such as that of MacDonald et al. (1994).
Hobbs used heuristically calculated weights, going through to
the abduction based resolution developed by Hobbs et al. (1993)
and then the use of statistics. Parallel models are used widely in
AR algorithms, as in the case of Brennan et al.’s (1987) BFP, or
in the ranking algorithm developed by Ng and Cardie (2002b) or
the tournament models proposed by lida et al. (2003a) and Yang
et al. (2003). Antecedent ranking models that have to deal with
the intricacies of the anaphora resolution task are also called
global models, such as the ones proposed by Ng (2005), Denis
and Baldridge (2007b), and Rahman and Ng (2009), as well as
the unsupervised models of Haghighi and Klein (2007) and the
document-level models of Culotta et al. (2007), and Daumé 11l
and Marcu (2005).
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iv- Generate-filter-rank: The algorithms of Sidner (1979), Leass and
Lappin (1994), Mitkov (1998), and Ng and Cardie (2002b) all

belong to this category. The main feature of these algorithms is that

there is a distinction between constraints and preferences. The main

three components are that:

In order to extract antecedent candidates from the preceding

text, one or more generators are needed.

In order to use hard linguistic constraints like binding and

agreement constraints, a filter is needed.

A ranker is needed to choose between antecedent candidates; the
antecedent that scores the highest salient score is to be chosen.
The ranking is carried out depending on surface form and
configuration information. When the ranking is predictable,
ranked candidates can be generated by choosing them after they
pass the filter. For generate-filter-rank approaches the
antecedents are chosen after filtering and the ranking of all
anaphoric mentions in a sentence. For centring-based
approaches, where each pronoun in an utterance is resolved
simultaneously, machine learning approaches treat constraints

and preferences as features.

v- Clustering-based approaches take a global view in
constructing coreference chains. They use a kind of
uncertainty reasoning as constraint propagation, as in the
case of Klenner and Ailloud’s (2008) algorithm, or in the
probabilistic approach of Culotta et al. (2007). Cluster
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approaches do not depend on single antecedent decisions but
rely on the larger contexts to overcome any drawbacks of the
single antecedent decisions. Cluster approaches make use of
the generate-filter-rank model results as input, by

incorporating them as features, as in Lin’s (1995) algorithm.
4.6.2 Heuristic Approaches to Pronoun Resolution

In the 1990’s, there was a tendency to develop heuristic approaches
which used poor-quality information extracted from corpora. This
section describes the main approaches of this kind.

i. MARS was developed by Mitkov (1998) using heuristic rules to
assign a score to each antecedent candidate and to select the
candidate with the highest score. The approach was
evaluated wusing technical manuals, and it avoided
knowledge-intensive features. Candidates that score the
same are collected and subjected to a set of heuristics (each
heuristic or preference has a certain weight and awards
certain points to every anaphor-antecedent relationship); and
then the sum of individual scores of heuristics is calculated.

The heuristics are as follows (Poesio et al. 2010: 53):

* Definiteness: since definite noun phrases are more likely to
be discourse-old, and thus salient, indefinite NP antecedent

candidates get a -1 score.
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* Givenness: the first NP in a sentence gets a score of +1 on
the grounds that it is more likely to represent given

information.

* Indicating Verbs: the objects of verbs such as discuss,
present, illustrate, summarise, examine etc. are given a +1.
Mitkov (2002) argued that empirical evidence showed that
noun phrases following the previously mentioned verbs

would carry more salience.

* Lexical iteration: if a noun phrase head occurs more than
once within the paragraph, this is taken to be an indication
that the entity is especially salient and the corresponding
noun phrases are given a +1 (two occurrences in the

paragraph) or +2 (more than two occurrences) score.

» Section heading preference: Aa noun phrase that occurs in

the header to the current section gets a +1 score.

» "Non-prepositional” noun phrases: noun phrases embedded
in PPs are not preferred (on the grounds of grammatical

salience) and given a -1 score.

* Collocation pattern preference: noun phrases that occur as
a subject/object of the same verb as the anaphor are
preferred and get a +2 score.

» Immediate reference: in a coordinated construction of the

form "V1 NP and V; it", a resolution of it to the noun phrase
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in NP is preferred as it usually expresses strong parallelism.
The noun phrase in parallel position (NP) gets a +2 score.
Mitkov (2002) argued that immediate preference can be
regarded as a modification of collocation preference. The
importance of immediate preference arises from it being
highly genre-specific and with high occurrence in imperative
constructions. For example, ‘To print the paper, you can

stand the printer up or lay it flat’ (Mitkov 2002: 148).

 Referential distance: nearby antecedent candidates in the
information source are preferred over distant ones. In
complex clauses, noun phrases in the previous clause get a
+2 score. Otherwise, noun phrases one, two or more than

two sentences back get scores of +1, 0, or -1, respectively.

» Term preference: candidate noun phrases are checked
against a list of nouns that are part of the domain's

terminology, and get a +1 score if they are such terms.

Priority is given to immediate reference, collocation pattern
preference, and indicating verbs scores in that order to
calculate the highest scores, and selecting the highest scoring
candidate or choosing the most recent candidate if all else
fails. The approach was evaluated using technical manuals,
where gender, chunks and clauses were manually checked.
The results showed that it scored 89.7% accuracy. Mitkov’s
approach was compared to Baldwin’s (emulating) approach

which scored 75% accuracy (manually calculated) or 66%
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when compared to selecting the most recent matching

candidate.

ii. Heuristics for high-precision resolution were developed by
Baldwin (1997). In order to extract mentions and utterances,
his system uses NP and clause chunking. Shallow patterns
are used to determine a number of cases that can be resolved.
Once the partial order is established by the shallow
information that is available, a single preferred antecedent is
chosen and the system applies the following rules (Poesio et
al. 2010: 54):

« Unique in Discourse: if there is a single compatible
antecedent in the prior discourse, resolve to that antecedent.

* Reflexive: resolve reflexive to nearest possible antecedent.

* Unique in Current+ Prior: if the preceding noun groups of
the current sentence and those in the previous sentence yield
exactly one compatible antecedent, resolve to that

antecedent.

* Possessive Pro: in the case of a possessive pronoun in "his
X", if the previous sentence contains one exact match for

"his X", resolve to that possessive pronoun as an antecedent.

» Unique Current Sentence: if there is a single compatible
antecedent in the preceding noun groups of the current

sentence, resolve to that antecedent.
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* Unique Subject/Subject Pronoun: if the anaphor is the
subject of the current sentence, and the subject of the prior
sentence contains a single possible antecedent, then resolve
to that antecedent. In the case of coordinated noun phrases,
Baldwin counts the conjuncts as multiple subjects.

To resolve all pronouns in the text, Baldwin proposes two

additional rules:

» Cb-Picking: motivated by concepts from centring theory,
this rule resolves some cases that the subject/subject rule
does not cover. If the anaphor is in a non-subject position
and the subject of the utterance is a compatible pronoun (i.e.

the Cb), pick that pronoun as the antecedent.

* Pick most recent: picks the most recent compatible

antecedent.

The corpus that was used for the evaluation of Mitkov’s algorithm

consisted of three stories in which gender was manually annotated. The

results showed that Baldwin’s algorithm scored 92% precision, and 60%

recall. When the high-precision rules were applied, it scored 77.9%

accuracy while Hobbs’ algorithm scored 78.8%.

In the MUC-6 evaluation, a modified version of this system was used.

The system used WordNet look-up in order to determine gender, and

Collins’ parser was used to determine clause chunks. In order to process

first-person pronouns in quoted speech, a special measure was used,

while possessive pro, Cb-picking and pick most recent were removed,
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and the subject-same clause rule was applied in addition to the
automatic detection of non-referential it pronouns. The rate of recall
was 75%, and precision 73% using MUC-6 data.

4.6.3 Early Machine Learning Models

In the previous section Mitkov’s and Baldwin’s approaches were
discussed. It was shown how the production of the final clustering of
markables into coreference chains depends on heuristics and how much
weight each would score. Poesio et al. (2010) argue that one of the main
drawbacks of such approaches is that the process of ordering and
weighting heuristics is time-consuming and prone to errors. This led to
the development of machine learning methods, since these can carry out
such tasks automatically and can make use of training data to learn
constraints and preferences. The automatic usage of training data allows
machine learning approaches to explore new features more easily and in
depth than rule-based heuristic approaches. In what follows, the main

machine learning approaches are briefly discussed.

i. Aone and Bennett (1995) designed a machine learning approach
that is based on decision trees extracted from Quinlan’s
(1993) model. It is applied to the Japanese language, and
targets anaphoric pronouns, anaphoric definite noun phrases
and name coreference for persons and organizations. In the
training corpus, features such as zero pronouns and
anaphoric definites were manually marked up. In the training
data, each anaphor was paired with previous members of its

coreference chain to act as a positive example, while
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negative examples were made by pairing the anaphor with
mentions that are not coreferent with it. For each instance
pair, feature vectors and semantic information are created to
be used as an input for the classifier. Within the resolution
process each anaphoric expression is paired with a possible
antecedent and feature vectors are created for each anaphor-
antecedent pair. The classification of each pair is dependent
on the decision tree that results from the training data. The
antecedent that is positively marked and has the highest

confidence score is chosen.

ii. RESOLVE was developed by McCarthy and Lehnert (1995) as
part of the MUC-5 information extraction task. They built a
decision-tree-based coreference resolver called RESOLVE
which makes use of domain independent features such as
name substrings and mention types, in addition to domain-
specific features. The evaluation was carried out manually
by annotating texts extracted from the MUC-5. The results
showed that the recall results of the decision trees were
higher than those of Lehnert’s et al. (1992) rule-based
system, while it made only a very slight change to the
precision results. RESOLVE makes a record of every pair of

template-relevant noun phrases.

In the MUC-6 coreference task a more fully developed
version was evaluated. Features such as string match and
sharing a common semantic type were used. The results
showed that RESOLVE scored 44% for recall and 51% for
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precision, which is considered to be low compared with rule

based systems such as that of Kameyama (1997).

iii. Vieira and Poesio (1997, 2000) aimed to resolve definite noun
phrase anaphora in unrestricted texts. The system represents
an early attempt to provide solutions using lexical and
commonsense knowledge. Vieira and Poesio developed
hand-coded and machine-learned versions of decision trees.
Consequently, these were used to compare hand-coded
algorithms with machine-learned ones. Vieria and Poesio’s
algorithm is interesting as it proposes a solution for
discourse-old versus discourse-new identification. Vieria and
Poesio’s work tries to choose possible antecedents for
discourse-old descriptions by integrating decision trees with

heuristics that are relevant.

Vieria and Poesio’s algorithm developed a typology of
definite noun phrases. The main obstacle that it faced is that
not all definite noun phrases are anaphoric, as Loebner
(1987) argued, since half of the definites mentioned in a
corpus are considered to be discourse-new descriptions.
Another obstacle is that some associative descriptions may
denote an object which itself may be discourse-new while it
may be associated within an already introduced identity. The
1998 algorithm succeeded in making the distinction between
old and new discourse descriptions. It managed as well to be

able to choose the compatible antecedent suitable for the
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anaphor. Decision trees included heuristics suitable to deal

with unique descriptions that could be discourse-old as well.

The algorithm dealt with direct anaphora by identifying all
the noun phrases having the same head as the definite noun
phrase. Possible candidates undergo a check using

modification heuristics.

The process of head matching may result in producing
spurious antecedents. This happens when, in an earlier part
of discourse, a certain type of entity is used and later a
different entity belonging to the same type as the first one is
mentioned. In such a case it is recommended to use
segmentation heuristics in order to exclude potential
antecedents that can be possible candidates for the definite
noun phrase. Considering only the most recent same-head
noun phrase and limiting the distance to the antecedent can
work well, which is why Vieira and Poesio developed a
loose segmentation heuristic that limits the search of the
possible antecedents within a four-sentence window or
which are discourse-old or identical to the definite noun

phrase.

The algorithm includes a number of heuristics for detecting
discourse-new descriptions where syntax is an important
source of information. The algorithm tries to detect certain
syntactic configurations or copula constructions. In order for

a predicate to be functional, the algorithm looks for

130



functional heads or modifiers that make predicates
functional. Such definites need to be licensed to be

anaphoric through semantic uniqueness.

In the case of bridging descriptions, the use of lexical
resources like WordNet is allowed to resolve cases where
the antecedent’s head suggests a possible coreference
relationship which can be hypernymy or synonymy or part
of a relationship that can be classified as being associative
bridging. Categorized named-entities lists are used as helpful

tools to resolve instance relations.

The sources of information listed above are combined to
determine discourse-new descriptions and resolve anaphoric
relations via two methods: a hand-coded decision tree and
the learned decision tree developed by Quinlan (1986). The
hand-coded tree is similar to the one developed by Baldwin
for the COGNIAC system. As for the machine learned
decision tree, it starts by attempting to resolve same-head
anaphora, then high precision discourse-new heuristics use
lower precision information. An incremental resolution
strategy is then applied by assigning a file card for every
noun phrase it encounters. For dealing with a definite
nominal in order to determine its classification, and also to
try to find an antecedent, a decision tree is used. A serial
resolution is applied that goes right-to-left until it locates a
suitable antecedent or it reaches the boundary of the

segment.

131



Using twenty texts adopted from the Penn Treebank, the two
decision trees (hand-coded and machine-learned) were
developed and trained. The texts contained 6831 NPs out of
which only 1040 were definite descriptions. The evaluation
of the hand coded system took place using fourteen texts
with 2990 NPs and 464 definite descriptions. The system
scored 53% for recall and 76% for precision. All unresolved
definites marked as discourse-new in the hand-coded version
were compared with the machine-learned decision tree on a
subset of the previous evaluation with a set of 200 definite
descriptions which were hand-annotated. The hand-coded
system scored an F-measure of 77% while the machine-
learned system scored an F-measure of 75%. The precision
score was low because of the attempt to interpret bridging
references while the score for recall improved to a F-

measure of 62%.

4.6.4 Anaphora Resolution: A Probabilistic Formulation

All the fields and subfields of computational linguistics were affected

by the rise of statistical empiricism during the 1990s and 2000s.

Anaphora resolution from such a probabilistic perspective can be

summarized by the following quotation from Poesio et al. (2010: 58):

Given mention mj, anaphora resolution is the problem of finding entity

ej belonging to the universe of discourse U for which it is most likely that

mj is a mention of ej. In probabilistic terms, this means finding entity ej
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such that the probability of mj being a mention of ej is maximal, given the

context the C of mj.
argmax ;e P (jmention-of ¢|C)

A completely general formulation should also cover the possibility that mj is
discourse-new; that is introduces a new entity enew - or non-referring (i.e.
an expletive). This can be done by allowing mj to be a mention of a new
entity enew not included in U, and introducing a pseudo entity: we write
that mj is a mention of pseudo entity to mean that mj is not referring.

This leads to the following more general formulation:
argmax; pP (mymention-of ¢jC), E={U {eyan} U1 }} .

The formulation above suggests that evidence combination techniques from
probability could be used. E.g., viewing context C as a set of features fk,

applying Bayes' rule, and making the Naive Bayes assumption, we can compute
the desired probability as follows:

P(j mention-of ¢|C) =
P (C) - P (Clm; mention-of ¢;) =
P (A1) - P (f1|»; mention-of ¢;) - . .. P (fu) - P (fulmj mention-of ¢;).

In practice, systems estimate the probability that an indicator variable L, which

is
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1 if mj is a mention of ej and 0 otherwise, is 1 (e.g., see (Yang et al.

2008)):
argmax;e ;P (L ¢).

In the case of so-called mention-pair models, this probability is

approximated to classify links between mentions:

argmax, P (Limjmi).”

4.6.5 Early Probabilistic Approaches

i. Ge et al. (1998) tried to develop a generative statistical system that is
able to use statistics for the addition of gender identification,
selectional preferences, and a mention-count-based measure of saliency
that is related to Hobbs’ algorithm. The formula below shows the
method of calculating the probability distribution over plausible

antecedents.

P (m; mention-of &;j|C)oc P (dwjej)P (m; is-pronounie;) P(eih; t; 1)/ P(ejlt)
P(ejm;)

Ge et al. (1998) later presented a more developed version of the
algorithm in which automatically resolved anaphor-antecedent pairs
extracted from a large corpus were used. This addition resulted in a

small improvement in the overall results.
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The algorithm was evaluated using texts taken from the Penn
TreeBank, where mentions were manually coded and cases of the
expletive it were also manually removed. The later version scored
84.2% accuracy compared with the older version that used Hobbs’
distance, which scored 65.3% accuracy.

ii. Kehler (1997) aimed to calculate the probability that two mentions
co-refer and he developed two approaches to convert such probabilities
into a probability distribution over partitions of mentions. The first
approach is called the ‘evidential reasoning approach’ using the
pairwise classification of all mention pairs adopted from the maximum
entropy (MaxEnt) classifier (Berger et al. 1996). For inconsistent
partitions, the approach assigns a non-zero probability distribution as a
means of normalization. The second approach is called ‘merging
decisions’, and regards a coreference set as a chain of decisions with
every mention being regarded as part of an existing set; otherwise a
new set would be created. Depending on how close a mention is from a
set, the coreference probability factor decides whether to merge a

mention with an existing set of mentions, or to create a new set.

Training examples are generated in accordance with the approach
adopted. In the evidential reasoning approach, an example is generated
for every pair in the training data. In the merging decisions approach,
the most recent mention of a coreference is paired with a mention. In
order to measure the compatibility between any two mentions, Kehler
used a function of template representations; that is, either using
identical slot values or one template properly subsuming the other or
otherwise being consistent. The other features are classified into five
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classes that result from rule-based coreference models depending on
the form of the noun phrase and the distance in number of characters
between anaphor and antecedent. The system tries to show whether or
not a preferred potential antecedent would be the choice in the case of a
rule-based module. In the case of a rule-based module, the potential
antecedent would be included among a list of possible antecedents and
would not be marked as the highest possible one, or it may be classified

as being unsuitable for a rule-based module.

In trained models, a positive value is given for two or more common
slot fillers as well as when an antecedent is preferred by a rule-based

system.

The system was evaluated using cross-entropies of test data of exact
matches. The evidential reasoning in terms of cross-entropy and perfect
matches gave superior results compared to the merging decisions

approach.
4.6.6 The Mention-Pair Model of General Coreference

This model was proposed by Soon et al. (2001) and developed further
by Ng and Cardie (2002b). The model aimed to shift away from the
single NP type with restricted domain, and became the standard
statistical formulation in AR. It regarded a resolved anaphor m; as a
classification task; the task of finding mention m; which maximizes the
probability according to the following function (for more details see
section 4.6.4):

argmax,, P (Ljm; m)
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i. Soon et al. (1999, 2001) developed an algorithm that is
decision-tree-based for coreference resolution using the
evaluation corpora of the MUC-6 and MUC-7. The
algorithm tries to handle the problem of pre-processing
unrestricted texts in order to identify and analyse markables
which the coreference classifier could deal with. The pre-
processing stage includes a flow of sequence taggers that
are standard statistical learning rules based on hidden
Markov models, part-of-speech tagging, noun chunk
identification, and named entities recognition. The module
tried to merge spans and adjusted phrase boundaries and
added the use of two extra modules that extract possessive
premodifiers and premodifying nouns that the MUC-6

allows to co-refer with other mentions.

These modifications allowed the usage of standard off-the-
shelf components, which ensures portability across
languages and domains. Consequently, the level of recall in
retrieving potentially coreferring candidates is augmented

due to such combinations.
The generated training examples are divided as follows:

a. Positive examples are created by pairing each markable
with the most recent antecedent in the gold-standard

coreference chain.
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b. Negative examples are created by pairing the anaphor
with other markables existing in between the anaphor

and the most recent antecedent.

Soon et al.’s model used feature vectors to train a decision tree
classifier. Table 4.5 below adopted from Poesio et al. (2010) shows the
twelve features used by the system. Features include the form of the
noun phrase, while other features deal with agreement, distance, string

matching, and alias features.

Table 4.5: The 12 features used in the system from Soon et al. (2001)

Feature Value Description

Distance Feature Integer The distance in
sentences between m;
and m;

NP type features

| PRONOUN Boolean 1 if m;a pronoun 1 if m;

J PRONOUN Boolean a pronoun

DEF NP Boolean 1 if m; a definite NP

138



DEM NP Boolean 1 if m; a demonstrative
NP

Agreement features

STR MATCH Boolean 1 if m; and m; string
match

ALIAS Boolean 1 if m; an alias of m;

GENDER Boolean 1 if m; and m; gender
match 1

NUMBER Boolean If m; and m; number
match

SEMCLASS Boolean 1 if m; and m; match
semantically

NUMBER Boolean 1 if m; and m; number
match

PROPER NAME Boolean 1 if m; and m; both

proper names
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Syntactic position

APPOSITION Boolean 1 if m; in appositive

position

A list of previously identified mentions are organised in document order
and then processed from left to right during testing. To create a test
instance, each mention is to be paired with any preceding one. A serial
resolution model is used as the algorithm stops once a test instance is
marked as positive. A feature vector, which is based on the features
mentioned above in table 4.5, is produced and passed to the classifier
that is to decide if the mentions are coreferent or not. If the classifier
finds that the mention pair is coreferent, the resolution algorithm shifts
its focus to the next anaphor in the list, and if not it iteratively pairs the
examined anaphor with the preceding candidate antecedent until it
reaches one that it finds can be coreferent with it. If the classifier
decides that pairs of mentions are coreferent then a partitioning is
applied to the document. The collection of mentions is regarded as a
disjoint set while coreferent pairs are classified into separate, non-
overlapping sets. Soon et al.’s system is considered to be simpler than
those of Aone and Bennett (1995) and McCarthy and Lehnert (1995),
since the generate-rank-filter is applied at an earlier stage.

For the coreference classifier to work efficiently, an in-depth analysis

is needed in order to prioritize features according to their usage. The
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decision tree that is adapted from the MUC-6 gives the system a

tendency to choose the closest antecedent which:

a. shares the same surface form, or
b. is detected as a name alias of the anaphor, or

c. exists in the same sentence as the pronoun anaphor and is
gender-matched with it (Poesio et al. 2010).

Generally speaking the system scored a MUC F; of 62.6% on MUC-6,
and for the MUC-7 it scored 60.4%. Poesio et al. (2010: 63) claimed
that the reason for such performance levels is ‘the identification of
mentions in text as a necessary preprocessing step [...] they explicitly
assess the influence of the preprocessing component responsible for

automatically identifying the markables to be classified as coreferent’.

ii. Ng and Cardie (2002b) developed a system that extends those

suggested by Soon et al. in two main respects; the use of:

a. ‘Best-first clustering: Instead of stopping at the first
antecedent for which P (Llm; , m;) is greater than a given
threshold (i.e. > 0.5), their system computes the
probability for all antecedents and selects the one with
the highest coreference probability value from among all

antecedents with coreference class values above 0.5.

b. Feature set expansion: The effects of using a much
larger feature set are investigated in detail. This
extension explores the effect of including 41 additional
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features to the original feature set from Soon et al.,
which include a variety of knowledge sources for the
coreference resolution classifier such as lexical,
grammatical, semantic features, as well as the result of a

'naive' external pronoun resolver’ (Poesio et al. 2010:
65).

Ng and Cardie’s system scores a MUC F; of 70.4% on MUC-6 and
63.4% on MUC-7. Its success is attributed to coupling best-first
clustering with a manually created list of 27 features; it also discarded
features that caused the precision tree to score low when dealing with
common noun resolution. The decision tree seems not to be able to
successfully select features, although the 27 features include 9 that are
adopted from Soon et al.’s system.

4.6.7 Beyond Mention-Pair Models

Researchers subsequently developed more sophisticated models that
reflect a more in-depth view of anaphora resolution than the original
systems developed by Soon et al. (2001) and Ng and Cardie (2002b).

lida et al. (2003a) and Yang et al. (2003) proposed an approach in
which a machine learning classifier carries out the ranking using
tournament-based scoring. Another main research direction was to
abandon the use of local models in determining the probability of links
between mentions. Instead global models are used based on the
probability that a mention refers to a given entity. This inclined these

approaches more towards the discourse model-based theories of
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anaphora resolution used in psycholinguistics, as mentioned earlier.
This research shift was due to the fact that systems resolving an
anaphor of an antecedent without taking into consideration any
foregoing linking decisions involving the examined antecedent are
liable to make implausibility errors. An example of implausibility
errors is choosing the pronoun she to refer to Michelle Obama where
Obama was previously linked to the mention of President Obama. This
shift was proposed to maintain global consistency across anaphoric
chains, but it created new problems:

e ‘As observed by Kehler (1997), using only information about
members of a coreference chain without the notion of

antecedence blurs certain important notions such as recency.

e Inconsistencies in the coreference chains could derive from any
decision in the sequence of those performed for a single
document. This means that the algorithm has to keep track of
multiple alternatives (and their scores) in a search space which
increases exponentially with the number of markables in a
document’ (Poesio et al. 2010: 50).

The global consistency of coreference has to be ensured in order to
process coreference chains effectively. Luo et al. (2004), Daumé 111 and
Marcu (2005), and Rahman and Ng (2009) proposed combining an
entity-based model with a ranking algorithm, and this is discussed

briefly in the following section.
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Yang et al. (2003) made use of a classifier where each anaphoric
expression is paired with two previously mentioned candidates and the
classifier’s outcome expresses a preference for one of the two

candidates.

The preliminary selection of candidates to be presented as input for the

coreference classifier is crucial for a ranking-based approach:

e In the training set, class imbalance must be maintained or the
classifier’s results would be biased towards the first or the

second candidate.

e In the training data, a training pair is produced by linking a
positive candidate with a negative one. This dictates that the test
data are generated differently according to various NP kinds in

order to maintain the class balance.

e For evaluation purposes a Soon et al. (2001) classifier is used to
filter the candidates, which ranks all candidates that are

positively classified by the classifier.

The original system proposed by Yang et al. (2003) was developed by
Yang et al. (2005) in order to identify discourse-new, i.e. non-anaphoric
definite NPs generated by the tournament model. In the new model,
non-anaphoric non-pronouns are determined by integrating their
classification into the tournament model being used for ranking. This
gives the classifier the chance to declare that neither of the two

candidates is suitable.

144



Yang et al. make use of discourse-new mentions in the gold-standard
and randomly pair them with selected previous mentions to train the
model. Of these candidate-pair instances, a sub-sample is added to the
training data with the appropriate classification model. The candidate’s
score either increases or decreases during the tournament classification
testing, or scores for both mentions decrease. The best scoring candidate
is chosen if its score is more than 0. This alternation in the model leads
to an increase in the precision score at the cost of the recall score, which

improves the F-measure score as well.

i. Luo et al. (2004) designed an entity-based system in which
training is carried out over clusters. The resolution algorithm
looks for the highest probable partition of a mentions set. The
search is structured according to the Bell tree (Bell 1934), with
each leaf including a candidate partition of the mentions. Each
mention existing in a document is taken into consideration by

the entity-mention model which processes it from left to right.

A Dbinary classifier is trained to process either anaphor-
antecedent pairs or anaphor-coreference set pairs. The highest
scoring candidate antecedent is chosen if its score is higher than

the optimal threshold found in the development data set.

In the mention-pair model, Luo et al. (2004) modified the
features they used in the entity-mention model such as string
matching and quantized edit sentence. This modification
required the calculation of the minimum string distance across

the mentions in a given coreference chain in addition to the
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surface distance to the closest mentions. It was reported that the
entity-mention model gives slightly lower scores than the
mention-pair model. It is worth noting that the mention-pair
model uses 20 times more features than the entity-mention
model. The latter, however, tries to overcome errors arising from
clustering the masculine pronoun and feminine pronoun as the

same entity.

ii. Daumé 11l and Marcu (2005) proposed an entity model based
on online learning. The model tries to overcome the problem of
non-optimal local decisions by using multiple partial solutions
and neglecting partial solutions once they prove to be

inconsistent later on in the document.

The model resolves anaphora by aggregating the scores for
pairing each anaphor with every antecedent in a single
coreference set using various strategies such as max-link
(choosing the highest score), min-link (scoring the lowest score),
average-link (taking the average score) or the nearest-link
(taking the score of the nearest antecedent of the coreference
set). The model proposed the use of intelligent-link, which is an
aggregation method which considers different mentions

separately:

Proper names undergo a matching process with the most recent
document the model dealt with. If it does not match with such
most recent document, it is matched against the last nominal or

the model resorts to using the highest-scored link.
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e Nominals are matched with the previous chain highest-score
nominal. Those that do not match are matched against the most
recent name or the model resorts to using the highest-scored
link.

d. Pronouns are resolved using the average-link against all
pronouns or names and if pronouns do not match the model

resorts to using the highest-scored link.

The use of mention clusters allows the model to deal with ‘decayed
destiny’®, which is a hypothesized entity similar to Leass and Lappin’s (1994)
salience measure. It captures some entities that are referred to consistently across
a given document, while others are mentioned in short segments. This is
because, as with the salience measure, some entities are central to a

document while some pronominal coreferences are very local.

iii. Rahman and Ng (2009) use a cluster-ranking algorithm which
incorporates improvements of the early statistical models of
anaphora resolution. The coreference chain that scores the
highest is chosen as the antecedent of the mention. The
model proposes to relate discourse-novel mentions and

anaphora resolution.

® 1t is of a hypothesized entity, it is computed as Emee 0.5%™/ =, 0.5%™ where (m)
ranges over all previous mentions (constrained in the numerator to be in the same
coreference chain as per mention) and d(m) is the number of entities away from this
mention.
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4.6.8 Discourse-new Detection

Not all definite noun phrases are considered to be anaphoric;
consequently, not all anaphoric noun phrases would have a
coreferring antecedent. Coreference resolution systems can benefit
from perfect or near-perfect information by deciding which definite
noun phrases require to be resolved to a coreferent antecedent and
which ones do not. This information helps the resolution system to
decide which techniques to adopt in order to deal with common-
sense knowledge for resolving definite noun phrases. The
information helps in resolving to an antecedent but it does not
benefit the system in deciding whether or not a definite noun phrase

needs an antecedent.

The information helps in differentiating between discourse-new and
discourse-old as well as defining and specifying true anaphoric
definite noun phrases by considering ones previously introduced in
the discourse. Noun phrases that uniquely specify can occur as
discourse-new mentions, and when they occur as a repeated mention
the variation is recognized by the surface form between the

subsequent mentions.

Vieira and Poesio (1997, 2000) were among the first researchers to
use syntactic heuristics in order to differentiate between discourse-
old and discourse-new definite noun phrases. Features such as
restrictive post modification, capitalization-based heuristics, hand-
crafted lists of special nouns, and modifiers indicating unigueness

are used for resolution.
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Bean and Riloff (1999) argued that a hand-crafted list of nouns
cannot cover all cases, and so they proposed an approach that
creates such lists by unsupervised learning. This approach is based
on the idea that definite noun phrases in most cases occur with a
definite article, whereas anaphoric noun phrases occur in the

indefinite variant form.

Bean and Riloff made use of another fact: that the first sentence’s
mentions are properly nonanaphoric. They made use of this heuristic
to help them in compiling a list of nouns that occur as definites in
the first sentence of a text. They tried to generalize such lists for the
purpose of creating patterns where the presence of the head noun
with premodifiers would indicate that a matching noun phrase was
uniquely referring. Such patterns would be extended to the longest
suffix of a noun phrase that would usually occur as a head in order
to increase the specificity of such patterns. Such patterns are called

existential head patterns (EHP).

Another fact is the relative frequency of indefinite and definite
variants of a noun phrase. This heuristic helps in specifying unique
noun phrases which only occur in the definite form and non-unique
noun phrases which occur in indefinite form. The advantage of such
a heuristic is: full noun phrases and heads that occur five times or
more in the training corpus are used to form a list of ‘definite-only’
noun phrases. The definite/indefinite ratio of a NP is linked to a
threshold: if it is above the threshold, the NP is to be considered as

always definite. If the noun phrase is below the threshold it would
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be considered as uniquely specifying, especially if it occurs in the

first three sentences of the text.

Ng and Cardie (2002a) use a machine learning classifier for a
discourse-new classification. The results of the model are integrated
with their Soon et al.-style coreference system. They use features to
indicate the existence of a possible antecedent, such as string-
matching or head-matching. The pattern-based indicators of the
form deal with pre- and post-modification, in addition to the
mention’s location, whether it be in the first sentence, first
paragraph or in the header. Where a mention is not resolved when
the results are integrated with the coreference classifier, this is used
as an indication that such a mention is discourse-new, which is
reflected in an increase in precession that is accompanied by a
decrease in recall. When the system starts to resolve string-matching
or alias antecedents it is able to compensate for the decrease in

recall while the precision rate is maintained.

4.7 Anaphor Resolution in Arabic

Anaphor resolution is a relatively new topic among Arabic linguists,

and not much work has yet been done on it.

Before introducing AR in Arabic it is important to understand the

position of Arabic as a language with regard to natural language

processing (NLP), which AR is part of, as discussed in detail by

Farghaly and Shaalan (2009). The Arabic language presents an

interesting challenge for NLP. It is interesting because it is a language
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whose classical form has remained unchanged for more than fifteen
centuries spoken by 330 million people who occupy a region
extending from the Gulf area to the Atlantic Ocean. The challenges
represented by the Arabic language arise from its linguistic nature.
This linguistic nature can be described as complex (Attia 2008) due to
its diglossia (Diab and Habash 2007) and as a language where
morphology plays a vital role (Attia 1999; Beesley 2001; Buckwalter
2004).

NLP applications face complex problems when dealing with the
Arabic language in particular (Habash 2007). For instance, Arabic is
written from right to left, it has no capitalization, letters change their
format according to their position within the word, and short vowels
have no orthographic representation in modern standard Arabic
(MSA), which demands homographic resolution and word sense
disambiguation (WSD). NLP also has to deal with the nature of
Arabic being a pro-drop language where the subject can be deleted.
Any NLP system dealing with Arabic must take into account such

problems and try to resolve them.

Farghaly and Shaalan (2009) claim that Arabic natural language
processing (ANLP) has lately gained increased attention and many
applications have been developed, such as machine translation (MT),
information  retrieval  (IR), text-to-speech, and document
categorization. As most ANLP methods have been developed in the
Western world, they tend to focus on enabling non-Arabic speakers to
understand Arabic language texts. Most of the tools developed so far
have used machine learning approaches which are fast, cheap and do
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not require complex linguistic knowledge. Machine learning tools
usually give good results, especially when the training data is similar
to the testing data. ANLP tool developers have had to face problems
such as the lack of a corpus for Arabic-named entities, which is a
significant tool in NLP research since it allows the identification of proper nouns
in open-domain (unstructured) text. However, some trials, such as the
LDC in May 2009, implemented an entity translation training test for
Arabic, English, and Mandarin Chinese, but there is still a lot to be
done. Another problem that Shaalan at al. (2008) noted is the
translated and transliterated named entities within Arabic texts. In
their research they tried to recognize and extract the ten most
important named entities (person names, locations, companies, dates, times,
prices, measurements, phone numbers, ISBNs, and file names) in Arabic
script. They developed a system called NERA (Name Entity
Recognition for Arabic) that is rule-based. NERA included a
dictionary of names, a grammar, and regular expression form, in order
to be able to recognize the named entities. The evaluation process
resulted in satisfactory results in terms of precision, recall, and the F-

measure.

The adaptation of Western language tools to Arabic is quite a difficult
task, as Choukri (2009) noted, which led the MEDAR consortium to
begin an initiative in cooperation with the EU and Arabic-speaking
countries to develop ANLP tools and resources (Farghaly and Shaalan
2009).
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ANLP applications developed in the Arab world use rule and machine
learning approaches. The main aims of such tools in the Arab world are

as follows (Farghaly and Shaalan 2009):

I. Knowledge and technology transfer to the Arab world. It is important
for Arabic readers and consumers to access science and technology
publications published in English or any other language. Human
translators are not sufficient in number and their capacities are limited
with respect to the translation of such huge amounts of data; ANLP
tools help in reducing the time wasted in translation, IR, and text

summarizing.

ii. The modernization of the Arabic language; translation into Arabic
involves the coinage of new words, and the Arabization of western
words. Such linguistic processes help to fulfil commercial needs and
renew the language by adding new words to its lexicon and using old

words in a new way.

iii. The modernization of Arabic linguistics; MSA requires a more
modern grammar than the traditional one; that is, one more in line with
current western linguistic theory. This process has two aspects: to
preserve the Arabic language heritage, and at the same time provide

tools to fulfil modern needs.

iv. Availability of NLP tasks for MT, IR, and text summarization for
end users; any technological gaps between the Arab world and the rest
of the world can be overcome by making information accessible to the

younger Arab generations.
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The following sections briefly describe the main problems of anaphora

resolution with Arabic along with some of the suggested solutions.
4.7.1 Mitkov (1998)

Mitkov (1998) appears to be the first researcher to have specifically
addressed Arabic anaphor resolution. His aim was to develop an AR
algorithm that meets the demands of NLP systems operating in real-
world and knowledge-poor environments as an alternative to
knowledge-based approaches such as those described in the preceding
section which have proven to be expensive to develop in terms of both
time and money. Mitkov’s algorithm relies on a list of preferences
known as antecedent indicators. The algorithm ‘works from the output
of a text processed by a part-of-speech tagger and an NP extractor,
locates noun phrases which precede the anaphor within a distance of
two sentences, checks them for gender and number agreement with the
anaphor and then applies the indicators to the remaining candidates by
assigning a positive or negative score (2, 1, 0, or-1). The noun phrase
with the highest composite score is proposed as antecedent’ (Mitkov

2002: 145).
The algorithm has two main stages:

i. The pre-processing stage includes the use of a sentence splitter,
a part-of-speech tagger and noun phrase grammar rules to
enable the extraction of the NP in the targeted sentence and

the two preceding ones. In later versions of the algorithm the
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sentence search scope was varied although no complex or

embedded clauses were considered.

ii. The resolution stage starts with the sentence being processed by
invoking a gender and number filter. This takes into
consideration that certain collective nouns in English such as
‘team’ or ‘government’ can be referred to by using ‘they’
whereas plurals such as ‘data’ can be referred to using ‘it’.
Then antecedent indicators are applied to successful NPs
acting in either a boosting or impeding capacity. Indicators
are genre-independent and coherence-related, while with

other algorithms they are genre-specific.
The boosting indicators are as follows (Mitkov 2002: 146):

e First noun phrases: a score of +1 is assigned to the first NP in a

sentence.

e Indicating verbs: a score of +1 is assigned to those NPs
immediately following a verb which is a member of a predefined

set (including verbs like ‘analyse’, ‘examine’, ‘discuss’, etc.).

e Lexical reiteration: a score of +2 is assigned to those NPs
repeated twice or more in the paragraph in which the pronoun
appears, and a score of +1 is assigned to those NPs repeated

once in that paragraph.
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Section heading preference: a score of +1 is assigned to those
NPs that also occur in the heading of the section in which the
pronoun appears.

Collocation match: a score of +2 is assigned to those NPs that

have an identical collocation pattern to the pronoun.

Immediate reference: a score of +2 is assigned to those NPs
appearing in the construction of the form ‘(You) V1 NP ... con
(you) V2 it (con (you) V3 it)’, where con €
{and/or/before/after/until . . . }. This is considered to be a
modification of the collocation preference which is highly
genre-specific and occurs in imperative constructions, for

example:
“To print the paper, you can stand the printer up or lay it flat.’

The noun phrase that is awarded the highest score according to
the immediate reference indicator emerges as the correct
antecedent. The noun phrase after the V. is most properly the
antecedent of the pronoun it.

Sequential instructions: a score of +2 is applied to NPs in the
NP: position of constructions of the form: ‘To Vi NP1, Vo NP-.
(Sentence). To Vs it, Va NP.” where the noun phrase NP: is the
likely antecedent of the anaphor it (NP: is assigned a score of 2).

For example:
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‘To turn on the video recorder, press the red button. To

programme it, press the ‘Programme’ key’.

e Term preference: a score of +1 is applied to NPs identified as
representing domain terms. A small term bank is developed to
represent terminology for programming languages and computer
hardware. For MARS (Mitkov’s Arabic AR algorithm) it obtains
those terms automatically using TF * IDF (term frequency)

*(inverse document frequency) (Mitkov 2002).
¢ Indefiniteness: indefinite NPs are assigned a score of -1.

e Prepositional noun phrases: NPs appearing in prepositional

phrases are assigned a score of -1.

If two candidates have the same score, then the candidate with the
higher score for immediate reference is selected. Otherwise, the
collocational pattern would be the criterion for selection, and, failing
that, the candidate with the higher score for indicating verbs and then

the most recent candidate is chosen.

Mitkov’s algorithm is claimed to be practical since it does not depend
on semantic knowledge or statistical evidence, using only limited
syntactic knowledge provided by part-of-speech tagging to give results
that match those of the knowledge-based approaches outlined earlier. It
was developed and tested with reference to English, but when adapted
to Arabic (Mitkov 2002) it required only minimal modification and

achieved a good success rate.
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In Arabic, agreement rules for gender and number filter out antecedent
candidates, as in English, but these rules differ in a few respects from
those of English. For example, a non-human set of items may be
referred to using a singular feminine pronoun. However, agreement
rules in Arabic are different from those in English. For instance, Arabic
pronouns may appear as suffixes of verbs, nouns and prepositions. The
only additional indicator that was used for Arabic was the relative
pronoun indicator which depends on the fact that the “first anaphor
following a relative pronoun refers exclusively to the most recent NP
preceding it> (Mitkov 2002: 154). The indefiniteness indicator was
modified slightly since in Arabic definiteness occurs in a richer variety
of forms. The prepositional noun phrase indicator also had to be
adapted, because in Arabic the antecedent and the anaphor can belong
to the same prepositional phrase, so it was modified as follows: if an NP
belongs to a prepositional phrase which does not contain the anaphor, it
is penalised by -1, otherwise it is not assigned any score. The referential
distance indicator was modified as well, since an anaphor in Arabic
tends to refer to the most recent NP. Therefore it would score 2, but if it
refers to the one that precedes it, it would score 1, otherwise it scores
zero. Mitkov’s algorithm was evaluated using two methods: the first
method used his robust approach without any modifications made for
Arabic. The second method incorporated the modified antecedent
indicator mentioned earlier, used to capture specific aspects of MSA.
The evaluation was based on a corpus of technical manuals (Minolta
Photocopier, Portable Style-Writer (PSW), Alba Twin Speed Video
Recorder, Seagate Medalist Hard Drive, Haynes Car Manual, and Sony

Video Recorder). Mitkov’s original approach achieved a success rate of
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77.9% based on 148 out of 190 anaphors being correctly resolved
(Mitkov 2002). Mitkov’s improved version for Arabic achieved 95.8%
success based on 182 out of 190 anaphors being correctly resolved
(Mitkov 2002).

4.7.1.1 Evaluation of Mitkov’s Original Approach

The approach was evaluated using a success rate that was computed
depending on the ratio of correctly resolved anaphora to the number of
all anaphora in the corpus (Mitkov 2002) using the texts processed by
the POS tagger and NP identifier. The input was manually edited in
order to make sure that the input to the algorithm was correct. The
English language version was assessed using various technical manuals
containing a total of 223 anaphoric pronouns. The algorithm
successfully resolved 200 of the anaphora, representing a success rate of
89.7%. Success rates were measured for each technical manual, which
proved that results may vary even within the same genre, and indicating
that more data needed to be tested. The following table shows the

results for each manual.

Table 4.6: Success rates of the knowledge-poor approach on different
manuals (Mitkov 2002)

Manual

Number of
anaphoric

pronouns

Success
rate in
%
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Minolta Photocopier 48 95.8
Portable Style-Writer (PSW) 54 83.8
Alba Twin Speed Recorder 13 100.0
Seagate Medalist Hard Drive 18 77.8
Haynes Car Manual 50 80.0
Sony Video Recorder 40 90.6
All manuals 223 89.7

The critical success rate of the approach was 82% as measured for the

Portable Style Writer (PSW) manual, which is represented in table 4.7:

Table 4.7: Comparative evaluation and critical success rate based on the
PSW corpus (Mitkov 2002)

Approach

Number of | Success rate | Critical
anaphoric in % success
pronouns rate
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Knowledge-poor approach PSW 54 83.8 82
Baldwin’s CogNIAC 54 75 -
Hobbs’ naive algorithm 54 71 -

The approach’s critical success rate is 82%. This rate applies to

anaphors with more than one candidate for an antecedent after applying

number and gender filters. The high success rates indicates that

antecedent indicators are efficient with difficult anaphors (having more

than one candidate for the antecedent) compared to other models. Table

4.8 below shows the results in comparison to those of other approaches.

Table 4.8: Comparison of the success rates of Mitkov’s knowledge-poor

approach with two baseline models (Mitkov 2002)

Approach

Number of anaphoric pronouns

Success rate

in %

Knowledge-poor approach 223 89.7
Baseline Most Recent 223 65.9
Baseline Subject 223 48.6
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4.7.2 MARS (Mitkov 2002)

MARS is a re-implemented and improved fully automatic version of the
algorithm described in the preceding section. It makes use of a
functional dependency grammar parser whose purpose is to help
prevent the algorithm from treating as anaphora pronouns which are

either not anaphoric or fall outside the rules of the algorithm.

Mitkov’s robust, knowledge-poor approach was implemented and fine—
tuned by Richard Evans (Orasan and Evans 2007), and he subsequently
called it MARS (Mitkov’s Anaphora Resolution System). MARS
depends on its fully automatic FDG (functional dependency grammar)
parser. The main improvement in MARS is that it does not depend on
pre-edited input which most of the other algorithms do as in the cases of
Hobbs (1976, 1978), Dagan (1990, 1995) Mitkov (1998) and Ferrandez
et al. (1998).

Mitkov (2002) claimed that the development of MARS and the re-
implementation of Baldwin’s algorithm in addition to Kennedy and
Boguraev’s (1996) approaches proved that automatic anaphora
resolution is a difficult process. Anaphora resolution in the real world
requires difficult pre-processing requirements such as POS tagging,
named entity recognition, NP extraction, and parsing. These difficulties

decrease the success rates of anaphora resolution algorithms.

Conexor’s FDG parser was implemented in MARS. This parser

provides information concerning dependency relations between words,
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which helps in the extraction of complex NPs. The syntactic roles of

words and information about lemmas are also provided. This resulted in

the algorithm being able to recognize non-anaphoric pronouns such as

the pleonastic it, and occurrences of cataphora or anaphora that do not

fall within the scope of the algorithm. Accuracy rates consequently

increased as antecedents were not assigned to such pronouns.

The differences between MARS and the original approach are twofold:

1. The addition of three new indicators.

Boost pronouns which allow pronouns (acting as NPs) to be
among the candidates for other pronouns. The advantages of
employing pronominal candidates are two-fold. ‘Firstly,
pronominalised entities tend to be salient. Secondly, the NP
corresponding to an antecedent may be beyond the range of the
algorithm, explicitly appearing only prior to the two sentences
preceding the one in which the pronoun appears’ (Mitkov 2002:
166). Consequently, the problem of the correct antecedent
existing beyond the scope of the previous two sentences is
solved. In the translation process, salient pronouns are often
omitted, and by using such an indicator the procedure would not
have any effect on the coherence of the translation output.
However, such an indicator requires that the algorithm would
have access to the antecedent of the pronoun in a transitive
manner so that an NP would always be the antecedent of the
pronoun. In order to access such information, one or more

intervening pronouns must be accessed. As pronominal
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mentions may reflect their antecedents’ salience, pronouns are

awarded a bonus of +1.

e Syntactic parallelism is achieved by determining which NP has
the same syntactic role as a candidate pronoun, which would

then act as its antecedent, by adding a boosting score of +1.

e Within the framework of a document, frequent candidates may
occur, and consequently antecedents would be repeated
frequently and calculation would be based on such occurrences.
In this case, frequent candidates would act as a discussion topic
of the document. The three with the highest scores are then

boosted with a +1 bonus score.

2. Different preprocessing tools were used, as five of the original

indicators were implemented differently.

The first implementation of MARS terms were obtained by identifying
words with the ten highest TF*IDF scores (Mitkov 2002). If the
antecedent candidates included any of these words it was awarded a
score. However, in the latest version of MARS the use of the preference
indicator means that the ten NPs with the greatest frequency in a given

text are awarded the score if any of them is an antecedent candidate.

MARS is able to distinguish the pleonastic from a non-pleonastic it. The
successful classification rate is 78.74%, and table 4.9 gives details of

the accuracy of this classification.
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Table 4.9: The characteristics of the texts used for evaluation of MARS
(Mitkov 2002)

pronouns Pleonastic it accuracy for it
ACC 9,753 157 22 81.54
CDR 10,453 83 7 92.86
BEO 7,456 70 22 83.02
MAC 15,131 149 16 89.65
PSW 6,475 75 3 94.91
WIN 2,882 48 3 97.06
SCAN 39,328 213 22 95.32
GIMP 155,923 1 468 313 83.42
Total 247,401 2 263 408 85.54
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More recently, MARS has included Kennedy and Boguraev’s (1996)
syntax filters. These are applied before activating the antecedent

indicators and after the gender and number agreement tests.
MARS operates in five steps (Mitkov 2002).

In step 1, the text is processed using Conexor's FDG Parser (Tapanainen
and Jarvinen 1997) which determines the POS, lemmas, grammatical
number and, most importantly, the dependency relations between words

in the text.

Step 2 uses the machine learning method developed by Richard Evans
in 2000. Here the identification of anaphoric pronouns is carried out and

non-anaphoric and non-nominal instances of it are filtered.

In step 3 candidates are extracted from the related NP for each pronoun
identified as anaphoric. The candidates then undergo syntactic and
morphological filtering. Candidates have to adhere to criteria for several
characteristics in order to be selected as possible candidates: they must
agree in number and gender with the pronoun and satisfy the syntactic

constraints.

Step 4 applies a total of 14 boosting and impeding indicators to the
candidate sets. Each indicator assigns a score to each candidate,
indicating the algorithm’s confidence in it as a suitable or unsuitable

candidate for the anaphor.

In step 5 the candidate with the highest score is selected as the

anaphor’s antecedent.
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4.7.2.1 Optimisation of MARS

Success rates in Mitkov’s original approach are empirically driven, and
it has been considered that such results need to be optimised in order to
achieve the best success rates. In MARS, the antecedent indicators were
optimised using a genetic algorithm developed by Constantin Orasan

(Mitkov 2002). The following function is used to calculate the score:

i=14
score, = Y X,
i=1

where scorey is the composite score assigned to the candidate k, and x,

is the score assigned to the candidate k by the indicator i (Mitkov 2000).

The aim of an optimisation process is to look for the set of indicators
that scores the maximum. Memory-based learning and perception
methods were used to optimise MARS, but it did not perform well, and
yielded lower success rates than the optimised version. It was found that
a genetic algorithm (GA) is more suitable for the optimisation process.
Orasan et al. (2000: 5) claimed that GA are ‘search algorithms that
imitate the principles of natural evolution as a method to solve
parameter optimisation problems where the problem space is large,
complex and contains possible difficulties like high dimensionality and

noise’.
4.7.2.2 Evaluation of MARS

The MARS corpus consists of eight files taken from software and

hardware technical manuals. It has a total of 27,401 words with 2,263
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anaphoric pronouns. The latter were classified as 1,709 intrasentential

anaphora and 554 intersentential anaphora.

Overall, MARS had a success rate of 59.35%. The use of the genetic
algorithm developed by Orasan et al. in 2000 (which Mitkov called the
optimised version) increased the rate to 61.55%. There were 238 cases
where the antecedents did not exist in the list due to pre-processing
errors. The success rate is calculated as a ratio of the anaphora
successfully resolved by MARS against the overall number of anaphora
that exist in the text. Table 4.10 below gives a detailed account of the

MARS evaluation process.

Table 4.10: Success rates for the different versions of MARS (Mitkov
2002)

MARS MAX Baseline
Standard ‘Optimised’
. Old w/o w/o
Files w/o w/o w/o w/o
(2000) . num/ . num/ Sct Ptl Recent | Random
Default it syn Default it syn
) gender _ gender
filter constr filter constr
agr agr
ACC 33.33 51.59 | 52.87 | 35.67 | 49.04 | 55.41 | 55.41 | 43.31 | 43.31 | 73.88 | 96.18 | 28.02 26.75
BEO 35.48 60.00 60.00 | 45.71 60.00 67.14 64.28 | 50.00 67.14 | 8143 | 95.71 | 35.71 22.86
CDR 53.84 67.47 68.67 | 51.81 67.47 75.90 74.69 | 54.22 74.69 | 78.31 | 95.18 | 36.14 43.37
GIMP 57.15 60.42 17.57 57.63 57.83 60.83 18.94 57.22 | 79.70 | 91.69 | 37.80 30.72
MAC 53.93 71.81 69.79 | 60.40 71.14 75.84 77.85 | 67.11 76.51 | 83.89 | 96.64 | 51.68 44.97
PSW 64.55 82.67 | 84.00 | 80.00 | 82.67 86.67 | 90.67 | 80.00 | 89.33 | 92.00 | 97.33 | 49.33 45.33
SCAN 61.50 | 62.44 | 46.48 | 60.56 63.85 | 64.79 | 51.64 | 63.85 | 79.81 | 87.32 | 32.39 30.52
WIN 33.32 52.08 | 62.50 | 39.58 | 52.08 68.75 | 66.67 | 60.42 | 68.75 | 81.25 | 87.50 | 37.50 18.75
TOTAL | 45.81 59.35 | 61.82 | 29.03 | 59.35 6155 | 63.68 | 32.04 | 60.41 | 80.03 | 92.27 | 37.78 31.82
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The MAX column records the maximum success rate that MARS can
obtain. The column Sct indicates the maximum success rate in resolving
a pronoun if the NP representing it is selected, where the maximum
reached was 92% due to various factors such as pre-processing errors.
The column Ptl records partial matching. Two baseline models
(unsophisticated basic models; until Soon et al.’s algorithm, Hobbs’
naive algorithm was considered as the standard baseline) were
evaluated and recorded in the Baseline column. In one model, the most
recent candidate was selected as the antecedent, whereas for the other,
the antecedent was selected randomly and in both models agreement
restrictions were applied. In the OIld column the results of the
implementation of the fully automatic original, though slightly

modified, version were recorded.

MARS underwent four different configurations in order to be evaluated.
In the Default column, the full version of the algorithm was applied
without using any filters, constraints of number and gender or
identification of pleonastic/non-nominal instances of it. The comparison
of these results shows that MARS gained around 30% in success rate
due to the application of number and gender constraints. Syntactic
constraints surprisingly did not increase performance, because of
problems with parsing accuracy. The Standard column displays the
results of each configuration with each text and the success rate
achieved. The Optimised column records the upper limit of the
performance of MARS when the optimal indicator scores were applied.
Performance decreased when the recognition module for

pleonastic/non-nominal it recognition was applied. This was the result



of the inaccuracy of the classification required in the application of a

new performance measure (Mitkov 200).
4.7.3 Al-Sabbagh (2008)

A thesis by Al-Sabbagh investigated pronominal anaphora resolution in
Arabic and English machine translation systems. The motivation for the
study was the poor performance of some current MT systems such as:
Sakhr, which is a dictionary-based system; Google, which is a statistical
machine translation system (SMT) system; and SYSTRAN, which is
also an SMT system for Arabic and English AR. Al-Sabbagh attributed
the poor performance to the differences between the pronominal
systems of English and Arabic regarding gender, number, morphology

and grammatical cases.

She then proposed an AR algorithm using a statistical, corpus-based
approach that can be described as knowledge-poor, for four distinct

reasons.

e Firstly, it uses tokenization for corpus pre-processing and POS
tagging is provided by the SVM package designed by Diab et al.
(2004).

o Secondly, there is only a minimal use of semantic information
manifested in semantic features such as gender, number,
rationality and collocational associations between the pronoun
agent and its antecedent. Collocational association depends on
the relationship between the pronoun agent and the possible

antecedent, on condition that it is a noun that semantically
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matches the pronoun. The semantic features are gender,
number and person and these are extracted using monolingual

and bilingual semi-automatic algorithms.

e Thirdly, no syntactic information is needed or used; a word-
based search space is used instead. It only uses recency, which
is an easily depicted discourse-based feature. Al-Sabbagh uses
word bands which are considered to be groups of words but

not a complete linguistic unit.

Al-Sabbagh (2008: 152) argued that ‘The minus-20-word
search space is found to be the most suitable search space for
Arabic AR. Using bands is intended to limit the search space
from -20, to -10, to -5, to -2 and to -1, respectively,

according to the following algorithm:

1. The -20 words are divided into two bands of —10 words

each. These bands are not necessarily complete linguistic units.

2. A score is calculated for each minus-10-word band. The
score of the band is the summation of the conditional
probabilities of the bigrams of the band; each bigram consists

of the carrier of the pronoun and a candidate antecedent.

3. The band of the highest score is chosen to the next step as it

is further divided into minus-5-word bands.

4. The score of each minus-5-word band. The score of the band

is the summation of the conditional probabilities of the
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bigrams of the band; each bigram consists of the carrier of the

pronoun and a candidate antecedent.

5. The band of the highest score is chosen to the next step as it

is further divided into 4 bigrams.

6. The score of each bigram is calculated. The score of the
band is the summation of the conditional probabilities of the
bigrams of the band; each bigram consists of the carrier of the

pronoun and a candidate antecedent’.

Al-Sabbagh faced two problems during the development of her AR

algorithm.

Firstly, she overcame the sparseness of her data using a linguistically-
based approach with the Web as the corpus in order to determine the
frequencies of the bigrams and thus to measure the conditional
probability (CP) of each bigram (a bigram consists of the pronoun agent
and a candidate antecedent) (Al-Sabbagh 2008). CP is related to the
problem of the sum total of words in the Arabic documents in the web,
and Al-Sabbagh used Kilgarriff and Grefenstette's (2006):

) The Size of the known corpus = Web frequencies of function
Web size =

Frequencies of function words in the corpus of known size

She thereby determined that the total size of Arabic Web documents
uploaded in the search engines she used was approximately
4,500,000,000 Arabic words (Al-Sabbagh 2008). Al-Sabbagh used
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collocational association and conditional probabilities and thus avoided

the problem of sparseness of data.

Secondly, there is a scarcity in Arabic of semantic feature taggers and
non-pleonastic pronoun identifiers. Al-Sabbagh used monolingual and
bilingual bootstrapping algorithms based on Arabic and English cues
respectively. These achieved a coverage rate of 59% of the nouns in Al-
Ahram (an Egyptian newspaper) corpus as a sample of MSA. As for the
problem of non-pleonastic pronoun identifiers, she used a rule-based
algorithm to extract them from the AR input. The algorithm managed to
exclude 16% of non-pleonastic pronouns based on Arabic grammatical
rules. Al-Sabbagh used no training model, so the output of the
algorithm could not be evaluated against it. Instead she used a gold
standard evaluation set. This consists of 5,000 pronouns which are
manually annotated for anaphoric relations, which is used to evaluate
AR-related features and the entire AR algorithm. The gold standard is
what a native language speaker would consider to be correct. The
algorithm achieved a success rate of 87.4%.

The subsequent analysis of errors showed that, firstly, they could be
attributed to limitations of search space, POS tagger output and web
frequencies. Secondly, the minus-20 window size led the algorithm to
cover only 88% of the nouns tested. The window size was designed in
such a manner so that it was thought that it would be suitable to cover
the previous two sentences prior to the sentence where the anaphor
would occur. To overcome this problem Al-Sabbagh tried to increase
the window size but found that precision rate decreased. Thirdly, the
POS tagger yielded 5% error which decreased to 2% when Al-
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Sabbagh’s tokenizer was used. Finally, the web frequencies calculated
proved not to be very accurate, as they caused 3% of the errors due to

the inability to measure pronoun bands correctly.
4.7.4 Hammami et al. (2009)

Hammami et al. (2009) tried to resolve one of the main AR problems in
Arabic, which is the annotation of Arabic corpora so that they can be
used in the evaluation and training of AR algorithms. The authors tried
to accomplish the annotation of the co-referential chain, which is
considered to be very difficult without an appropriate tool. They
designed a customized XML-tool which they called AnAtAr, and tested
it with a corpus of 77,457 words extracted from newspapers articles,
technical manuals, a book on education and a novel. The scheme they
used was adopted from Tutin et al. (2000) which is compatible with the
MUC scheme. Their proposed tool has the advantage of the automatic
detection of Arabic pronouns and it allows human annotators to select

several anaphoric pronouns that one antecedent may have.
4.8 Conclusion

This chapter surveys approaches to anaphora resolution developed over
the last forty years. The linguistic and psycholinguistics background of
various approaches is described. Data driven approaches are discussed.
The chapter discusses previous work in Arabic anaphora resolution.
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Chapter 5. The Grammar of Arabic Nafs

5.1 Introduction

This chapter describes the grammar of the Arabic reflexive nafs.
Mashharawi (2012) claims that only two detailed studies exist: the first
is a small booklet by Nahla (1990), and the second is an M.A.
dissertation by Mashharawi (2010) herself. In both, the authors admit
that there is a scarcity of resources concerning Arabic reflexives in
general and nafs in particular. In Arabic grammar textbooks reflexives
are explained in a very abridged way. Kremers (1997) is considered the

best non-Arabic language account.
5.2 The General Nature and Function of Nafs.

Nafs is a feminine noun whose literal meaning is ‘soul’ and it is used as

such in many cases, for example:

3 lall eluail olad Lgiy aa allal

Transliteration: /IEIk tjd bynhA $fA"  Infsk
Glossing: might-you find between remedy for-self-you
AlHA}rp/

the-worries.

Translation: ‘You might find a remedy for your troubles among them’

(Kremers 1997: 44).

175



When nafs is used as a noun it may be replaced by a pronoun, and in
such a case it would be a third person feminine pronoun. This happens,
as Kremers (1997) reports, when nafs is used as a reflexive expression,

for example:

L liie | 54l da gl cpu Uile

Transliteration: /EA$  byn Iwmh Infsh w
Glossing: lived between blame-him to-self-you
and

AEt*ArhA/

excusing-it.

Translation: ‘He lived between half-blaming and half-excusing
himself.

In the above example, nafs as a reflexive is referred to by the feminine

suffix pronoun w hA that is attached to the noun _lxel AEt*Ar

‘apology’.

Nafs may be used in such a way as to resemble the English reflexive
himself, meaning that it may emphasize a noun to denote the meaning of
itself or same. There are two ways of doing this;, firstly, as an
appositive to the noun that needs to be emphasized where a suffix is
attached to the nafs case. Secondly, nafs is used with the preposition bi’

by, with, in which case nafs would mean ‘by himself” or ‘in person’.
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In addition to nafs with the meaning of ‘soul’ being used to paraphrase

a personal pronoun, there are also other uses for nafs to emphasize a

noun’s meaning. There are two methods of doing this, which lead to

differences in meaning. When nafs is attached to a bound pronoun it is

used as a reflexive. This is the subject of this thesis.

5.3 The Forms of Nafs

Table5.1: The forms of nafs

All the forms in table 5.1 can be used with < /b/, &/K/and J/I/

Basic Nafs
Form
/nafs/
/nafos/
Infs/
Personal Singular Dual Plural
Pronoun,
. . Common
including
forms
First e Lawii  (Masculine | Lidy/ll
person (Masculine | and feminine) (Masculine and
and feminine)
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feminine)

/nafsina/ /nafsina/
Inéfsi/
/nafosinaA/ /nafosinaA/
/nafosiy/
InfsynA/ InfsynA/
Infsy/
Second el LaSaif LaS s S/ aSsd]
person (Masculine  and | (Masculine)
(Masculine) .
feminine)
/nafsukum/
/nafsak/
natsa /nafsukuma/
/nafosukum/
/nafosak/
natosa /nafosukumaA/
Infskm/
Infsk/
s InfskmA/ )
i K]
(Feminine)
E Y
’ /nafsukunna/
(Feminine)
/nafosukun~/
/nafsik/
Infskn/
/nafosik/
Infsk/
Third A [SYSVLL/[PVEREY PURWLE [pgil
Person (Masculine) (Masculine)
(Masculine  and
feminine) /nafsuhum/
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/nafsuhu/
/nafosuhu/
Infsh/

Lgndl

(Feminine)
/nafsaha/
/nafosahaA/

InfshA/

/mafsuhuma/

/nafosuhumaA/

InfshmA/

/nafosuhum/
Infshm/

(Feminine)
/nafsuhtnna/
/nafosuhun~/

Infshn/

5.4 The Uses of Nafs

consequently, it may have a reflexive meaning.

combined with an appropriate genitive suffix.
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When nafs is attached to a bound pronoun it is used as a reflexive
pronoun, which is the subject of this thesis as noted above. In MSA, a
pronominal suffix attached to a noun may refer to the verb agent and,

In order to have a reflexive meaning the word nafs is used as the object

In MSA, reflexive markers are generally used less often in the first and
second persons since there is a very limited risk of misinterpretation,

while the use of nafs is possible in such constructions where the subject




of both the main clause and the subclause is in the first person. Forms of

nafs are often used after prepositions.

MSA verbs have several forms. The finite form is the most common but
nominal infinitives and participles do occur occasionally. All three
forms can take a reflexive object, though participles rarely do. As nafs
is a feminine noun meaning ‘soul’, it has no reflexive meaning in some
cases, and can be substituted for a pronoun just like any other name. As
mentioned earlier, the pronominal suffix attached to a noun may have a
reflexive meaning when it refers to the agent of a verb, where the type
of verb would act as a constraint or a marker in order to help in the
reference process. Afal al-qulub or the ‘perception/cognition verbs’
(such as raa, ‘to see’, wajada ‘to find’ or ‘perceive’), for instance, have
a reflexive meaning when a normal object suffix can refer to the
subject. Such verbs take two objects and usually the first is a noun and
the second may be a noun, adjective, or a verbal sentence. In the
nominal case both objects receive an accusative case, while if the first
object is a pronoun it takes the form of a pronoun suffix attached to the
main verb. A clause, which acts as a subclause to the main verb, is
formed by the two objects. There the first object acts as the subject
while the second acts as the predicate. If the subject of the subclause is
identical to that of the main verb, an object pronoun suffix is attached to
the latter and in this case the object pronoun cannot be reflexive and

nafs is not used.

In general, reflexive markers are used less often with the first and

second persons. Reflexive verbs indicate that the subject is directly
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affected by the action or indirectly affected by the side-effects of the

action.
5.5 The Use of Nafs with Finite VVerbs

MSA verb objects take the accusative case, but certain verbs take
specific prepositions associated with the objects. For example, the verb
raa, ‘to see’, takes a noun in the accusative case, but the verb naara, ‘to
look at’, would require the preposition ila, ‘to’. The same happens in
English, but not in all cases as some Arabic verbs may be assigned the
accusative in English and vice versa. The problem of misinterpretation
is not likely to occur when the antecedent is local, and so a pronoun is
allowed. When the pronoun is not locally interpreted, a reflexive is
required. Reflexives that are arguments to finite verbs are bound by a
co-argument of that verb. This is identical to the role of reflexives, as it
indicates that two arguments are identical if they share the same
predicate. Verbs that require a prepositional object rather than an
accusative object are often associated with reflexives, especially if they
have two identical arguments. MSA allows locally-bound pronouns,

since a preposition can introduce an optional argument.
5.6 The Use of Nafs with Infinitives

The Arabic infinitive form is comparable to the English gerund, since it
is nominal. It can also take a definite article and the positions the noun
can take replace the object subclause. In most cases the infinitive verb
subject is not expressed, but is considered to be identical to the finite

verb subject. If needed, the subject is expressed by adding it to the
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infinitive in the genitive. This is similar to the situation in the English
language where the subject of the gerund can be expressed by the same
method. In the case of transitive verbs, the object may be added to the

infinitive by modifying the latter to become genitive.

An important point about MSA infinitives needs to be noted before
discussing the use of nafs with MSA infinitives. MSA infinitives are
nominal in form and not verbal, which is similar to the English gerund.
This makes the infinitive decline as a noun; taking all of the positions a

noun can take in addition to its ability to take a definite article.

In MSA, a noun can be modified by a one-genitive constituent. In order
to express the subject and the object of the infinitive it is usually the
subject that is put in the genitive form, while the object takes the

accusative form or is preceded by the li ‘to’ preposition.

When a verb uses a preposition to express its object, the prepositional
object can be added to the infinitive verb. Non-obligatory prepositions

can be added as well.

When translating a MSA infinitive, care has to be taken that it is
translated using a gerund or a verb only, as it tends to have a nominal
meaning. For example *hAb does not only mean ‘to go’ but also ‘to

depart’.

When infinitives are used with reflexives, they assign an accusative
case to their objects. Infinitive verbs that take a preposition their object
occur after the preposition. In cases where the subject is omitted, the

infinitive takes a definite article, and not a noun, as modifier. If the
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subject of the infinitive is omitted, it is assumed that it is the same
subject as that of the verb governing the infinitive. This depends on the
verb used. Reflexive infinitives can be arguments for other infinitives or
if the antecedent of the reflexive is an argument for an infinitive, it may
occur in a higher clause, although a distinct subject may occur in
between them. With the infinitives it is possible for the reflexive

antecedent to be the object.

The uses of nafs with infinitives can be summarized as follows. The
MSA infinitive form is comparable to the English gerund since it is
nominal. It can also take a definite article and the positions the noun can
take replace the object subclause. In most cases the infinitive verb
subject is not expressed, but is considered to be identical to the finite
verb subject. If needed, the subject is expressed by adding it to the
infinitive in the genitive. This is similar to the English language, where
the subject of the gerund can be expressed by the same method. In the
case of transitive verbs, the object may be added to the infinitive by
modifying it so as to become genitive.

The MSA noun can be modified by a genitive constituent. Therefore, in
order to express the subject and the object of the infinitive, the subject is
usually put in the genitive form while the object takes the accusative
form or is preceded by the li (to) preposition, and the prepositional
object can be added to the verb. Arabic infinitives often have a more
nominal meaning, although they can be translated as gerunds or verbs.
Infinitives allow reflexive use by assigning the accusative to their

objects.
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For verbs that select a preposition for their objects, the object is placed
after the preposition and not added to the infinitive. The infinitive is not
noun-modified in the genitive when no subject is expressed, and takes a

definite article.

The problem of the usage of reflexives with infinitives is that the
reflexive object of the infinitive is not identical to the subject of the
governing finite verb. Instead it refers to other arguments of the finite
main verb or to the arguments of another infinitive. Also, the reflexive
antecedent can be in a higher clause, although a distinct subject may

intervene.
5.7 Use of Nafs with Participles

Arabic verb participles may be either active or passive, with no
distinction being made between past and present participles as in the
English language. Arabic participles have three main uses: firstly, as
predicative or attributive adjectives; secondly, as nouns in the form of
lexicalized participles; and thirdly, as an al-accusative when adjoined to
the sentence so as to express the state of the action of the main verb. Al
in that case may refer to both the object and the subject, and it takes the
accusative case. The use of a reflexive with a participle is quite rare but
may occur. The objects of the participle refer back to their subject,
which implies that participles are reflexive predicates. This can be

further explained as follows.
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I. When the participle is an attributive adjective, it is to be translated
using a relative subclause since Arabic involves constructions that do

not exist in English.

ii. Participles often occur as lexicalized nouns in Arabic. For instance
the English ‘nomen agents’ such as those endings as in ‘reader’,

‘singer’, ‘editor’, etc. are translated into Arabic using active participles.

iii. When the participle acts as an accusative of state, using the al, the
latter refers to the object and the subject. Here the participle is joined to
the sentence in order to express the condition or the state in which the
main verb action is performed. This is equivalent to the predicative
adjunct or secondary predicate in the English language. The use of

reflexives with participles is rare but may occur.

To summarize the uses of nafs with participles, Arabic verb participles
are divided into active and passive, with no distinction between past and
present participles as in the English language. Arabic participles have
three main uses: firstly as adjectives (predicative or attributive);
secondly as nouns in the form of lexicalized participles; and thirdly as
al-accusatives when a participle is adjoined to the sentence to express
the state of the action of the main verb. Al in that case may refer to both
the object and the subject and it takes the accusative case. The use of a
reflexive with the participles is quite rare but it may occur. The
participle objects refer back to their subject, which implies that

participles are reflexive predicates.
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5.8 The Use of Nafs with Afal Al-qulub (perception/cognition verbs)

Perception/cognition verbs are used to ‘signify an act that takes place in
the mind” (Kremers 1997). Examples of these kinds of verbs are raa ‘to
see’, and wajada ‘to find” or ‘to perceive’. Perception/cognition verbs
take two objects, where the first must be a noun and the second may be
a noun, an adjective, or a verbal sentence. If the objects are nominal
they take the accusative case, and if the first object is a pronoun, it is
usually in the form of a suffix to the main verb. The two objects form a
small clause which should be considered as a subclause to the main
verb. In such cases the first object acts as the subject while the second

object acts as its predicate.

When used with nafs, perception/cognition verbs do not usually have
pronouns since the reflexive takes the position of the object. When nafs
is used with perception/cognition verbs, the second object can be a
sentence. Nafs may occur with an infinitive of a perception/cognition

verb, and in such cases nafs occupies the position of an object.

The use of nafs with perception/cognition verbs constructions is
common. Nafs takes the position of the object for the infinitive, and it
follows in the genitive. The replacement of nafs with pronouns is
possible, but native speakers would consider such sentences to belong

to classical rather than modern Arabic.
5.9 The Impersonal Use of Nafs

Nafs may occur without the pronoun suffix, in which case it receives a

definite article. Nafs in such a case indicates an impersonal reference
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thing with the use of infinitives. In other words, nafs usually occurs
with a pronominal suffix attached to it. There are cases when nafs
occurs without such a pronominal suffix, but it would then have a
definite article indicating the meaning of an impersonal reflexive; as for

example in (Kremers 1997):

i dc i (e s 93 Y S

Transliteration: /lkn 1A jdwY mn mxAdEp nfsy/
Glossing: but not avail from deceiving self-me.
Translation: ‘But there is no use in deceiving oneself’.

In the above mentioned example, the nafs case occurs with the

possessive ¢ y which still indicates it is a reflexive.
5.10 In All Other Contexts

Nafs can be the predicate of a nominal sentence, and it will then be
bound to the subject of the sentence. Alternatively, it can be an
argument of a noun in the form of a genitive, or may occupy the
position of a prepositional object. Nafs can occur as a predicate of a
nominal sentence, in which case the reflexive will be bound to the

subject of the sentence.

Nafs can occur in the position of a noun argument, as a genitive or as a
prepositional object. Nafs can also occur as an argument of an adjective,
for example in (Kremers 1997):
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A ) aglef cal e allls
Transliteration: /ffs>lh  En >Hb  >gAnyh  Aly nfsh/
Glossing: so-ask-him about favourite song-his to  self-him.

Translation: ‘And he asked him which of his songs he liked most

himself”.
In this example, the reflexive nfsh is an argument to the adjective >Hb.

Nafs can occur without having an accompanying antecedent in the same

clause.
5.11 General Summary
The uses of nafs can therefore be summarized as follows.

Arabic verbs have several forms. The finite form is the most common,
but nominal infinitives and participles do occur occasionally. All three
forms can take a reflexive object though participles rarely do. Since nafs
is a feminine noun, meaning ‘soul’, and has no reflexive meaning in
some cases, it can be substituted for a pronoun just as any other proper
noun can. As mentioned earlier, the pronominal suffix attached to a
noun may have a reflexive meaning when it refers to the agent of a
verb, and here the type of verb would act as a constraint or marker
which helps in the reference process. Afal al-qulub or the
‘perception/cognition verbs’ (e.g. raa ‘to see’, wajada ‘to find’ or
‘perceive’, etc.), for instance, have a reflexive meaning when a normal

object suffix can refer to the subject. Such verbs take two objects, the
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first of which is usually a noun and the second may be a noun,
adjective, or a verbal sentence. In nominal cases both objects receive an
accusative case, while the first object if it is a pronoun takes the form of
a pronoun suffix attached to the main verb. A clause which acts as a
subclause to the main verb is formed by the two objects, in which the
first acts as the subject while the second acts as the predicate. If the
subject of the subclause is identical to the subject of the main verb, an
object pronoun suffix is to be attached to the main verb which means
that the object pronoun cannot be reflexive and nafs is not used.

In general, reflexive markers are used less often with the first and
second person, consequently misinterpretation cannot occur. Reflexive
verbs indicate that the subject is directly affected by the action or
indirectly affected by the side-effects of the action.

5.12 Restrictions on the Use of Nafs

When the subject is coreferent with one of the arguments, then a

reflexive has to be used, for example”:

A Jall I8

Transliteration: /qatala  r-rajul-u nafs-a-?u/
Glossing: kill the-man self-him.

Translation: ‘The man killed himself.

" In this part, all transliterations and translations are adopted from Tsukanova and
Nikolaeva (2008).
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In the above example, the subject J>_!' ‘the man’ and the argument are

identical so a reflexive is used.

Arabic reflexives cannot occupy the subject position as, for example, in
Tsukanova and Nikolaeva (2008):

Jal 4y (8
Transliteration: /*%gatala  nafs-u-hu r-rajul-a/
Glossing: Kill self-him the-man.

Translation: *Himself killed the man. (Tsukanova and Nikolaeva 2008)

In the above example, it is incorrect because the reflexive 4« ‘himself’

cannot act as the subject of the sentence.

Research into Arabic reflexives is relatively scarce. Most studies are
concerned with the asymmetry of Arabic anaphora and interaction
problems between the c-command and the precedence that determines
the distribution of Arabic pronouns (Kremers 1997).

Nafs may be interchangeable with pronominals in some contexts, which
raises the problem of defining the binding domains for pronominals and

anaphora.

PPs

& An * indicates that the sentence is incorrect.
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Arabic PPs tend to behave like the English ones, so that when a PP is a
complement rather than a reflexive nafs can be used. The farther the PP

is from a complement, the less it needs a reflexive nafs.

Complement PPs are semantically empty. The place to look for PPs is

still a complement, but the preposition is empty.

NPs

NPs have their own domains and so pronominals are only allowed there.
5.13 Conclusion

The chapter reviews the various uses of nafs including the various
forms of nafs. The chapter reviews the various cases where nafs would
occur as a reflexive as with finite verbs, infinitives, participles, verbs of
perception, and the impersonal use of nafs. The next chapter discusses
the algorithm developed by the researcher. It contains the results and

interpretation of results, and the conclusion of the thesis.
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Chapter 6.The Nafs Resolution Algorithm

6.1 Introduction

This chapter proposes an algorithm for the resolution of nafs in contemporary Arabic text, referred
to for convenience in what follows as NRA (for ‘Nafs Resolution Algorithm’). Given the success of
Mitkov’s anaphor resolution system for Arabic, it is reasonable to ask why an additional algorithm
for nafs is required. The answer is that the NRA deals with nafs that Mitkov’s algorithm did not
deal with

The discussion in this chapter comprises five parts. The first part describes the format of the text
input and the second the dictionary used by NRA. The third part specifies NRA itself in terms both
the abstract algorithm and its implementation using the programming language Delphi. The fourth
part tests the implementation of NRA on a corpus of contemporary Arabic and reports the results.
The fifth and final part interprets the results.

6.2 NRA Text Input

Input to NRA is assumed to be a collection T of m text documents, where:

e each document T; (for i = 1..m) consists of n strings, where n ranges from 1 to unbounded
but finite number.

e each string n; (for j = 1..n) consists of an arbitrary number of words terminated by a full
stop.

e each word consists of a contiguous sequence of alphanumeric characters demarcated by a
space character at the beginning and end of each sequence or by a space character at the
beginning of the sequence and some form of standard punctuation such as a full stop or a

comma at the end.
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The documents comprising T are assumed to be transliterated from Arabic orthography into
standard Western. The transliteration is essential for two reasons.

Firstly, in contemporary Arabic orthography vowels are not represented but left implicit for the
reader to supply using his or her native speaker competence and the utterance context. To humans
this is not a problem, but for NRA it imposes an insuperable level of ambiguity. Classical Arabic
orthography (Joshi and Aaron 2006) is a cursive script written horizontally from right to left. There
are 29 consonant symbols and 3 long-vowel symbols; short vowels are indicated by diacritics
placed above or below the consonant symbols. In addition, other diacritics indicate gemination, the
indefinite suffix, and various phonetic features. In MSA text only consonants and long vowels are
represented in the orthography. Diacritics are omitted, rendering many orthographic forms
ambiguous among several lexical types. Disambiguation depends on the reader's knowledge of
Arabic and the semantic context provided by the text being read. For example, depending on the
context, the word <l can be read as mulk, ‘reign’, malik, 'king', or malak, ‘angel'. This ambiguity is a
significant problem for the computational processing of Modern Arabic text, since the
disambiguating information, and semantic context more particularly, are not easily provided in
current computational systems. For this reason, work on Arabic NLP such as in machine translation,
morphological analysis, stemming, and part-of-speech tagging (Beesley 1996; Abduljaleel and
Larkey 2003) has used Arabic text transliterated into Western orthography.

Secondly, the process of transliteration makes the boundaries of the Arabic words explicit and can
be easily dealt with. Since the present analysis depends on being able to identify words, a Western
transliterated text greatly simplifies the analysis.

When transliterating, it has to be kept in mind that Arabic language has a number of phonemes
which have no equivalent in English or other European languages. Transliteration from Arabic to
Western orthography is therefore not entirely straightforward. Several transliteration methods have
been proposed to represent Arabic characters in various applications -- for example, Al-Misbar and
Ajeeb. There is no accepted transliteration standard at present; current methods typically combine
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two or more Western symbols to approximate the pronunciation of the corresponding Arabic
symbol. Alternatively, Western symbols are enhanced in some way.

The obvious approach to the digital representation of Arabic cursive characters is to render them in
Unicode, and while there is no problem with this in principle, it would make the implementation of
NRA complicated because the programming language used for implementation of the NRA, as
described in due course, does not support Unicode. So, only standard ASCII codes are used for the
following transliteration scheme.

The scheme used in this study is the Buckwalter scheme that was mentioned earlier on page viii.
Table 6.1 gives an example of Arabic text transliterated using the Buckwalter scheme.

6.1 A sample of MSA text transliterated using the Buckwalter scheme

MSA

Transliteration

Translation

by Google translate

Oy iS5 f0Sae 18 da a
Jass Slld Jady O e 08, g
Gy O Al " gl a g
Ol ol cpalall dalle 3lay g o13<a
ol il A ¢ 58Il sl
e Al (S ks delea
@ Ay agle Dl (i)
e aallyctsAl elad)
Ag S sllaall Ml o <)
gliall cld s Wil lelua
Br gl (gl i)

hl h*A mmkn@Y
wkyfOE wmn Al*y yqdr
ElY >n yfEl *1k@Y whl
bwsE ">nDwny" nfsh >n
ynslx  hk*AOE wyxlq
EAlmh AIXASOE >m >n
wTAp Al*Akrp OE frdyp
kAnt JmAEypOE
stTgY fy AlnhAyp EIY
AlEqIOE Elyh
wtdfEh fy AtjAh

>m

wtsyTr

Is this possible? And
how, who is able to do
so? Could "Andoni"
itself so that the
sheds, and creates his
own world, or that the
impact of memory,
whether individual or
collective, in the end
to dominate the mind,

and controlled and
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GA...\AQ\ 09N ?35'3 (ﬁﬂ\) C‘)a.d\
Al saebuall e Gl (pldll 8
Ll Uasss el b
DA bl 138 (53 O sl
Glada e duds Bde Al
il agy gall i) M)
@ Gl gz e
el Qb

"Alt*kr"OE wAlmzyd mn
Alt*kr@E wbAltAly
AImEAnAp Alty twld
SAdAEA dA}mA hw *lk

AISJAE (AlHqyqy
wAImjAzy) Al*y ydfE
Almxrj  (Al*y  ygwm
bdwrh AlHqyqy fy
Alfylm) lIbHv En
AlmsAEdp IdY  Thyb
nfsy0@E wxwD  tjrbp
Aljlws  byn ydy h*A
AlTbyb xIAl vmAny E$rp
jlsp mn jIsAt AIEIA]j
Alnfsy  Al*y  ygwm
>sAsAOE EIY mnbhj
frwyd AlmErwf fy
"AltHlyl Alnfsy

protected in  the
direction of
"Remembrance”, and
more memory, and
thus generate the

suffering is always a
that
(and
figuratively) to be

headache

headache

paid director (who is
the real turn in the
film) to search for
help by a psychiatrist,
and experience to sit
in the hands of the
doctor during the
eight session of the
ten sessions of
psychological

that is

the

treatment
primarily  on
approach known in
Freud's "analysis

psychological "?
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6.3 Dictionary
NRA requires access to a dictionary that lists the gender and number of every noun in T. The
compilation of such a dictionary for use with the proposed algorithm is a once-only exercise, after
which it can be used indefinitely in any application involving anaphora resolution using Arabic
plain text and NRA. An excerpt from the dictionary used later in the discussion for testing of NRA

is given in Table 6.2 by way of example.

Table 6.2: Dictionary sample

Word Gender Number
A$m}zAz m s
AStbAKAL f p
A$tbAkhm m s

The dictionary is a list of Arabic noun types, giving its gender and number, for each noun. This
gender and number information is used by NRA. Morphological variants of words are listed
separately to expedite looking up words. For example, < /ktb/ ‘to write’ and its morphological
variants are separate entries in the dictionary:

<ilS /kAtb/ ‘writer’

4384 /mktbp/ ‘library or stationary’

<iSa /mktb/ “office or desk’

4US /ktAbp/ ‘writing’

<€ /ktb/ ‘books’

<US /ktAb/ ‘book’
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6.4 NRA

To resolve anaphora in transliterated Arabic plain text, NRA uses two sources of information:

I. the lexical positioning of candidate antecedents in the surface string; and

ii. gender/number agreement between anaphor and candidate antecedents.

The algorithm is as follows, stated as programming language pseudo-code for clarity and precision;
the actual code is specified and discussed in the implementation section later in this chapter.

For each document T; in succession, where i = 1..m and m is the number of documents in T
Begin
For each string S; in T;, where j = 1..n and n is the number of strings in T;
Begin
For each word Wy in S;, where k = 1..p and p is the number of words in S;
Begin
If Wy is one of the forms of nafs then
Begin

Search all the words preceding nafs in the current string for candidate
antecedents, that is, nouns compatible in gender and number with the
current form of nafs;

If one or more candidate antecedents is found then

select the candidate that is lexically furthest from nafs in the string

else
Begin
If the current string is not the first in the document, search all the
words in the string preceding the current one for candidate
antecedents;
If one or more candidate antecedents is found then
select the candidate that is lexically furthest from nafs in the string
else
the resolution fails;
End;
End,;

End;
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End;
End.

This algorithm is linear in the length of the document collection to which it is applied. Each
document in the collection is read through sequentially once, and for each case of nafs the string in
which it occurs, and if necessary the string preceding, is read again. In the worst case, therefore,
each document is read three times, and its computational complexity is thus O(3n), where n is the
number of strings in the collection. To this must be added a dictionary search for each case of nafs,
but the dictionary is structured as a binary search tree in order to avoid a computationally intensive
sequential search, so that the computational complexity is O(3n+c), where ¢ is a constant
representing dictionary lookup. The expression 3n+c has the form of a first degree linear
polynomial, which justifies the claim that NRA is linear in text length n and thereby that is satisfies
the requirement specified out the outset of this discussion: that the proposed nafs anaphora
resolution algorithm must be efficient in this sense.

The software implementation of NRA used for testing is written in DELPHI, a general-purpose
programming language, developed from the teaching language PASCAL. DELPHI was selected for
two reasons. Firstly, one of the aims of the author of this thesis is to become familiar with computer
programming, and DELPHI is ideal for this. It is based on PASCAL, a language explicitly designed
for teaching the fundamentals of programming. The researcher is aware of other programming
languages such as R and Java that can be used for control mechanisms, primitive data constructions,
low-level tasks like data input and output. Secondly, the present author already had some prior
knowledge of PASCAL on which the following DELPHI implementation could be built.

The following account of the DELPHI NRA implementation is given in high-level functional terms.
Implementation details are provided as part of the program listing in Appendix 1A. User access to

the program’s operation is via the graphical user interface shown in Figure 6.1
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Figure 6.1: Graphical user interface for the nafs resolution

implementation

I nafsform M [=]E3
Nafs resolution

" Load wordlist
= Create dictionan
" Save dictionary

= Docurnent namme list
" Orrscreen output
" Resolve

Each button in the user interface invokes a separate procedure in the program, as follows:

e ‘Load wordlist’ reads a text file containing a list of nouns, each with associated gender and

number information, and stores it in a list data structure.

e ‘Create dictionary’ transforms the word list into a dictionary with a binary tree structure for

efficient subsequent searching.

e ‘Save dictionary’ outputs the binary tree structure to a text file in the form of a sorted table

for visual inspection where this is convenient or necessary.

e ‘Document name list’ reads a text file containing a list of the filenames of the documents to

be processed.
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e ‘On-screen output’ writes various types of information into the text box during program

execution.

e ‘Resolve’ carries out anaphor resolution on the specified documents.

All but the last of these is generic in the sense that they involve standard text processing
computational procedures, and therefore do not require any further discussion. ‘Resolve’, however,
does require a description because it implements NRA; implementation details are available in the

full program listing in Appendix 1B.
Procedure ‘resolve’
1. Parameters

e Current sentence

e Previous sentence

e Current nafs form

e Lexical dictionary containing gender and number information
2. Output: the current nafs form and its referent, or notification of failure to resolve
3. Algorithm
For each sentence in the current text

begin
Store the sentence preceding the current one in case it's necessary for resolution;

Read sequentially through the current sentence, allowing for the possibility that there might
be more than one instance of nafs;

When an instance of nafs is found

begin
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Assign the necessary grammatical information to the current nafs form using the

dictionary;

Assuming left-to-right processing, look backwards through the current sentence starting

with the word left of the current nafs form until the start of the current sentence;

If no match was found in the current sentence, try looking in the previous sentence

using the same procedure as above;
If no reference was found either in the current or in the preceding sentence,
write a note to this effect to output
else
write the nafs form and its referent to output;
end;

end.

6.5 NRA testing

This section tests the performance of NRA relative to a corpus of contemporary Arabic text. The
discussion is in three parts: the first part describes the text corpus and how it was pre-processed, the
second part describes the compilation and the structure of the dictionary, the third part tests the

NRA on the corpus and reports the results of the testing.

6.5.1 The Corpus

The test corpus C is a collection of texts covering the period 2005-2010 taken from BBC Arabic

and Aljazeera websites. The aim was to test the NRA algorithm on a representative sample of MSA
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newswire. The selected texts cover a range of topics such as politics, the economy, religion and
sport. The language variety throughout C is Modern Standard Arabic (MSA).

BBC Arabic is a news portal for TV and radio broadcasts, targeting audiences from the Middle East
and North Africa. The service was started in Cairo in 1936 with the explicit aim of offering an
Arabic news and current affairs radio service independent of the contemporary Arabic-language
British broadcasting, which was held to be biased and propagandistic. In 1996 BBC Arabic was
closed due to problems with the Kingdom of Saudi Arabia. In 2008, BBC resumed its work and it
launched an Arabic-language satellite channel.

Aljazeera, a television and web-based news and current events service with headquarters in Doha,
Qatar is regarded as the BBC’s successor. It was launched in 1996 following the closure of BBC
Arabic in the wake of Middle Eastern and more specifically Saudi outrage at the inclusion of
Hebrew-speaking Israelis in its selection for the first time. Since then Aljazeera has grown in stature
as an international news and current affairs outlet focussed on Arabic and more broadly Middle
Eastern views of current world events. It was, for example, the only international news network to
have correspondents in Irag during Operation Desert Fox 1998, and has since received several
awards and accolades.

C encompasses 1030 texts containing a total of 680,512 words. These texts range in length from
shorter reports and essays with an average length of approximately 140 words to longer ones with
an average length of 3566 words. Table 6.3 gives a summary of the various categories of text

together with average length intervals for each category.

Table 6.3: A summary information of various text categories and their

average length intervals in C.

Category Average length intervals
Politics 700
Economy 650
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Sports 500
Religion 400
Art 200

6.5.2 Transliteration

The texts comprising C are in Arabic orthography. These were transliterated using the Buckwalter
scheme described earlier. The transliteration was carried out using MADA (Morphological Analysis
and Disambiguation for Arabic). MADA is a tool developed by Nizar Habash and MADA operates
in stages; one of the stages is to transliterate texts using Buckwalter. The researcher used this tool to
transliterate all the texts in corpus C. Habash (2010) argues that MADA’s transliteration tool
achieves 99.4% accuracy rate. For MADA to process the C corpus texts, all texts had to be
converted from Microsoft Word format to UTF. For MADA’s transliteration tool to work properly,
numbers, diacritics (if any existed), punctuation marks, and Out-of-Vocabulary (OOV) words were
removed. It should be noted that MADA adds vowel diacritics which affects the error rate (Diab et
al. 2007). Diab et al. noted that a full diacritization scheme performs significantly worse than no
diacritization while partial diacritization schemes do not significantly vary in performance from no-
diacritization baselines.

It has been argued that MADA is 96% accurate on lemmatization and basic morphological choice;
consequently, NRA chooses to use MADA that contains ALMORGEANA morphological analyser
to return all nouns included in C. This is quite similar to MARS, which uses Conexor’s FDG parser
(Mitkov 2002) to return parts of speech morphological lemmas, syntactic functions, and
grammatical number, etc. However, to maintain the highest possible accuracy rates the generated
noun list is reviewed by the researcher in order to remove words such as mE (with) and byn
(between) that are considered nouns in Arabic. That is why they appear in the noun list.

Habash (2010) claims that MADA is a morphological disambiguation system as it adds lexical and

morphological information in one operation while tokenization and stemming are done in a later
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stage if needed, using TOKAN tool. Habash (2010) notes that MADA differentiates between
morphological analysis problems handled by ALMORGEANA analyser and morphological
disambiguation in its approach. In the current thesis, the first phase of MADA was the only phase
used as no pre-processing beyond that was applied to C which makes NRA a knowledge-poor
algorithm. Knowledge-poor in the current thesis follows Mitkov’s definition of knowledge-poor
that ‘avoids complex syntactic, semantic, and discourse analysis’ (Mitkov 2002); instead it uses

eliminative or preferential techniques.

Figure 6.2 shows a sample of how a text looks after transliteration

Arabic text before transliteration Text after transliteration

b ide adly (ke 31) o jei gl a8
) wqd >gr $hzAd (31 EAmA) b>nh

G siely Al dga sall ClalgiV) aan .
7 &= m*nb fy jmyE AlAthAmAt

gha Glo Ly a4l il
Sy sl Gllds A8 s e Jil
e dalu o sagd) il Lgie Bl sad

S

Glasa llhe Lall e ol el 25
po Al OV ) saaial Sl y )
SN Aair sl Sy selad
g A Joaning A0 5 iy 3aaiall

-

.”‘.—‘.—.")3

<;‘A5i-‘ Ayed o daSsall sl

Almwihp lh¢ wAEtrf lIsITAt b>nh
tlgY tdrybA EIY SnE AlgnAbl mn
Hrkp TAIbAn bAkstAn wtlgY
tmwylA mnhA Itnfy* Alhjwm fy
SAHp tAymz skwyr.

wrd $hzAd EIY AIHkm mTIgA
SyHAt Altkbyr wWgAHA
"AstEdwA¢ [An AlHrb mE
Almsimyn bdAt ltwhA. hzymp
AlwlAyAt AlmtHdp bAtt w$ykp
wstHSI fy wqt qryb™.
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Adea gall agill asea A2 dysie | WDt  AlmHkmp  EIY  $hzAd

b>gSY Eqwbp mmknp fy jmyE

S Y alall ele ¥l Caa g axila (e | Althm Almwjhp |h.

sl iy aly (oI adly o) e

A oY adl A Gl i sl
MaEaion (53) el o sal) QU 38

mn jAnbh wSf AIAJEA' AIEAm
AlAmryky $hzAd bAnh "ArhAby
wim yntAbh AI$SEwr bAlndm
wxAn AlwTn Al*y Agsm AlwlA'
Ih wad nAl Alywm AIEgAb Al*y
ystHgh".

The motivation for compiling a new Arabic-language corpus is the inadequacy of existing ones for
the present purposes. In the field of Arabic NLP, corpus-building has had a low priority historically
(Alansary et al. 2007; Parkinson and Farwaneh 2003), though, as the latter have pointed out, Arabic
corpus-based linguistic research has recently become more prominent. For example, the 15" annual
symposium on Arabic linguistics in 2001 (Parkinson and Farwaneh 2003) included four research
papers on Arabic corpus linguistics. Although there has been a significant increase in research
interest in corpus-based Arabic linguistics, it remains one of the poorly researched languages from
the corpus linguistics point of view (Farghaly and Shaalan 2009).

Due to the lack of a suitable corpus that suits the needs of the research currently carried out in the

present thesis, the researcher had to compile a new corpus to suit that need.
6.5.3 The Dictionary

The dictionary was created by abstracting all the nouns from C, creating an
alphabetically ordered list, and attaching the associated gender and number

information to each noun. The initial stage of abstraction was carried out using the
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MADA software created by Nizar Habash at Columbia University (Habash et al.
2010). Table 6.4 gives a sample of MADA output.

Table 6.4: A sample of MADA output

Frequency | Transliterated | Part of | Gender | Number | Other forms | English
of the | Noun speech of the word
Translation
word
1208 hw it/he pron m S huwa it; he
1142 ayr noun m S gayor not; other
1076 Al*yn pron_rel | m p Al~a*iy who; whom
1047 AlHkwmp noun f S Hukuwmap | government;
administration
1033 AlISHyfp noun f S SaHiyfap newspaper
1029 Al>mrykyp adj f S >amoriykiy~ | American
1113 >nfshm noun m p nafos selves
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In table 6.4, the MADA output shows the frequency; i.e. how many times each word
is repeated in the corpus. The table shows the transliteration of each word using the
Buckwalter scheme and the different forms a word can be transliterated into. It gives
the part of speech of each word; which enables the extraction of nouns to form the

dictionary. MADA also provides the English translation for each word

MADA also outputs statistics on occurrences of various parts of speech. For C these

are shown in table 6.5:

Table 6.5: MADA statistics for C

Category Number
Noun 255399
Verb 80396
Prep 72771
Adj 70853
Punc 67139
Noun prop 35478
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Conj sub 22789
Pron rel 12440
Noun num 10503
Pron dem 7872
Part neg 5438
Noun quant 5182
Conj 4713
Pron 4583
Part verb 4545
Verb pseudo 3681
Adj comp 3606
Adj num 2883
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Adv 2441
0 punc na na 2085
Abbrev 1917
Adv rel 1223
Part focus 557
Part 477
Pron interrog 351
Part restrict 338
Part interrog 226
Adv interrog 203
Part det 184
Part fut 174
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Part voc 31
Interj 29
Pron exclam 5

Output from MADA was, in turn, abstracted using a small utility program provided

by my supervisor to retain only those features relevant to present purposes, that is,

the lexical item and its gender and number. The abstracted MADA output is shown

in Figure 6.3 below. This is the word-list used by NRA to create the dictionary.

Figure 6.3: A sample of output from MADA maodified using the utility

program
MADA output without any | MADA output after being
modification modified using the utility program
Gyrms $&wn nms

>nfshmm s $&wnhnms

AlHkwmp f s $&wnhm nm's

AlISHyfp f s $>fp nfs

In Figure 6.3 the first column shows a sample of MADA output. It is clear that

MADA output does not put together words that are under the same root. The second

210




column shows MADA output after using the utility tool; now the nouns are arranged
alphabetically and under related roots with the number and gender of each item
displayed next to it. The second column is used as an input to the NRA

implementation.

6.5.4 Testing
C and the grammatically annotated word list abstracted from it were the input to the implementation

of NRA described above. Figure 6.4 gives a sample of the output.

Figure 6.4: Sample output from anaphor resolution of C

Document C1
Document C2
Sentence: 30

wlknnA nstmd $rEytnA mn AIEmAI >nfshm wlys w*lk <IY >n ytm
AntxAb Hkwmp tmvl mSAIHNA nHn wlys mSAIH Al<mbryAlyp .
wy&kd Hsn jmEp EwD >n AlngAbp Alty yr>shA mstqlp En >y Hzb
syAsy wyDyf >n mEZm AlngAbAt fy bryTAnyA IA tErf swY ngAbp
why AIAtHAd AIErAgy lingAbAt AIEmAlyp wAlty yr>shA rAsm
whw fy nfs Alwqgt nA}b r}ys AlwzrA' >yAd EIAwy AlmfrwD mn .
wyqgw! r}ys ngAbp EmAI AInfT fy AlbSrp <n AlngAbp brhnt >nhA
gAdrp EIY Alwgwf fy wjh <HdY >kbr $rkAt AInfT Igd tSdynA I$rkp
kylwj brAwn |nd Alty ttbE $rkp EndmA HAwlt AlAstylA" EIY mgAr
EmInA bAIAStEAnp bAlgwAt . wyDyf Hsn EwD >n AlngAbp >jbrt
Al$rkp Alkwytyp AImtEAqdp mn AIbATn >n tstbdl mn EmAIhA
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Al>jAnb b|xryn ErAqyyn
Nafs form: >nfshm
Referent: AIEmAI
Document C3

Sentence: 12

. WmE AjtyAz H$wd AlmHtflyn $WArE bgdAd gAm AIbED bDrb
>nfshm bslAsl Hdydyp k<HdY AIEAdAt AlI$yEyp xIAl EASwWrA' .
wtblg *rwp h*A AIAHtfAI fy forAyr $bAT whw Alywm Al*y mn
AlmtwgE An ttjmE fyh H$wd Dxmp fy krblA' wbgdAd

Nafs form: >nfshm
Referent: AIbED
Document C4
Sentence: 9

wyjd AlnybAlywn >nfshm fy Ezlp En *wyhm w>SdgA}hm bynmA
tst>nf AlsITAt AEtgAIAthA

Nafs form: >nfshm
Referent: AlnybAlywn

Document C5
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Sentence: 14

. yjd Alkvyrwn >nfshm bdwn >w fy >Hsn AI>HwWAI ygblwn bwZA}
IA ttnAsb w$hAdAthm

Nafs form: >nfshm

Referent: Alkvyrwn

Sentence: 38

. w>Sybt nAhd bmrD nfsy HAd bsbb h*A AlwWDE Al*y wjdt nfshA fyh

Nafs form: nfsy
Referent: bmrD

Each string in each document in the sequence C1 — C1030 is searched for instances of nafs and,
where found, an attempt is made to identify the antecedent. As shown in Figure 6.4, document C1
contains no instances of nafs. Document C2 contains one instance of nafs in sentence 30. The
sentence in which nafs occurs and, the one preceding it, are written in the output to provide a
context. This is to enable an assessment of whether the resolution is correct or not to take place.
Below the sentences are written the nafs form in use and the proposed antecedent. In document C5
there are two instances of nafs, and in both cases the antecedents are identified in the sentences in
which they occur, so the preceding sentence is not written. This procedure continues to the final
document C1030. A complete sequence of the output of NRA for C is given in Appendix 1la.

Each instance in the output sequence was assessed for correctness by direct inspection using the

present author’s native-speaker competence in Arabic. The results were as follows:
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Table 6.6 Resolution results and success rate

Category Results
Total number of texts in C 1030
Total number of texts with nafs | 954
instance in it

Nafs instances occurrence 1678

Total correct nafs resolutions

1535= 91.4% (1448 correct with
no exception, 44 with adjectives,
12 with the genitive case, 26 with
a conjunction, 5 with number

specification )

Total incorrect resolutions

143=8.5%

Success rate

91.4%

A sample listing of results is given in Appendix 3.
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6.6 Results interpretation

The aim of this thesis, as stated in the Introduction, has been to design and implement a reliable and
efficient resolution algorithm for the anaphor nafs, which can be used as a component in a
computational system that translates Arabic into some target language in practical, real-world
applications. The efficiency of the proposed system, NRA, has already been addressed in the earlier
discussion. It remains to assess NRA’s reliability. The Introduction took ‘reliable’ to mean ‘that the
algorithm should ideally be able correctly to resolve all instances of nafs in any text collection to
which it is applied, where the criterion for correctness is based on native speaker competence, or,
failing this ideal, that it should be able to resolve nafs correctly with an accuracy comparable to that
of state of the art anaphor resolution systems for languages such as English, which is currently 90%
or slightly greater (Mitkov 2002). Table 6.6 shows a success rate of 91.4% for NRA, where the
success rate is calculated as a ratio of the successfully resolved instances of nafs to the total number
of nafs occurrences in the corpus. In terms of the stated benchmark for reliability, NRA scores well.
Although MARS is a broad-coverage anaphor resolution system, but it does not perform on nafs so
consequently it is impossible to compare its results with NRA’s results. Another important factor
for making such comparison impossible is that the published results of the MARS’ are no longer
available (Al-Sabbagh 2008).

It remains to look at the various types of anaphor structure which NRA was able to resolve
successfully in detail, and to identify the structures for which it failed, together with reasons for the
failures.

NRA resolved 1448 cases with no exceptions at all. In the correct cases the NRA looked at the
dictionary and found the nearest antecedent to nafs. The antecedent had to agree in number and
gender with nafs. The matching between the antecedent and the nafs case depends on the Arabic
grammar rules where the noun/ adjective agree in number, gender, case and definiteness with the
head noun. Nafs follows the same rule in the current thesis as its antecedent agrees with it in

number and gender. The examples below show how such a rule is applied in C corpus.
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1026.buck.txt
Sentence: 15

TAfg Emr wAldh <lIY mydAn AlHrb fy AfgAnstAn bnyp AlgzAp
wlknh Al|n bEd snwAt gDAhA wrA" AlgDbAn wAl>slAk wbEd >n blg
mn AIEmr SAr mn mdmny grA'p Alktb wmn bynhA @SS jy ky
rAwlynz En timy* mdrsp bryTAny yjd nfsh fy mEmEp mErkp Dd qwY
Al$r

Nafs form: nfsh

Referent: timy*

In the above example NRA succeeds in identifying the antecedent that is timy*
‘student’” with the nafs case nfsh ‘himself’. NRA deals with nfsh which is masculine
and singular so it looks to the nearest noun that agrees in number and gender with it.
It chooses timy* because it agrees in number and gender with it.

In the following example, NRA resolves correctly the nafs form by referring it to the
correct antecedent that is a collective noun. NRA deals with the nfsha ‘herself’
which is feminine and singular. NRA chooses AIm$AEr, ‘feelings’, that agrees in
number and gender with it. This reflects the accuracy of the noun list formed from
MADA output which helped in making NRA a success.

1009.buck.txt

Sentence: 12
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WwhnA yZhr >n >wWbAmA yHrS fy xTAbh EIY t>kyd <ymAnh b>n
>myrkA hy [xr w>fDI |[mAl Al>rD >w Alb$ryp wb*lk yg*y AIm$AEr
Algwmyp Al>myrkyp w$Ewr Al>myrkyyn bAIrsAlp >n Al>myrkyyn
$Eb XAS Ih rsAlp qdryp t&hlh IgyAdp AIEAIm wtTAIbh b*lk why
AIm$AEr nfshA Alty >sA' AImHAfZwn Aljdd AstglAIhA xIAl
AlsnwAt Al>xyrp

Nafs form: nfshA

Referent: AIM$AEr

In addition to the 1448 cases, there are cases which are considered to be correct since
Mitkov (2002: 171) stated that ‘a pronoun was considered to be correctly resolved if
only part of the NP which represented its antecedent was identified’. NRA
successfully resolves 12 cases where the antecedent is part of idafa construction, or,
‘genitive construction’, which in Arabic consists of two parts (consecutive and
cannot be separated).When the algorithm spots one part it is considered correct as the

two parts form one entity. For example:

11.buck.txt
Sentence: 17

. kmA *kr Aljy$ >yDAF >n Almtmrdyn gAmwA bnhb mwAd EIY
Alrgm mn >n wkAIAt Al<gAvp nfshA Im tublg En wgwE >y m$AKkI

Nafs form: nfshA
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Referent: Al<gAvp

In the above example, NRA deals with the nafs case nfsha ‘herself” which is feminine and singular
and tries to find the nearest noun that agrees in number and gender with it. NRA chooses Al<gAvp,
‘aid’, which is part of the construction ‘relief aid’.

Following Mitkov’s principle that if a part of the antecedent is identified it will be considered as a
correct incident of resolution, there are 44 cases where NRA identifies the adjective that modifies
the antecedent noun as the antecedent of the nafs case. Adjectives in MSA are required to agree in
number, gender, case and definiteness with their head nouns. Therefore, they are regarded as one
entity. This affects many cases when the selection of the antecedent as a noun and adjective in
MSA may have the same orthographical form, unless diacritics are used to show case endings. This
might explain why the algorithm in the current thesis sometimes chooses the adjective of the noun
as the antecedent for the anaphor as both the noun and the adjective look the same. For example:

43.buck.txt
Sentence: 20

. wygwl AlkAtb <nh fy kAlyfwrnyA $nt mjmwEp mHAfZp tTlq EIY nfshA
mjmwEp AIdfE b>mrykA Hmlp <EIAmyp IH$d AIdEm Trd Al>mm AlmtHdp mn
AlwlAyAt . wyDyf AlkAtb >n AlAntgAdAt EIY Alrgm mn *lIk IA t>ty mn
AlwlAyAt AlmtHdp fAIrAfDwn lIHrb EIY AIErAgq y$Erwn bxybp Al>ml IEjz
Al>mm AlmtHdp En <ygAf tlk fAlkvyr mn AlbldAn t$tky mn >n Al>mm
AlmtHdp nAd tsyTr Elyh Aldwl Algnyp wlA yEb> kvyrA bm$Akl Aldwl fymA
yErb n$TA' Hqwqg Al<nsAn En Sdmthm IEjz Al>mm AlmtHdp En wqgf EmlyAt
Algtl wAsSEp AInTAq fy dArfwr

Nafs form: nfshA
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Referent: mHAfZp

In the above example, the nafs case is nfshA which is feminine and singular. NRA searches and
finds the nearest possible antecedent that agrees in number and gender with it. This is mHAfZp,
‘conservative’, which is an adjective in Arabic, chosen by NRA because it is feminine and singular.
The word mHAfZp as an adjective modifies the noun mjmwEp, ‘group’, so together they mean a
‘conservative group’. The word mHAfZp can also mean governorate with the same orthographical
form as the adjective that means ‘conservative’. It only differs in diacritics which are not used since
C is written in modern standard Arabic.

Another example is:

170.buck.txt
Sentence: 2

. gyr >n AlmHIllyn ygwlwn <n AlmbAlg Alty ytwgE >n ttEhd bhA AljhAt
AlmAnHp stkwn >gl mn *lk bkvyr Hyv yEtrf Alms&wlwn Al>fgAn >nfshm
b>nhm sykwnwn sedA' AIHZ Iw HSIwA EIY nSf h*A Almblg

Nafs form: >nfshm

Referent: AlI>fgAn

Here the nafs case is >nfshm, ‘themselves’, which is masculine and plural. NRA searches for the
nearest antecedent that agrees in number and gender and it chooses Al>fgAn, ‘Afghani’. This is an
adjective that modifies the noun Alms&wlwn, “officials’. AI>fgAn can be used as a an adjective or it

can be used as a noun, which is why NRA chooses it, as it cannot decide if it is used as an adjective
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or a noun. As previously explained, because no diacritics are used, both the noun and the adjective
looks the same. Since the adjective in MSA follows the noun in gender and number, NRA chose it.

There are 5 cases where the algorithm referred nafs to a conjunction construction. In MSA the
conjunction occurs between two nouns or two verbs or two sentences. So if the algorithm spots one
of the two conjunct nouns as the antecedent, it is to be considered as being correct as they represent
one identity, albeit in two parts. Since Mitkov (2002) argued that identifying part of the antecedent
is considered a correct incident of resolution, therefore the researcher considered NRA’s choice to

be correct. For example:

233.buck.txt
Sentence: 9

fy gDwn gAlt jmAEAt Hqwq Al<nsAn <n <dAnp AlgwSy IA tDfy b>y HAI mn
AI>HWAI $rEyp EIY mHkmp jwAntnAmw Alty twAjh $kwkA wtHdyA mn jAnb
JmAEAt Hgwg Al<nsAn wAImHAmyn Almdnyyn wAImEtglyn >nfshm

Nafs form: >nfshm

Referent: wAIMEtqlyn

In the example above the nafs case is >nfshm, ‘themselves’, which is masculine and plural. NRA
searches for the nearest possible antecedent and it chooses wAImEtqlyn, ‘detainees’, which agrees in
number and gender with the nafs case. The conjunction 5w ‘and’ is attached to the noun AlmEtqlyn.
The noun AlmEtglyn is joined with the noun and adjective wWAImHAmyn Almdnyyn, ‘civil lawyers’,
(masculine and plural) which is joined to the noun genitive construction jmAEAt Hqwg Al<nsAn
‘human rights organizations’ (as an inanimate identity it is considered as male and plural). In MSA

the conjunction parts must agree in number and gender with each other so if NRA selects part of the
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conjunction structure the researcher considers it correct as the conjunction structure is treated as
single identity.

There are 5 cases where the NRA related nafs with tamyiz construction ‘number specification’. In
MSA, number specification agrees with the noun it quantifies, which in such a case is considered
correct. NRA can recognize an accusative of specification and comparison and measurement
(tamyiz construction) which occurs with numbers, as such constructions would agree in number and

gender with nafs, but in certain cases this does not work. For example:

367.buck.txt
Sentence: 4

. w*krt wkAlp AnbA' $ynxwA AlSynyp >n AlhjmAt wgEt gbyl Alfjr fy bldp kwjA
jnwby $ynjyAnj whd>t btfyjr gnblp mHIyp AISnE wbEd *Ik fjr >rbEp AntHAryyn
>nfshm msthdfyn mkAtb Hkwmyp

Nafs form: >nfshm

Referent: AntHAryyn

In the above example the nafs case is >nfshm, ‘themselves’, which is masculine and plural. NRA
searches for the antecedent that agrees in number and gender with it and selects AntHAryyn,
‘suicidal’, which is a number specification for the MSA number >rbEp ‘four’. As in MSA, the
number and its number specification is considered as one identity which is the reason why it is
considered to be correct.

NRA failed to resolve 143 cases. The reasons behind such failures are various and will be discussed
in detail in the following section.

The majority of failures (66 cases) occur because MSA nouns can occur as a sequence (using

conjunctions between them) or as a chain after each other with no barriers (without any
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conjunctions). This makes the process of determining the antecedent noun very difficult. For

example:

114.buck.txt
Sentence: 3

. wtgwl AISHyfp <n EIAwy xShA bmgAlp gbyl tsim AlslITp rsmyA IHkwmth mn
Al<dArp Almdnyp Al>mrykyp AI>rbEA" wseY fyhA <IY >n yn>Y bnfsh En
AlzEymyn Al*yn ygdmAn AIdEm Ih whmA twny blyr r}ys AlwzrA" AlbryTAny
wjwrj bw$ Alr}ys Al>mryky

Nafs form: bnfsh

Referent: Al>rbEA'

In the above mentioned example the nafs case is bnfsh ‘by himself” which is masculine and
singular. NRA looks for the nearest possible antecedent and selects AI>rbEA’, “Wednesday’, which
in MSA is masculine singular. NRA does not recognize proper nouns and names. NRA could not

realize that the correct antecedent is further back EIAwy. In another example:

Sentence: 9

wybdw >n AltAryx fy AlTryqg <lIY >n yEyd nfsh kmA ybdw >n sbyl Alxrwj mn
Alm>zg msdwd >kvr mn Ay wqt mDY

Nafs form: nfsh

Referent: AlTryq
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In the above mentioned example the nafs case is nfsh, ‘himself’, which is masculine and singular.
NRA searches for a possible antecedent that agrees in number and gender with the nafs case. NRA
selects AlTryq, ‘way’, that agrees in number and gender and it does not realize that the correct
antecedent is AltAryx, ‘history’. This problem could be solved by having more linguistic
information as parsing which would require more time and effort.

Another form of failure occurred when verb and noun forms were identical (21 instances). The
corpus C is in MSA, which does not use diacritics. If diacritics had been used they would have been
removed at the pre-processing stage. Therefore, verbs and nouns can look the same, such as the
verb slm, ‘surrender’ and the noun slm, ‘ladder, peace’. To resolve this problem further semantic

analysis must be undertaken which makes the AR more time consuming. For example:

102.buck.txt

Sentence: 5

. WKAN fAyz Alx$mAn hw rAbE mn Hyv sIm nfsh msA" Alxmys fy mdynp AITA}M
Nafs form: nfsh

Referent: sim

As corpus C is extracted from news wire it contains quotations and interviews. Consequently direct
speech occurs using nafs forms such as nfsy and nfsk. In such cases the antecedent is the elliptic
personal pronoun. NRA cannot identify this, as discussed by researchers such as Chalabi (2004).
The researcher suggests that the resolution of this special case, in which a pronoun can be attached
to the verb, requires further research. NRA failed in 27 cases to determine the correct antecedent

because they were cases of direct speech, for example:

33.buck.txt
Sentence: 10
. kAn AI*hAb IIHMAm yEd m$kip kAn ynbgy Elyk >n tntZr <*A >rdt AIHMAmM >\
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mnthY Alfxr bnfsy I>ny AstTEt twfyr mnzl >wsE . wtsmH h*h AlwZyfp It$Ay bAIH
>fDI ThA wi>TfAIhA sykwn bAmKAny >n >rslhm <IY >fDI AImdArs AIXASp w>n'y
mnzl wsyArp txSnA nHn . wbynmA tskn t$Ay fy mnzl mn TAbgyn ybdw h*A
Almnzl KAIgSr bAlnsbp 1Zrwf bw wAlty tEy$ mE fy <HdY grY Al>kwAx fy AIEASn
Alkmbwdyp bnwm bnh
Nafs form: bnfsy
Referent: Alfxr

In the above mentioned example the nafs case is bnfsy ‘by myself”. NRA starts to search for a
suitable antecedent it selects Alfxr, ‘pride. NRA could not realize that the antecedent is a hidden
pronoun that is ‘I’ or ‘me’.

There are 11 cases which NRA fails to determine the correct antecedent as the antecedent is part of
the kI mn structure. To overcome this problem, another algorithm could be developed in order to

realize structures as kI mn or structures that act as collective identity. For example:

497 .buck.txt

Sentence: 18

Ikn kI mn yEml IdY Al>mrykyyn yErD nfsh Infs AIxTr
Nafs form: nfsh

Referent: IdY

In the above mentioned example the nafs case is nfsh ‘himself” which is masculine and singular.
NRA starts to look for a possible antecedent it chooses IdY ‘with’. NRA could not realize that is ki
mn, ‘each one’, is the correct antecedent.

There are 7 incidents of failure that are due to the plural condition of the antecedent. In Arabic, the
feminine plural of inanimate objects can be referred to using plural masculine anaphors. In this case

the algorithm could not detect the correct antecedent due to the gender difference. The broken plural
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in MSA does not abide by the normal laws of plurals. Such cases needed to be altered in the

dictionary to allow the algorithm to recognize them as possible candidates. For example:

63.buck.txt

Sentence: 5

. W>3Ar AtHAd AlSlyb AI>Hmr Aldwly <IY >n t$jyE AlmjtmEAt Almnkwbp EIY
AlgyAm bmbAdrAt I<EAnp >nfshm >vnA" AlkwArv >w bEdhA ymvl EnSrA
>sAsyA fy Alixfyf mn wT>p AlkwArv

Nafs form: >nfshm

Referent: Almnkwbyn

In the above example the nafs case is >nfshm, ‘themselves’, which is masculine and plural. NRA
searches for a possible candidate and selects AlImnkwbyn, ‘affected’. NRA does not realize that the
correct antecedent is AlmjtmEAt Almnkwbp, ‘affected communities’. AlImjtmEAL, ‘communities’,
ends with the feminine plural ending and is considered by MADA as a feminine plural therefore it
is not a possible candidate. In MSA the inanimate feminine plural can be associated and expressed
by using masculine reflexives, nouns and adjectives.

There are 11 cases in which NRA could not find the antecedent. The reasons behind this include
differences in number and gender from the nafs case, or the antecedent did not exist in the same
sentence or the previous sentence. In the case of broken plurals, adjectives are singular in form with
an ad hoc form-based gender, which explains cases where the algorithm could not find the
antecedent in the sentence even though it did exist. However, it differed in number and gender from

the antecedent. Often the adjectives of broken plural nouns are feminine singular. For example:

185.buck.txt

Sentence: 5

. W>DAft >nh ytEyn >yDA mnAqg$p tik AlgDAyYA bSrAHp byn AISEwb AlErbyp >I
Nafs form: >nfshA
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No referent found

In the above example the nafs case is nfshA, ‘herself’, which is feminine and singular. NRA could
not find a suitable antecedent in the sentence or the sentence preceding it. NRA could not determine
that the correct antecedent is AISEwb AlErbyp, ‘Arabic nations’. The reason for this is that the MSA
noun AI$Ewb is a collective noun which takes the form of the singular, which can be expressed

using feminine singular reflexives, nouns and adjectives.
6.7. Conclusion

This thesis addressed the following research question:

Can an algorithm be found for the resolution of nafs in Arabic text which is accurate to
at least 90%, scales linearly with text size, and requires a minimum of knowledge

resources?

In order to address this question, a two-stage methodology was used. First, a survey of the existing

anaphor resolution literature was conducted where the various approaches found were discussed

regarding their computational complexity, where complexity was assessed in terms of the accuracy,

scaling behaviour, and knowledge requirements specified in the research question. Second, an

algorithm was built and tested with a corpus of contemporary Arabic text. This chapter summarizes

the findings and limitations of the study and suggests recommendations for further research.

The answer to the research question is positive:

e The proposed algorithm, NRA, yielded resolutions of antecedents of pronouns attached to nafs in
a corpus of contemporary Arabic with a 91.4% success rate. This success rate exceeds the 90%
rate widely accepted as a benchmark in the anaphor resolution literature.

e NRA scales linearly with text size.
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e The only knowledge resources required by NRA in addition to the surface strings of the corpus
being processed are transliteration from Arabic to Western orthography. They include insertion
of the vowels which the former omits, and a compilation of a dictionary listing gender and
number information for lexical entities in the corpus.

In terms of success rate, scaling, and knowledge resources,NRA achieves a success rate of 91.4%. It

is worth mentioning that MARS deals with Arabic pronouns but does not cover nafs that NRA

covers, which makes the comparison between the two systems unfair.

Al-Sabbagh’s algorithm tries to resolve Arabic pronounS. She uses a statistical,
corpus-based approach. Al-Sabbagh’s algorithm achieves a performance rate of
87.4%. Al-Sabbagh’s algorithm did not deal with nafs. Al-Sabbagh uses newswire as
a corpus as in the case of the current thesis.

NRA would be regarded as knowledge-poor algorithm for three valid reasons. First,
it uses the least linguistic resources. It only uses the output of MADA as an input for
the corpus preprocessing stage. Second, it requires the least semantic knowledge that
can be represented in the semantic features of gender and number. Third, no
syntactic knowledge is needed since it uses an abstracted dictionary of nouns. In

other words, no knowledge-rich features are used.

Test results have identified several problems with NRA.

e A further problem might be that the referent might be in a sentence preceding the current
one or the one before it, earlier in the text. A simple solution for such a problem is to expand
the scope of the search to include more preceding sentences.

e Pronouns and anaphora: MSA has a larger system of pronouns than English. This reflects on
the problem of translating dual pronouns such as they and we into English. The problem can

be partially resolved by number and gender specifications provided by MADA.
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e Proper names need to be distinguished from other nouns. In MSA, NRA does not recognize
some proper names if they are not distinguished from nouns or prepositions. NRA mistakes
the proper name for an adjective or a preposition; for example = EIY, ‘over’, and = EIY~,
‘Ali’, which is a proper name. This has to be manually edited in some cases. A possible
solution is to create a proper name database which includes gender specification.

e Common nouns and anaphor: MADA’s output does not correctly specify the gender of the
noun. This has to be corrected manually. MSA contains a number of nouns and variants
have to be dealt with carefully when specifying gender.

The NRA algorithm is, to the researcher’s knowledge, the first to deal specifically with the
resolution of the grammatically important particle nafs in Arabic. The problems identified while
testing it on a corpus of contemporary Arabic are in principle amenable to resolution with further
development. NRA is therefore a substantial contribution to Arabic natural language processing.
Apart from the refinement of the NRA algorithm by resolution of the problems discussed above, a
potentially productive direction for further work on anaphora resolution in Arabic is to see whether
the approach which underlines NRA, that is, lexical positioning in surface strings without recourse
to grammatical knowledge apart from gender and number, can be more generally applied to the
problem.
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Appendix 1

A. Data Structures
const {Constants}

maxfilenamelength = 24;  {maximum length of file names in file

name list}

maxfilenamelistlength = 551, {maximum number of input files /

documents to be processed}

maxwordlength = 24; {maximum word length}
maxsentencelength = 500;  {maximum sentence length}
maxtextlength = 10000; {maximum document length}

maxwordlistlength = 40000; {maximum dictionary length}

type {data types}

Tfilename = packed array [0..(maxfilenamelength - 1)] of char;

{names of document files}

Tfilenamelist = record

{list of document file names}

list : array [0..(maxfilenamelistlength - 1)] of Tfilename;
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length : longint;

end;

Tword = packed array [0..(maxwordlength - 1)] of char;
{word}

Tentry = record

{word with associated

word : Tword;

grammatical information}
gender : char;

number : char;

Tsentence = record

{sentence}

s : array [0..(maxsentencelength - 1)] of Tentry;
length : longint;

end;

Ttext = record

{document}
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t : array [0..(maxsentencelength - 1)] of Tsentence;
length : longint;

end;

Tpointer = ATnode;

{tree-structured dictionary}
Tnode = record
entry : Tentry;
left : Tpointer;
right : Tpointer;

end;

Tnafsform = class(TForm)
{GUI type definitions}

StaticTextl: TStaticText;
Memol: TMemo;
OpenDialogl: TOpenDialog;
RadioButton5: TRadioButton;
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RadioButton6: TRadioButton;
RadioButton7: TRadioButton;
radiobuttonl1: TRadioButton;
RadioButton4: TRadioButton;
RadioButton3: TRadioButton;
procedure radiobutton1Click(Sender: TObject);
procedure RadioButton3Click(Sender: TObject);
procedure FormCreate(Sender: TObject);
procedure RadioButton4Click(Sender: TObject);
procedure RadioButton5Click(Sender: TObject);
procedure RadioButton6Click(Sender: TObject);
procedure RadioButton7Click(Sender: TObject);
procedure RadioButton2Click(Sender: TObject);
private
{ Private declarations }
public

{ Public declarations }
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end;

iii. Variables

filenamelist : Tfilenamelist; {list of filenames of documents to be

processed}

currenttext : Ttext; {the document currently being processed}
dictionary : Tpointer; {the dictionary}

newnode : Tpointer; {the dictionary}

rootnode : Tpointer; {the dictionary}
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B. Program

unit Naf;

interface

uses

Windows, Messages, SysUtils, Variants, Classes, Graphics, Controls,
Forms,Dialogs, StdCtrls, ExtCtrls;

const

maxfilenamelength = 24; {max length of file names in file
name list}

maxfilenamelistlength = 551; {max nr of input files}

maxwordlength = 24;
maxsentencelength = 500;
maxtextlength = 10000;

maxwordlistlength = 40000;

type
{Input file name list}
Tfilename = packed array [0..(maxfilenamelength - 1)] of char;

Tfilenamelist = record
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list : array [0..(maxfilenamelistlength - 1)] of Tfilename;
length : longint;

end;

Tword = packed array [0..(maxwordlength - 1)] of char;
Tentry = record
word : Tword,;
person : longint;
gender : char;
number : char;
pos : char;
match : boolean;
end;
Tentrylist = record
e : array [0..(maxwordlistlength - 1)] of Tentry;
length : longint;
end;
Tsentence = record
s : array [0..(maxsentencelength - 1)] of Tentry;
length : longint;
end;
Ttext = record
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t : array [0..(maxsentencelength - 1)] of Tsentence;
length : longint;

end;

Tpointer = ~"Tnode;
Tnode = record
entry : Tentry;
left : Tpointer;
right : Tpointer;

end;

Tnafsform = class(TForm)
StaticTextl: TStaticText;
Memol: TMemo;
OpenDialogl: TOpenDialog;
RadioButton5: TRadioButton;
RadioButton6: TRadioButton;
RadioButton7: TRadioButton;
radiobuttonl1: TRadioButton;
RadioButton4: TRadioButton;
RadioButton3: TRadioButton;
procedure radiobutton1Click(Sender: TObject);
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procedure RadioButton3Click(Sender: TObject);
procedure FormCreate(Sender: TObject);
procedure RadioButton4Click(Sender: TObject);
procedure RadioButton5Click(Sender: TObject);
procedure RadioButton6Click(Sender: TObject);
procedure RadioButton7Click(Sender: TObject);
procedure RadioButton2Click(Sender: TObject);
private
{ Private declarations }
public
{ Public declarations }

end;

var

nafsform: Tnafsform;

filenamelist : Tfilenamelist;
currenttext : Ttext;
entrylist : Tentrylist;
dictionary : Tpointer;

onscreenoutput : boolean;
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newnode : Tpointer;

rootnode : Tpointer;

infile : textfile;
inbuffer: array[1..8192] of char;
outfile : textfile;

outbuffer: array[1..8192] of char;

implementation

{$R *.dfm}

procedure makenode (var root : Tpointer;
entry : Tentry);
begin
{nafsform.Memol.lines.add (content.lexis + content.lemma); }
new (root);
root™.entry := entry;
root”.left := nil;
root™.right := nil;

end;
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procedure insertnode (var parentnode : Tpointer;
newnode : Tpointer);
begin
if parentnode = nil then
parentnode := newnode
else
if newnode”.entry.word <> parentnode”.entry.word then
if newnode”.entry.word < parentnode”.entry.word then
insertnode (parentnode”.left, newnode)
else
insertnode (parentnode”.right, newnode);

end;

procedure outputinorder (var root : Tpointer);
var
I,j : longint;
begin
if root <> nil then
begin
outputinorder (root”.left);
writeln  (outfile, root™.entry.word, ' ', root*.entry.pos,

root”.entry.gender, "', root™.entry.number);
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outputinorder (root™.right);
end;

end;

procedure writesentencetomemo (sentence : Tsentence);
var
str : packed array [0..499] of char;
currententry : Tentry;
strindex : longint;
I,j : longint;
begin
for strindex := 0 to 499 do
str[strindex] :="";
strindex := 0;
for i := 0 to (sentence.length - 1) do
begin
currententry := sentence.s[i];
{nafsform.memol.Lines.add (currentword.w);}
j=0;

while (currententry.word[j] in ['A'..'Z', 'a’..'z", ", "?", 'V, chr(39), '}, >,
<& T chr(124), ', ) and (j <= maxwordlength) do

begin
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str [strindex] := currententry.word][j];
1=+
strindex := strindex + 1;
end;
str[strindex] :="";
strindex := strindex + 1;
end;
nafsform.Memol.lines.add (str);

end;

procedure readtext ( nr: longint);
var

currententry : Tentry;
currentsentence : Tsentence;
endofword : boolean;
endofsentence : boolean;

ch : char;

i : longint;

begin

assignfile (infile, filenamelist.list [nr]);
reset (infile);

system.settextbuf (infile, inbuffer);
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currenttext.length := 0;
while not eof(infile) do
begin
endofsentence := false;
currentsentence.length := 0;
while (not endofsentence) and (not eof(infile)) do
begin
while (not (ch in ['A'.'Z, 'a'..'2', ", '?", 'I', chr(39), '}, >', '<', '&',"™*,
(;o '$', 1, chr(124), ‘', ' _"T)) and (not eoln (infile)) and (not eof(infile))
read(infile, ch);
if not (eof(infile)) then
begin
if eoln (infile) then
readln (infile)
else
begin
endofword := false;
for i := 0 to (maxwordlength - 1) do
currententry.word[i] :="",

currententry.person := 0;
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currententry.gender :='X’;
currententry.number :='x’;
currententry.match := false;
currententry.word[0] := ch;
=1

while (ch in ['A'..'Z', 'a'..'z', ".", '?", 'I', chr(39), '}, >, '<', '&',"*', '~,
'$, ', chr(124), '1'," 1) and (not endofword) do

begin
read (infile,ch);
ifchin[., ", "] then
begin
currentsentence.s[currentsentence.length] := currententry;
currentsentence.length := currentsentence.length + 1;
currenttext.t[currenttext.length] := currentsentence;
currenttext.length := currenttext.length + 1;
endofword := true;
endofsentence := true;
end;
if ch=""then
begin
currentsentence.s[currentsentence.length] := currententry;

currentsentence.length := currentsentence.length + 1;
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endofword := true;
end;

if chin [A..'Z', 'a..'z, "', '?", 'I', chr(39), '}, >, '<, '&,™*, "~ '$,
'I', chr(124), /', ' "] then

begin
currententry.wordl[i] := ch;
=i+l
end;
end;
end;
end;
end;
end;
nafsform.memol.lines.add (' *);
nafsform.Memol.lines.add (filenamelist.list [nr]);
closefile (infile);

end;

function isnafs (entry : Tentry) : boolean;

begin
if (entry.word = 'nafsi ") or
(entry.word = 'nafosiy ") or



(entry.word = 'nfsy
(entry.word = 'nafsina
(entry.word = 'nafosinaA
(entry.word = 'nfsynA
(entry.word = 'nafsak
(entry.word = 'nafosak
(entry.word = 'nfsk
(entry.word = 'nafsik
(entry.word = 'nafosik
(entry.word = 'nfsk
(entry.word = 'nafsukuma
(entry.word = 'nafosukumaA
(entry.word = 'nfskmA
(entry.word = 'nafsukum
(entry.word = 'nafosukum
(entry.word = 'nfskm
(entry.word = 'nafsukunna
(entry.word = 'nafosukun~
(entry.word = 'nfskn
(entry.word = 'nafsuhu
(entry.word = 'nafosuhu

(entry.word = 'nfsh



(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="

(entry.word ="

(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="
(entry.word ="

(entry.word ="

nafsaha
nafosahaA
nfshA
nafsuhuma
nafosuhumaA
nfshmA
nafsuhum
nafosuhum
nfshm
nafsuhunna
nafosuhun~

nfshn

bnafsi
bnafosiy
bnfsy
bnafsina
bnafosinaA
bnfsynA
bnafsak
bnafosak

bnfsk

Yor
") or
") or
") or
Yor
) or
Y or
) or
") or
") or
Y or

) or

") or
") or
") or
") or
") or
)or
") or
") or
") or
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(entry.word = 'bnafsik ") or

(entry.word = 'bnafosik ") or
(entry.word = 'bnfsk ") or
(entry.word = 'bnafsukuma ) or
(entry.word = 'bnafosukumaA ") or
(entry.word = 'bnfskmA ) or
(entry.word = 'bnafsukum ") or
(entry.word = 'bnafosukum ") or
(entry.word = 'bnfskm ") or
(entry.word = 'bnafsukunna ) or
(entry.word = 'bnafosukun~ ") or
(entry.word = 'bnfskn ) or
(entry.word = 'bnafsuhu ") or
(entry.word = 'bnafosuhu ") or
(entry.word = 'bnfsh ") or
(entry.word = 'bnafsaha ") or
(entry.word = 'bnafosahaA ") or
(entry.word = 'bnfshA ) or
(entry.word = 'bnafsuhuma ) or
(entry.word = 'bnafosuhumaA ") or
(entry.word = 'bnfshmA ") or
(entry.word = 'bnafsuhum ") or
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(entry.word = 'bnafosuhum ") or

(entry.word = 'bnfshm ") or
(entry.word = 'bnafsuhunna ) or
(entry.word = 'bnafosuhun~ ") or
(entry.word = 'bnfshn ") or
(entry.word = ‘fnafsi ") or
(entry.word = ‘fnafosiy ) or
(entry.word = 'fnfsy ") or
(entry.word = ‘fnafsina ") or
(entry.word = ‘fnafosinaA ") or
(entry.word = 'fnfsynA ) or
(entry.word = ‘fnafsak ") or
(entry.word = ‘fnafosak ") or
(entry.word = 'fnfsk ") or
(entry.word = ‘fnafsik ") or
(entry.word = ‘fnafosik ") or
(entry.word = 'fnfsk ) or
(entry.word = ‘fnafsukuma ) or
(entry.word = ‘fnafosukumaA ") or
(entry.word = 'fnfskmA ) or
(entry.word = ‘fnafsukum ) or
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(entry.word = ‘fnafosukum
(entry.word = 'fnfskm
(entry.word = ‘fnafsukunna
(entry.word = ‘fnafosukun~
(entry.word = ‘fnfskn
(entry.word = ‘fnafsuhu
(entry.word = ‘fnafosuhu
(entry.word = 'fnfsh
(entry.word = ‘fnafsaha
(entry.word = 'fnafosahaA
(entry.word = ‘fnfshA
(entry.word = ‘fnafsuhuma
(entry.word = ‘fnafosuhumaA
(entry.word = ‘fnfshmA
(entry.word = ‘fnafsuhum
(entry.word = ‘fnafosuhum
(entry.word = ‘fnfshm
(entry.word = ‘fnafsuhunna
(entry.word = ‘fnafosuhun~

(entry.word = ‘fnfshn

(entry.word = 'Inafsi

) or
") or
") or
") or

") or



(entry.word = 'Inafosiy
(entry.word = "Infsy
(entry.word = 'Inafsina
(entry.word = 'InafosinaA
(entry.word = 'InfsynA
(entry.word = 'Inafsak
(entry.word = 'Inafosak
(entry.word = 'Infsk
(entry.word = 'Inafsik
(entry.word = 'Inafosik
(entry.word = 'Infsk
(entry.word = 'Inafsukuma
(entry.word = 'InafosukumaA
(entry.word = 'InfskmA
(entry.word = 'Inafsukum
(entry.word = 'Inafosukum
(entry.word = "Infskm
(entry.word = 'Inafsukunna
(entry.word = 'Inafosukun~
(entry.word = 'Infskn
(entry.word = 'Inafsuhu

(entry.word = 'Inafosuhu



(entry.word = 'Infsh
(entry.word = 'Inafsaha
(entry.word = 'InafosahaA
(entry.word = 'InfshA
(entry.word = 'Inafsuhuma
(entry.word = 'InafosuhumaA
(entry.word = 'InfshmA
(entry.word = 'Inafsuhum
(entry.word = 'Inafosuhum
(entry.word = 'Infshm
(entry.word = 'Inafsuhunna
(entry.word = 'Inafosuhun~

(entry.word = 'Infshn

(entry.word = 'I>nafsi
(entry.word = 'I>nafosiy
(entry.word = 'I>nfsy
(entry.word = 'I>nafsina
(entry.word = 'I>nafosinaA
(entry.word = 'I>nfsynA
(entry.word = 'I>nafsak

(entry.word = 'I>nafosak



(entry.word = 'I>nfsk
(entry.word = 'I>nafsik
(entry.word = 'I>nafosik
(entry.word = 'I>nfsk
(entry.word = 'I>nafsukuma
(entry.word = 'I>nafosukumaA
(entry.word = 'I>nfskmA
(entry.word = 'I>nafsukum
(entry.word = 'I>nafosukum
(entry.word = 'I>nfskm
(entry.word = 'I>nafsukunna
(entry.word = 'I>nafosukun~
(entry.word = 'I>nfskn
(entry.word = 'I>nafsuhu
(entry.word = 'I>nafosuhu
(entry.word = 'I>nfsh
(entry.word = 'I>nafsaha
(entry.word = 'I>nafosahaA
(entry.word = 'I>nfshA
(entry.word = 'I>nafsuhuma
(entry.word = 'I>nafosuhumaA

(entry.word = 'I>nfshmA
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(entry.word = 'I>nafsuhum
(entry.word = 'I>nafosuhum
(entry.word = 'I>nfshm
(entry.word = 'I>nafsuhunna
(entry.word = 'I>nafosuhun~

(entry.word = 'I>nfshn

(entry.word = ">nafsi
(entry.word = ">nafosiy
(entry.word = ">nfsy
(entry.word = ">nafsina
(entry.word = ">nafosinaA
(entry.word = ">nfsynA
(entry.word = ">nafsak
(entry.word = ">nafosak
(entry.word = ">nfsk
(entry.word = ">nafsik
(entry.word = ">nafosik
(entry.word = ">nfsk
(entry.word = ">nafsukuma
(entry.word = ">nafosukumaA

(entry.word = ">nfskmA



(entry.word = ">nafsukum
(entry.word = ">nafosukum
(entry.word = ">nfskm
(entry.word = ">nafsukunna
(entry.word = ">nafosukun~
(entry.word = ">nfskn
(entry.word = ">nafsuhu
(entry.word = ">nafosuhu
(entry.word = ">nfsh
(entry.word = ">nafsaha
(entry.word = ">nafosahaA
(entry.word = ">nfshA
(entry.word = ">nafsuhuma
(entry.word = ">nafosuhumaA
(entry.word = ">nfshmA
(entry.word = ">nafsuhum
(entry.word = ">nafosuhum
(entry.word = ">nfshm
(entry.word = ">nafsuhunna
(entry.word = ">nafosuhun~
(entry.word = ">nfshn

isnafs ;= true
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else
isnafs := false;

end;

{procedure match (var root : Tpointer;
candidateentry : Tentry;

var entry : Tentry;
var found : boolean);

begin

found := false;

if root <> nil then

begin

nafsform.Memol.lines.add  (candidateentry.word  +
root™.entry.word);

if root™.entry.word = candidateentry.word then
begin
entry := root".entry;
found := true;
end
else
if candidateentry.word < root™.entry.word then

match (root”.left, candidateentry, entry, found)
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else
match (root”.right, candidateentry, entry, found);
end;

end;}

procedure match (var root : Tpointer;
candidateentry : Tentry;
var entry : Tentry;

var found : boolean);

var
i : longint;
begin

found := false;
i:=0;

while (i < entrylist.length) and (not found) do
begin
if candidateentry.word = entrylist.e[i].word then
begin
entry :=entrylist.e[i];
found := true
end
else
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i=i+1;
end;

end;

procedure resolve;

var

previoussentence : Tsentence;
currentsentence : Tsentence;
previousentry : Tentry;
currententry : Tentry;
currentnafs : Tentry;

nafsindex : longint;
startatindex : longint;
candidate : Tentry;
dictionaryentry : Tentry;
previousdictionaryentry : Tentry;
referent : Tentry;

nafsfound : boolean;
dictionaryentryfound : boolean;
referentfound : boolean;

I,J,k,m,n : longint;
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begin

{For each sentence in the current text}
for i := 0 to (currenttext.length - 1) do
begin

{Keep track of the preceding sentence in case it's necessary for
resolution}

if i >0 then

previoussentence := currentsentence;

{Get the sentence to be examined for possible resolution}
currentsentence := currenttext.t [i];

if onscreenoutput then

nafsform.memol.lines.Add('Current sentence: ' + inttostr(i+1));

{Process the current sentence; there might be more than one instance
of nafs}

startatindex := 0;
j:=0;
while j < currentsentence.length do
begin
nafsfound := false;
{Keep looking until an instance of nafs is found}
while (j < currentsentence.length) and (not nafsfound) do

begin
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{Look at each word, here entry, in turn, keeping track of the
previous word}

previousentry := currententry;

currententry := currentsentence.s [j];

{If the current word / entry is one of the many nafs forms}
if isnafs (currententry) then

begin

{Write some relevant output both to the screen and to the output
file}

if onscreenoutput then

begin

nafsform.memol.lines.add (' );
nafsform.memol.lines.add (‘Sentence ' + inttostr (i + 1));
writesentencetomemo(currenttext.t[i]);

end;

writeln (outfile, 'Sentence: ', (i+1));

for k := 0 to (currentsentence.length - 1) do

begin
m :=0;

while currentsentence.s[k].word[m] in ['A'..'Z', a'..'z", "}, "', T,
chr(39), '}, >, '<','&',*", '~ '$, 'I', chr(124),'/'," "] do

begin

write (outfile, currentsentence.s[k].word[m]);

329



m:=m+1;
end;
write (outfile, ' ");
end;
writeln (outfile);

{Having done the output housekeeping, proceed with the
resolution}

currentnafs := currententry;

nafsfound := true;

nafsindex := j; {where nafs is in the sentence}
{nafsform.Memol.lines.add (inttostr(nafsindex));}
writeln (outfile, 'Nafs form: ', currentnafs.word);

{Now assign the necessary grammatical information to the current
nafs form}

if (currentnafs.word = 'nafsi ") or
(currentnafs.word = 'bnafsi ) or
(currentnafs.word = 'Inafsi ") or
(currentnafs.word = ‘fnafsi ) or
(currentnafs.word = 'nafosiy ) or
(currentnafs.word = 'bnafosiy ") or
(currentnafs.word = 'Inafosiy ") or
(currentnafs.word = ‘fnafosiy ) or
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(currentnafs.word = 'nfsy
(currentnafs.word = 'bnfsy
(currentnafs.word = 'Infsy
(currentnafs.word = 'fnfsy

begin

currentnafs.person = 1;
currentnafs.gender :='c’;
currentnafs.number :="'s;

end;

it (currentnafs.word = 'nafsina
(currentnafs.word = 'bnafsina
(currentnafs.word = 'Inafsina
(currentnafs.word = 'fnafsina
(currentnafs.word = 'nafosinaA
(currentnafs.word = 'bnafosinaA
(currentnafs.word = 'InafosinaA
(currentnafs.word = 'fnafosinaA
(currentnafs.word = 'nfsynA
(currentnafs.word = 'bnfsynA
(currentnafs.word = 'InfsynA
(currentnafs.word = 'fnfsynA
begin
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currentnafs.person := 1;
currentnafs.gender :='c’;
currentnafs.number :='p’;
end;

if (currentnafs.word = 'nafsak
(currentnafs.word = 'bnafsak
(currentnafs.word = 'Inafsak
(currentnafs.word = 'fnafsak
(currentnafs.word = 'nafosak
(currentnafs.word = 'bnafosak
(currentnafs.word = 'Inafosak
(currentnafs.word = 'fnafosak
(currentnafs.word = 'nfsk
(currentnafs.word = "bnfsk
(currentnafs.word = 'Infsk
(currentnafs.word = 'fnfsk

begin

currentnafs.person := 2;
currentnafs.gender :='m’;
currentnafs.number :="'s;

end;

if (currentnafs.word = 'nafsik
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(currentnafs.word = 'bnafsik
(currentnafs.word = 'Inafsik
(currentnafs.word = 'fnafsik
(currentnafs.word = 'nafosik
(currentnafs.word = 'bnafosik
(currentnafs.word = 'Inafosik
(currentnafs.word = 'fnafosik
(currentnafs.word = 'nfsk
(currentnafs.word = "bnfsk
(currentnafs.word = 'Infsk
(currentnafs.word = 'fnfsk

begin

currentnafs.person := 2;
currentnafs.gender :='f';
currentnafs.number :="'s";

end;

if (currentnafs.word = 'nafsukuma

(currentnafs.word = "bnafsukuma

(currentnafs.word = 'Inafsukuma

(currentnafs.word = 'fnafsukuma

(currentnafs.word = ">nafsukuma

(currentnafs.word = 'nafosukumaA
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(currentnafs.word = 'bnafosukumaA
(currentnafs.word = 'InafosukumaA
(currentnafs.word = 'I>nafosukumaA
(currentnafs.word = 'fnafosukumaA

(currentnafs.word = ">nafosukumaA

(currentnafs.word = 'nfskmA
(currentnafs.word = "bnfskmA
(currentnafs.word = 'InfskmA
(currentnafs.word = 'I>nfskmA
(currentnafs.word = "fnfskmA
(currentnafs.word = ">nfskmA
begin
currentnafs.person := 2;
currentnafs.gender :='c’;
currentnafs.number :="d";
end;
if (currentnafs.word = 'nafsukum
(currentnafs.word = 'bnafsukum
(currentnafs.word = 'Inafsukum
(currentnafs.word = 'fnafsukum
(currentnafs.word = ">nafsukum
(currentnafs.word = 'nafosukum
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(currentnafs.word = 'bnafosukum
(currentnafs.word = 'Inafosukum
(currentnafs.word = 'I>nafosukum
(currentnafs.word = ‘fnafosukum
(currentnafs.word = ">nafosukum
(currentnafs.word = 'nfskm
(currentnafs.word = 'bnfskm
(currentnafs.word = 'Infskm
(currentnafs.word = 'I>nfskm
(currentnafs.word = 'fnfskm
(currentnafs.word = ">nfskm
begin
currentnafs.person := 2;
currentnafs.gender :='m’;
currentnafs.number :='p’;
end;
if (currentnafs.word = 'nafsukunna
(currentnafs.word = 'bnafsukunna
(currentnafs.word = 'Inafsukunna
(currentnafs.word = 'fnafsukunna
(currentnafs.word = ">nafsukunna
(currentnafs.word = 'nafosukun~
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(currentnafs.word = 'bnafosukun~
(currentnafs.word = 'Inafosukun~
(currentnafs.word = 'I>bnafosukun~
(currentnafs.word = 'fnafosukun~

(currentnafs.word = ">nafosukun~

(currentnafs.word = 'nfskn
(currentnafs.word = 'bnfskn
(currentnafs.word = 'Infskn
(currentnafs.word = 'I>nfskn
(currentnafs.word = 'fnfskn
(currentnafs.word = ">nfskn

begin
currentnafs.person := 2;
currentnafs.gender :="f’;
currentnafs.number :='p’;

end;

if (currentnafs.word = 'nafsuhu
(currentnafs.word = "bnafsuhu
(currentnafs.word = 'Inafsuhu
(currentnafs.word = 'fnafsuhu
(currentnafs.word = 'nafosuhu
(currentnafs.word = 'bnafosuhu
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(currentnafs.word = 'Inafosuhu
(currentnafs.word = 'fnafosuhu
(currentnafs.word = 'nfsh
(currentnafs.word = 'bnfsh
(currentnafs.word = 'Infsh
(currentnafs.word = 'fnfsh

begin

currentnafs.person := 3;
currentnafs.gender :='m’;
currentnafs.number :="'s;

end;

if (currentnafs.word = 'nafsaha
(currentnafs.word = 'bnafsaha
(currentnafs.word = 'Inafsaha
(currentnafs.word = 'fhafsaha
(currentnafs.word = 'nafosahaA
(currentnafs.word = 'bnafosahaA
(currentnafs.word = 'InafosahaA
(currentnafs.word = 'fnafosahaA
(currentnafs.word = 'nfshA
(currentnafs.word = 'bnfshA
(currentnafs.word = 'InfshA

337



(currentnafs.word = 'fnfshA

begin

currentnafs.person := 3;
currentnafs.gender :="f’;
currentnafs.number :="'s";

end;

if (currentnafs.word = 'nafsuhuma
(currentnafs.word = 'bnafsuhuma
(currentnafs.word = 'Inafsuhuma
(currentnafs.word = 'fnafsuhuma
(currentnafs.word = ">nafsuhuma
(currentnafs.word = 'nafosuhumaA
(currentnafs.word = 'bnafosuhumaA
(currentnafs.word = 'InafosuhumaA
(currentnafs.word = 'I>nafosuhumaA
(currentnafs.word = 'fnafosuhumaA
(currentnafs.word = ">nafosuhumaA
(currentnafs.word = 'nfshmA
(currentnafs.word = 'bnfshmA
(currentnafs.word = 'InfshmA
(currentnafs.word = 'I>nfshmA
(currentnafs.word = "fnfshmA
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(currentnafs.word = ">nfshmA
begin

currentnafs.person := 3;
currentnafs.gender :='c’;
currentnafs.number :="d";

end;

if (currentnafs.word = 'nafsuhum
(currentnafs.word = 'bnafsuhum
(currentnafs.word = 'Inafsuhum
(currentnafs.word = 'fnafsuhum
(currentnafs.word = ">nafsuhum
(currentnafs.word = 'nafosuhum
(currentnafs.word = 'bnafosuhum
(currentnafs.word = 'Inafosuhum
(currentnafs.word = 'I>nafosuhum
(currentnafs.word = 'fnafosuhum
(currentnafs.word = ">nafosuhum
(currentnafs.word = 'nfshm
(currentnafs.word = 'bnfshm
(currentnafs.word = 'Infshm
(currentnafs.word = 'I>nfshm
(currentnafs.word = 'fnfshm
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(currentnafs.word = ">nfshm ") then
begin

currentnafs.person := 3;

currentnafs.gender :='m’;

currentnafs.number := P

end;

if (currentnafs.word = 'nafsuhunna ") or
(currentnafs.word = 'bnafsuhunna ") or
(currentnafs.word = 'Inafsuhunna ) or
(currentnafs.word = ‘fnafsuhunna ) or
(currentnafs.word = ">nafsuhunna ") or
(currentnafs.word = 'nafosuhun~ ) or
(currentnafs.word = 'bnafosuhun~ ) or
(currentnafs.word = 'Inafosuhun~ ) or
(currentnafs.word = 'I>nafosuhun~ ) or
(currentnafs.word = ‘fnafosuhun~ ") or
(currentnafs.word = ">nafosuhun~ ) or
(currentnafs.word = 'nfshn ") or
(currentnafs.word = 'bnfshn ") or
(currentnafs.word = 'Infshn ) or
(currentnafs.word = 'I>nfshn ") or
(currentnafs.word = 'fnfshn ") or
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(currentnafs.word = ">nfshn ") then
begin

currentnafs.person := 3;

currentnafs.gender := 'f';

currentnafs.number :='p’;
end;
if onscreenoutput then

nafsform.Memol.lines.add (‘Nafs form: ' + currentnafs.word +
currentnafs.gender + currentnafs.number);

{Start looking for the referent of nafs}
referentfound := false;

{start looking backwards through the sentence starting with the
word left of the nafs form}

k := nafsindex - 1;

{While no referent has been found and the start of the sentence
has not been reached (note that}

{ the referent might be in the preceding sentence)}
while (not referentfound) and (k >= startatindex) do
begin

currententry := currentsentence.s [K];

if onscreenoutput then

nafsform.Memol.lines.add  (‘Candidate  referent: ' +
currententry.word);
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match (rootnode, currententry, dictionaryentry,
dictionaryentryfound);

if dictionaryentryfound then
begin
if onscreenoutput then

nafsform.Memo1l.lines.add (‘'Dictionary entry found: ' +
dictionaryentry.word + dictionaryentry.gender +
dictionaryentry.number);

if (dictionaryentry.pos = 'v') and ((dictionaryentry.gender =
currentnafs.gender)  or  (currentnafs.gender = '¢')) and
(dictionaryentry.number = currentnafs.number) then
begin
referent := dictionaryentry;
referentfound := true;
if onscreenoutput then
begin

nafsform.memol.lines.add (‘Referent: ' + referent.word +
referent.gender + referent.number);

nafsform.Memol.lines.add (' );

end;
writeln (outfile, 'Referent: ', referent.word);
writeln (outfile);
end

else
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begin
{If the grammatical features match or the special case obtains}

if  (((dictionaryentry.gender = currentnafs.gender) or
(currentnafs.gender = '¢')) and (dictionaryentry.number =
currentnafs.number)) or

((currentnafs.word = 'nfshA ) and
(dictionaryentry.gender = 'f') and (dictionaryentry.number = 'p')) then
{special case}

begin

{See if there's a word preceding the current one, in which
case that preceding word is the one required}

previousdictionaryentry := dictionaryentry; {save the entry
already found in case the following condition doesn't hold}

match (rootnode, previousentry, dictionaryentry,
dictionaryentryfound);

if  (((dictionaryentry.gender = currentnafs.gender) or
(currentnafs.gender = '¢)) and (dictionaryentry.number =
currentnafs.number)) or

((currentnafs.word = 'nfshA ") and
(dictionaryentry.gender = 'f') and (dictionaryentry.number = 'p")) then

begin

referent := dictionaryentry;
referentfound := true;

if onscreenoutput then
begin

nafsform.memol.lines.add (‘Referent: ' + referent.word +
referent.gender + referent.number);
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nafsform.Memol.lines.add (' );
end;
writeln (outfile, 'Referent: ', referent.word);
writeln (outfile);
end
{If the preceding word didn't match}
else
begin
referent := previousdictionaryentry;
referentfound := true;
if onscreenoutput then
begin

nafsform.memol.lines.add ('Referent: ' + referent.word +

referent.gender + referent.number);

nafsform.Memol.lines.add (' );
end;

writeln (outfile, 'Referent: ', referent.word);

writeln (outfile);

end;

end;
end;

end;
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k=k-1;

end;

{If no match was found in the current sentence, try looking in the

previous sentence using the same procedure as above}

if not referentfound then

begin

{If the current sentence is the first in the text then there's no

previous sentence,
so this test can't apply}
if i >0 then
begin
k := previoussentence.length;;
while (not referentfound) and (k >= 0) do
begin
currententry := previoussentence.s [K];
if onscreenoutput then

nafsform.Memol.lines.add (‘Candidate
currententry.word);

match (rootnode, currententry,
dictionaryentryfound);

if dictionaryentryfound then

begin
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if onscreenoutput then

nafsform.Memol.lines.add (‘'Dictionary entry found: ' +
dictionaryentry.word + dictionaryentry.gender +
dictionaryentry.number);

if (dictionaryentry.pos = 'v') and ((dictionaryentry.gender =
currentnafs.gender) or  (currentnafs.gender = 'c")) and
(dictionaryentry.number = currentnafs.number) then
begin
referent := dictionaryentry;
referentfound := true;
if onscreenoutput then
begin

nafsform.memol.lines.add (‘Referent: ' + referent.word +

referent.gender + referent.number);
nafsform.Memol.lines.add (' );

end;

writeln (outfile, 'Referent: ', referent.word);
writeln (outfile);

end

else

begin

{If the grammatical features match or the special case
obtains}
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if (((dictionaryentry.gender = currentnafs.gender) or
(currentnafs.gender = '¢')) and (dictionaryentry.number =
currentnafs.number)) or

((currentnafs.word = 'nfshA ") and
(dictionaryentry.gender = 'f') and (dictionaryentry.number = 'p’)) then
{special case}

begin

{See if there's a word preceding the current one, in which
case that preceding word is the one required}

previousdictionaryentry := dictionaryentry; {save the entry
already found in case the following condition doesn't hold}

match  (rootnode,  previousentry,  dictionaryentry,
dictionaryentryfound);

if (((dictionaryentry.gender = currentnafs.gender) or
(currentnafs.gender = '¢)) and (dictionaryentry.number =
currentnafs.number)) or

((currentnafs.word = 'nfshA ") and
(dictionaryentry.gender = 'f') and (dictionaryentry.number = 'p")) then

begin

referent := dictionaryentry;
referentfound := true;

if onscreenoutput then
begin

nafsform.memol.lines.add (‘'Referent: ' + referent.word
+ referent.gender + referent.number);

nafsform.Memol.lines.add (* ');

end;
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writeln (outfile, 'Referent: ', referent.word);
writeln (outfile);

end

{If the preceding word didn't match}

else

begin
referent := previousdictionaryentry;
referentfound := true;
if onscreenoutput then
begin

nafsform.memol.lines.add (‘Referent: ' + referent.word

+ referent.gender + referent.number);
nafsform.Memo1l.lines.add (' );
end;
writeln (outfile, 'Referent: ', referent.word);
writeln (outfile);
end;
end;
end;
end;
k:=k-1,

end;
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end;
end;
if not referentfound then
begin
if onscreenoutput then
nafsform.Memol.lines.add (‘No referent found’);
writeln (outfile, 'No referent found');
writeln (outfile);
end;
end;
=it
end;
end;
end;

end;

procedure Tnafsform.radiobutton1Click(Sender: TObject);
{Read file name list from external file}

var

ch : char;

I,j : longint;

begin
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nafsform.opendialogl.execute;
assignfile (infile, nafsform.opendialogl.filename);
reset (infile);
system.settextbuf (infile, inbuffer);
1:=0;
while not eof (infile) do
begin
j:=0;
while (not eoln (infile)) and (not eof (infile)) do
begin
read (infile, ch);
{convert to lower case if necessary}
if chin['A'."Z" then
ch:=chr(ord(ch) + 32);
filenamelist.list [i,j] := ch;
j=i+y
end;
if not eof (infile) then
readln (infile);
{nafsform.Memo1.lines.add (filenamelist.list [i]); }
=i+
end;
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filenamelist.length :=i;

nafsform.memol.lines.add ('File name list read: length ' + ' ' + inttostr
(filenamelist.length));

nafsform.memol.Lines.add (' );
closefile (infile);

end;

procedure Tnafsform.RadioButton3Click(Sender: TObject);
var

i : longint;

begin

assignfile (outfile, 'resolution.txt’);

rewrite (outfile);

system.settextbuf (outfile, outbuffer);

for i := 0 to (filenamelist.length - 1) do
begin
writeln (outfile, filenamelist.list [i]);
readtext(i);
resolve;
writeln (outfile);

end;
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closefile (outfile);
nafsform.memol.lines.add ('Resolution complete’);

end;

procedure Tnafsform.FormCreate(Sender: TObject);
begin
onscreenoutput := false;

end;

procedure Tnafsform.RadioButton4Click(Sender: TObject);
begin
onscreenoutput := true;

end;

procedure Tnafsform.RadioButton5Click(Sender: TObject);
{Read word list}

var

ch : char;

I,j : longint;

begin

nafsform.opendialogl.execute;

assignfile (infile, nafsform.opendialogl.filename);
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reset (infile);
system.settextbuf (infile, inbuffer);
1:=0;
while not eof (infile) do
begin
ch:="£}
while not (ch in ['0"..'9']) do
read(infile, ch);
while ch <>""do
read (infile, ch);

while not (ch in [A".'Z', ‘a".'2, "\, "2, "1, chr(39), '}, ', '<', &%, '~
'$', ', chr(124), 1", ) do

read(infile, ch);
for j := 0 to (maxwordlength - 1) do
entrylist.e[i].word[j] :="";
entrylist.e[i].word[0] := ch;
=y
while ch <>""do
begin
read (infile, ch);
if ch <>"'"then

entrylist.e [i].word [j] := ch;
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j=i+

end;

while ch <>'n"do

read(infile, ch);

while ch <>""do

read (infile, ch);

while not (ch in ['M','F','m','f']) do

read (infile, ch);

entrylist.e [i].gender := ch;

while not (ch in ['S','P",'s",'p", 'D’, 'd]) do
read (infile, ch);

entrylist.e [i].number := ch;

{nafsform.memol.lines.add (inttostr (i) + entrylist.e [i].word +
entrylist.e [i].gender + entrylist.e [i].number); }

while (not eoln (infile)) and (not eof(infile)) do
read(infile, ch);

if not eof (infile) then

readln (infile);

i=i+1;
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end;
entrylist.length :=1;

nafsform.memol.lines.add (‘Word list read: length ' +
(entrylist.length));

nafsform.memo1.Lines.add (' ");
closefile (infile);

end;

procedure Tnafsform.RadioButton6Click(Sender: TObject);
{Build sort tree}
var
currententry : Tentry;
i : longint;
begin
rootnode := nil;
nafsform.Memol.lines.add (inttostr(entrylist.length));
for i := 0 to (entrylist.length - 1) do
begin
currententry := entrylist.e[i];
makenode (newnode, currententry);

{nafsform.memol.lines.add (newnode”.entry.word
newnode”.entry.gender + newnode”.entry.number);}
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insertnode (rootnode, newnode);
end;
nafsform.Memol.lines.add (‘Dictionary created');

end;

procedure Tnafsform.RadioButton7Click(Sender: TObject);
var

i : longint;

begin

assignfile (outfile, 'dictionary.txt');

rewrite (outfile);

system.settextbuf (outfile, outbuffer);
outputinorder(rootnode);

closefile (outfile);

nafsform.Memol.lines.add (‘Dictionary saved');

end;

procedure Tnafsform.RadioButton2Click(Sender: TObject);

{Read dictionary}

var
I,J,k : longint;
ch : char;
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currententry : Tentry;
begin
nafsform.opendialogl.execute;
assignfile (infile, nafsform.opendialogl.filename);
reset (infile);
system.settextbuf (infile, inbuffer);
i:=0;
while not eof (infile) do
begin
ch:="£}

while not (ch in [A".'Z', ‘3"z, "', "2, "1, chr(39), '}, ', '<', &%, '~
'$', /', chr(124), I, _7) do

read(infile, ch);

for j := 0 to (maxwordlength - 1) do
entrylist.e[i].word[j] :="";
entrylist.e[i].word[0] := ch;

=y

while ch in [A".'Z, ‘2.z, ./, 2, 1", chr(39), '}, >, '<', '&\™*, = '$,
/', chr(124), '/, * ] do

begin
read (infile, ch);

entrylist.e[i].word[j] := ch;
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j=i+y
end;
ch:="£}
while (ch <>'n") and (ch <>'v') do
read(infile, ch);
entrylist.e[i].pos := ch;
ch:="£}
while (ch <>'m’) and (ch <>'f') and (ch <>'c') do
read(infile, ch);
entrylist.e[i].gender := ch;
ch:="£}
while (ch <>'s") and (ch <> 'p") and (ch <> 'd") do
read(infile, ch);

entrylist.e[i].number := ch;

{nafsform.memol.lines.add (inttostr (i) + entryliste [i].word +
entrylist.e [i].pos + entrylist.e [i].gender + entrylist.e [i].number);}

while (not eoln (infile)) and (not eof(infile)) do
read(infile, ch);
if not eof (infile) then

readln (infile);
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=i+
end;
entrylist.length :=i;

nafsform.Memol.lines.add ('Dictionary entries read: ' + inttostr
(entrylist.length));

closefile (infile);

{rootnode := nil;
for i := 0 to (entrylist.length - 1) do
begin
currententry := entrylist.e[i];
makenode (newnode, currententry);
insertnode (rootnode, newnode);
end;
nafsform. (‘Dictionary read");}

end;

end.
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Appendix 2

Some samples of the test corpus
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O aal aadatiy ¥ A 50e) sasiall Y ol sy byl @il e B 5 50 ol ) ae
.M\M@AYJ‘@M\DJF};@\M@M

e 08 O e el sa s saliliil e G @) JalS ale Jish Lyl adaiog ol 130
A sl Gl (o Gl 138 338 pimy alea La 13 s Dole Gisis ) Shae Tanall
On i gall a6 s o J G 5eY1 2009 Hlall A Gl 38a3 8 Jad 4l
PAPSIRE P T IS P (JERE Y SN FER R IWELIT

By oaal) Glaally Galdll ac 5 phe e oo (A Ll ple JDA J 3 a1 o 2
in i alea Lae 4 4 eliae ] (any (il go ol 8 i Ul 4l 28 51
e g 5l e il 3 IS e shona s s of Ll jai sS85 i & oY)

oA LB 01 Lo Gl e g

Judise 2 Aaadl) @lls (e Glae a5 AU ladge diay Lgasdi (g 5000 of e
o Lass V5 Leasil 8 WSyl il ) G lall dise amy 1 dlgy s ) By
Ooliealadl 5 3) )

sdge A (s Gl o Ll gl alaal Tasd 5 T jues J3y of aal adainy ¥ s
Bloage (e 5 a1 OGN Cl i) 8 4l (g T 00 dusdi 5 g0 408 Caaa] G315 30
JsY

360



aladl gl e St 8 4t Jo s aa (350 sl (55l 8 4 Lalyf @l L an g )
S35l galinl) & gainsa B A8 e i) ila ) liniladl 8 (g Suall ana g a3l
3 %5 cladall a gl sl Jali JAA e Y dad S 71 58Y1 Can S aY)

Aadde (a2 Y 233501 0420 2 gan lada p sl ) g (Bl

_Mwy@sﬁb@&@mc&aﬁskﬁup&ﬁ\u\bb@ﬂh}

GBlall Jlee (mpay Cosu il dilubie ais Gl ity pall D AN 55 Gled
Dl CLATI 8 dian s ARLY el 31 Jled) a3 sl
T jlnall 4y (e 2 sk (530 il e (udlil) 38 pre ol () bl

ALl

30 Jleall iin Ao 31 Lian) andi i e Jsf ilale 5% 138 adlelyy

Cla lXialialdd J sl s all ae 5 Galaall o)) )50 Ga )y Al
Lo Sall dsiml cplailad)l Ca ae calladll Ul A el Gadal jianll
Baaal)

Jleadl Ca o) ailalie JB clea V) o asanll Galae bl dsia jaise s
Ay yall Aulpuall 8 #Sla) 5 65S andi sl sale) ) zliag

Aphll cliall a3y WS gyl g Gl o)l Outn alube AL

Baaall 5 alS 2y da Sal
o el sale) ‘_,,Js: )yl aesd Aaibud) Adlead) da KA @:ﬂﬂ;‘)\;ﬂ e el
selia 8 odsmy JOA 2D 8 ol 5 elaia¥) usll dal (e 558 Jleall

361



s e 4 lllia (K1 AL agilesSa e S | giia Gullaad) o) DU Cilal

Buaa Gl ga iy JUaalisaas

a3l Al Lay Sl el Gl jiaall s Gulalaall s o il el WS
Coa le o llbua Gl gpue A1 4313 <l 8 LT Ayl dulud) b
A (8 Jan gl g o gl Sldal S 115 58 Iy s Jleall

s S (s Jie s AT A a ol (e Audlie ailphie 4n) g O @ siall (e (S
s s s Gl Gasis Gaa IS5 SE 48) JB A o geall (ulae guac
alale i Gl alalie o) ) AlaYL Gl gl Giladl sl (5558

. w'.

IS Y @i of Jumis a3 sl e 5 Bl ia s Ble Ray 45) Gl s S Jli
Alal da gita 5 ,AY CYLAY g el juall

) a5 S B Jan )l ) i G elie S de sene alel AT AW a8
e 3 audt iy e diad il dpaill s A s S il e el S

ol

el sl oy of @lld (s (e Lalldal @l (e o8 gl D81 ol Al Q38
)

Lo e Bladl (e A pad 5 daginl 388 () g s YT Gl 080y 55 W
Jlaadl s

il Cauaid 4anY A4S @l al Lo Jganlly ale 8 Jdd A ¢ guin J g
O eal) me 3 Jleely Wlla Laldl) (lajle cyjla ) cad (2l sl e

362



EVA I INYRERE M P RPWE R S NPT

DSE (305 53 () 2l ) ad) Asle 3 aguil il 5 055 e S e
peland p Sle] J8 juadl

85 uidd Y IS Ll el e 3 agadil a3 ) sania) () (e (1
AL Aol 3 505 5 b Jota s Shg o euid Babadl 6l cpa i g A5

O o B iy caaidl Jadd silule zead 51 g peall laagls cols cuile i
Aaadly oubadl ZQY Wil Jsa aaal)l a8l sy ) zlisg sl
A 30 bl g Auc Laiay)

literature:cTopi

DAL L s Ay Ante e ) 13 530 (5 ey IS Ladie g ke
Al Lo sl i€ Lty Al 1) ds gl 6l e Je it LS (g 53 IS S
S adaid JUE Caled) (a3 Aiane G fla il L b Bdle 4l i

Y (B G ol e ye el Caa S

Anall) Lol a5l y il auy Bige g pm (o Jaaly 4 filia Gl 43) &)

b al) B g pay e WY GBS el A Al e Y

A (st Gae A s 4ad pa s 452 (e Ciliall lin 5 g

oAl ey &gl SOa) A LmaY) Augll (B Uae sagay oSy
LaplY) Ll 2ol decay Aadll 43S liey el e iy

363



e e Lilas L i e

o Jlad M@EALAT’J;QJ;GB} J=d 284 d\yoﬁgﬂimdﬁ
daala e ol ) 58 oy A 4l (e a8 ) e 5 saline 483 6 Aoy Adie iy
Lo alay ¥ Gl 4] 58 dad y ClBle 5 Clia) s bl g dlly (IS 72

058

Las ) (05 el U sifia o g3a 13a o) o3 jad) il 3 gad 2ty () (il (0
e sSall g AalailI B juae agaais alaall 085 Ll 8 4 gungd 4S ja Ciiaa
Ol e Gaalae 5 e Dl LS Jasdl e Yy

daad’ Jlae 85 88 Yl 5 A 5aal) dralal) 8 4l 05 53 8 S
4y A Ganaddll s Al o glall & 5Ll 5y pa 8 Lgabina il A )

Bl

Laa) 5 duans) 8 JIall Copa gy W g ol 38l Jamy alS) (o (4l 85 5 O\

k_ﬁm \Ma&tml_’w&)ﬁ.\bjfu&cm

Mﬂ\d&c)ﬁﬂ%ﬁy Mcﬂgﬁid}iﬁ&u\o\jﬁg\:&d\s

'&M@Mq)ﬂywmesm\ﬂ}g@@@u\
.ﬁqﬂ\tﬁ)@\gdy\‘;ﬁ\g_)yjiadi;

sl e B 4 el 4 gl Bl QLS Slae) 8 Gl gl 4 gl
il JSi aa j30 o 2 S a8y o b Al 4l CUSH dadie e die Juas
el i Gasy Al Lo g s 7z yueS Al (8 Gl g Al Hall e 4l ge 22y

A

364



e pllain) Lo pand doadlgd) Al &l ala) oS 8 oasas ol i
Oabandd a5 () gradlell QLS g pul A e 2y aal Cua @il slas
e Laia Lagdl e TS T g Lal ) 8y (oSl Ay yal) 5 sl () spadilel) S

LGV U5 e Al flbia il 1ih LS ) g5 (31pall 5 2LY) 3 il
Lopaia g ) ole

ol il Qi€ ol kil alaall g8 ol (g W S5 (e b O el ey aled
ﬁﬁﬁj&émusJ;MS\AJui‘du_)mu I:AAJL;\A MA@M&EAL}

aie 158 S 13 e e 0
Ledle Lallal (saigll o jla W 58 2
Agalal) Aalill e i ] g WAL

4&.\5;5“.: :\A.A;‘,Mb&ﬁ)bﬂésjﬁuﬂuds@@uwi@a\&j

-

EERC

Aokl bl 553 ol CSaall G e el e daae Rl 2
L)l Adaadll 8 Jaadl 5 alaall Ll  olasdd Ll Y

DS 5 A Al Ayl 8 Lagiauad cpilll (il 8 IS 5 A0 A yaal) i
o) & digll s Sl g jlai paoall Aled b Lile Loy LY QIS (g all
Ja Al illanal) AUy 4] gLVl ST i€ L |85 4 Jie a8
sl sl a8 S LY e gl 13 s LelaSy Gl (a gami S
da (i il ] A il (oSl 8 dBlae ol e Jaisl s J )

L gdie ¢l

365



panadd (8 4iul )3l A b gu ) sodall Al (el A alal Blall 3y
dae yaw S Lyl | gl G an e o e g laa) 5 @A 5 jae IS 88 5 cHlualy )
Lo aal) Sl 38T o glall A A sl Jaey o Ji adail o581 Jaii e

c ol (8 dalat La (5 L 405l 5 Lge DUt 4y ) sl

o o] aa il n agdl o e S 4l Gyad opral Sad) Ui
Lol Ui Lipds 138 (88 el 8 Lis DUl ) Lgia s s ) ) Ayl

ome Jin () el il 5 Cludaly 1 S L i A dgaled) ) g ll (330 (1
Liall o Gl aaied Ll Bal ¢ lall (i€ gl ) of axy aSlg o 5lall g8 Al

5SI

G oY) AL ) A G ads Jad g Al B e sl Q)
Gt Adudal) Al Al Al Uy o e daladl AE e OIS Ganadd
iy Lo Gn e padlad) 4 IS8 (308 iy By B (Y1 ) (gLad)

callds Dlaced e

AUl (5 plad) sl 48y ol by 1 e il (Blacti 440K Al 3 e S 1)
oAl e A0l a i ) @l (IS gsala o) gl Aduddl) ) el )l e
A salal) daxially alaia W) ol 3) Adulill (gl Aty Ganadill Jala s all oda Ll

Sl A 5y ) ) S
Al oo Sag o Aalad) 45 g0 L) MU ) 0 g0 g sald ol (s lad) A8Dle

AT i 5 i) Gty A gt il S e ane 38 (IS A 3 DS
LISl ¢ ad

@MDM}M‘@gjby\&MWMJ&AJuAMJ}Q Az g
ol Jsid osala Gl alel aas e 4 g el aaa Llall Gl all 4 ks

366



O Gl o)l i g mge 0585 O (lall e dese 5l Gyl LY
O sl lld 83 pealaall Ay jaall doag ) il & plaall g 5 Ul 4S8
C O el g gald cpl a8 e Chalat) a8 CnilS

osaler Dladie € G oala ol e T ol (sl € s il S ) U
Of 8 Al Lo 4das o sala (Y saasiall 5 3 jealaall O U o g 5 ol
O pasail e ATl je J 331 Y ol deidl calia e S L IS

sl aie S Al aal Sy 0 sala ol e ST of ) 8 1S | ads g sala

Gl aline addy paill A sagdl oo S al Bl il 8 eiall s
o L el @ lE s AU il o S g el aihais e 58 5 jealadl)
S Lay Jadig Y o (sl Lo 48 Hlally Cagualidll 138 pa Slalaia ol JUll o 3 5

L dde

el sl s ol o Al 23 0l e Basl 5 AT il jy <l
Ll oA e 8 e Hhill G yea s Lild e geaill 5 ¢ giall ) 83 g2l (o s

Glaiy llae dal (e (0 ol Sl il 36l 3 (3 (s odad) g 5 pde (3 b ¢ g e
Jist AlS 4y aadi sgd yualad) agd dad (e Lilid S o ) jean aalall agi
Jaall 28 o) s Aile die 4 J sl 3l O ang OIS Lo gain e QI 13 J iy

Auagill ¢ 5 e IS (e sl s i 5 30

Topic :Religion

) o e i A 53 5 At 3¢l dasa ol asall 4 5 sl 3l

ey walailly ML) (3 el G aady Gpaluaall Gaanai il (128 yall

sy cadall Al 50 Aagbial L8 ) il ol i ale N 5 slaall cailag s
3 i e Sag LS AT 5 saxy G Haill (K1 el (e G plinll o jliie e

An g e J8 delen (g sl aal e Ll 0 Cpaill A saad e ) 4

367



) gl Vi s 235,55 U] Lngdl ol ) i1 5 (o) (30 n e

JER g EU i PRPY PR
e Jie G o AY) Gdll sy S Ly ddle gl Gl (Sl

ala) i€l &y pemnl) ol Aasiall diall Cilaalald) o dalad lag )3 5 ) s il
3¢l anasay 3Oall Lle) aY) Jgb e s dnsdly 4 (S5 e ly dbas
Loy Al laliial) 33y Al pal) 555 ponl sabusa Fmand ol 53 5 5 Kbyt

Cabusall Gl 522 sal) il 5y all

(o 8S  ghs plie da L 3 ) ) 4l «ﬁ L,,SJ.)SJL“ ¥ sS lad 4}‘; sla S
Z OB (e pedal) 2V J) )

i G Apnai ) Apuaial) (g 53 A (g A g Janl 5 505l (3 ding g
ML e g O samai 559 A5 0 g 8 g A e aie Ly alal all ) sa

Agua Al A0 5 ) 5 (il o oyl (5l 5 ) jmaall (o i Ay AY)

a3 A (0 5SE () ie nd gl 59 (pe il o g g sl B e ) sihiall

L i A DAl el aabiaall (AL a5 Sl 0 (53 Gl dasa ol
Adlise 4pelu) dpide Climas

alusall Gl (s 5l dplalall 5 2Dl (a dae Dall b aging 43l alaY) a a9

_@Jﬁﬁ&#&‘&hﬁdid}ﬁ@j@@eﬁm&

dualall skl dalia i Al il sll (10 A sanae pafl Lgs) DU A5y Hlas oy
Oy 2aL LS 4l J gual (e Alasiine dpngie <l sal 2 i i 8l aainall

S ) paaliall ians Ll iial 5 eslaall Asallall Ui sl satinnsY) e V!
-\'“AM.. A

368



a2 DY) Jrad Al ASEal) Al 4 guaill AS s Y1 bl Jlee|
Lal) G geaill 3 3 sale) e (385 Lelae 4 i Led Aol dana a5 Lillaia
oSk &l

AL Agedha] A smi 5l 0 Ul Ayl LY Aalle pass ol Aokl S am
ﬁ‘)u\ é\)&\} UA}A.\” 3;\‘)5'531.9‘\_5 d:\ji.ﬂ\ulr_

Cand) i gla imeiall Al g Aallaall 8l o & jad ) ) Lila 5 bl i
(bl 5 alall Jadl e slaall slaiad () cal G QL) Gile gl e
Ga GMIYL Gl cddyras e end o S5 s gete Gukd Aljlas
Cudla¥) e dxal e celaia¥ly AUl Al 8 4udi DY) da e

bl gl el 3 4 5l

A Las el 8 Lo G Alaldll 2 gaall piad )5 e IS Sl I o8 Gl

Plgil) Cilga Cinnrs o T oY) S b Aal) alie QUSU g pey
Oy el 5 3 Al s (3Ll 5 &y oall Ll (e (ppalusall 48 suaiall 5 200304l
8y () salusall L Jaidl Al 4 sall dpauddl) 455 1) 5 4 jall dpadlul) aaaliall G

Sl ISEY g o el 8 Lae gid 5 Al sk

el Fa Ul B L jsae ) Aad) asede dallae (A alsall e
4 e Al jaa aal g dyall o sede O Jaadls ¢l Gl by jualall
skt Of g ey il 358 Ja) (he L Find O CaeUaial "ag a5 callall

Y] Jind) Ll ddany Lo W) o2paad (S (o A 35 5 4l Gl mllaas )

L) aeall o ) G adly i Vs S8 Y gl 0 Jsil) ) b pualidl) Jomy
Lae Jadll S 13 5 SlaY) Jrdlly (ads ) cSadll o Q8 b 4gl ) daa s Sdy
ot el Lisma gl dlelth at gl delh 5K of ) Gaob Jle 48

369



o asle sed Jadll (e qilal o daal gl lBLaY) sgay (e D el 4tigaa
S e Austall g Audl Cpe cAalaill aiali @l Jal s oSaiey ol a8 ) saa
la)y SalL dalaiall Jadll Gl o Qi) padd Al dgadl o2 5 a2l 5 )
Jinll 3 sa o) S Ll Al 038 W gy aiaing Jaall 35l o8 JLEAYL ansall (510
cre Lo o il la ga gl Jab Jaadl o s i ) sal g lie sasa s yuoan o sild

i g5 40 JlaS

s iy gyl dasa s ks 0 o (8 L) A S AEDAY) & el

LA‘-' 3)335\ Jalad) Sl ‘;Lﬂ@)aj\ O e e é&: M)Jn:\.ud Lﬁ)}}ajn)ﬁ:
LS Ul A Joat el g 2 1) 4ihole s unl A%ias 3 58 (e ik 3

G A i A OIS e J Sl i e e OF Gadl) Gal (e Jineg
OF sl Saally allall Jog 55 (pa 5 dngdall (a galid s 58 (pudill jalld Caa )
S Ui 13) Lel adall el o gy 4 jall disea g (& Dol il Jrs 85 1 pa Al
Lol desall 3laadl elaef (a5 ale JY) el se (pn ) paill b dlaall Aalill (g0 4 5l
by A adl oy s 3l Blall (o Ay el o (s 48R 0 (ual) ) Gl
hiall Cangdl & 5 e Gl Gud ) Jal sl ey S8l e el il e
Ladal) Ay pall sa Bale 4 pdl LIS LSS 5 Al 5l quas o) Ainlasy

3kl (5 pme A el Al JLaiS pliayy o8 51 oa (5 O Glas¥) e ausd

Clam g 1 Vg Ay pabanall ) A yally (Bhaial) il Sill Jomy 5,
e 380 Tl ) im0 sy Y L) Jlae ) (e LS L
G Al JSE s a4l iy o glas) JS e gl 0 shadl 4 ) seen 255 0
A all b sl Jsas Ol Jla S e U i Al el i al) i

lalla il

A el auds Jaxy g Aillaall 4 jall 4l ey of gadaivg Jasiall (luiYls

Ltinadid 288 O Sy &y all A g Gl Jially 5 AENAY) 3 5l JS (a6

370



Economy:Topic

SSaanall @S5 Ao il Jlgdl pe 0S5 Al Boadiall Adlend N L) o) L8
&) el dglland 5 JUES Ay el Baas desiie ddase ST ALy L) ¢ 8 i)
Cliladl) allas 5 Gl a5l 8 calSs aaiill ) Lgiase o aadill ds s
Iy Gl 3ig Basiall LY (8 ) AUy ge (B G pdall okl o A e

aall Cplailadl 5 45 sagall Lapusal) IS LI aa

lindill 5 Adleal) bl 58 LG e elasll caled Lad adulow calad N
Al 1 Al o3ey (e (g3LaBY gl Gl Caje i

Ll 4 zegill Ly prans glua sl 8 A ) A5 s¥1 Jsal) asen (S5l 1A
ST il Sl Alaldl agasll ) Wl jaa i A all Al cuils
Jleadl Lo ¥ 3ol cladall o dlland il Ll dujlae 8 )0
8 male Lslue (o Dl (ks culS lly Lo Ao pdll LS ol ) dpda

Ol Jabs Aol as e delaia ¥ clilaally

Jul (el A o gl e aal ge die dglland Hl 4l sac ) culS 8
Lo IS ol alsdi lase (8 (BYAY) e clals 55l Jadia JS (g llie) Jaay

YIS Al ae

sl i) agally (330 Calla (g Alalall Al (35S ol Adlall e Bliad) (oSS
sl g ) gl

B Gilatia g Gladd alay) Lﬁi

371



sl ety oSlle o AL DA (e 4iiind G iy 5 (iak olll gaen
ALl el dging Lo 138 5 AV e SIS il (gole s (Bl agie IS as
Loy Lt a5 (§ guall o )

Al i e Gudlall G laall (e 3 gane 230 (o pali o) g (e G Jal uial) alad)
S LS &l s Ll (5 i e QS LS J ol (any filaay s oS Alle
Cany ol Lt 4 ) Lig ol 4 QI cliDlal) ASus Il alfial o e
Gundh bagiu 2y 3L e Dl lainY dan s e 3ol LYl
S 5 1 50 Ay 5il) Albaal) e 4l e OIS Le (gl B ol B s
Ban gall 5 sall Ailaie oli) 8 Jamadll ol (e SN Ay g5 Y1 A8 A Y)Y
Ly sY) COleall aal lad oy ) ey ALl a8 AU e S Lee Sy

Aidia 4 gie A (glai (8 Lialiail 5 Lol ) Glany Lguan

Lo S8 a1 IS Casd Afione il shad (e gl Lo Ao g sal) ddasll ()
Ay S5 Al La) A bl (5 S AS 0 ol Ase sl e Coeae A8 5 5

Basl g dady V) AJdgLAe,AA-Je\-Jy\ Q‘eﬁgﬁt

w@w\ &JJLAA]\ ua...\la.uzdjﬂ\ (:1.\5 bJJ;.ALAC}uAJJ 2-.-“"‘1\ Jalaall d}ﬂ
128 iy g Lgaudi 8 jlaall Lgia dagl )l 45 garaall & yig 3 puldl) 2 all § Clidiall
Ladl

Lyl daladll (e cpdall i) <l g i) Claual slic) Ua dad AS s
Lnlaall ol agall Joad ¥ UL 5 4 5 el aghian Dbl A all J sl V£ 568
Osomidy (rae Ladl s Guidh el (5 sl Jlee Y ol jae S Jual ) 45
Lemsts A0l cliinall (8 Gl (S 6] g 2] g 5 i) lsal (nd aglas 4]

Aeie il A8 DA el LadEs) ey

a1 sa¥) a5 Hlaal (e (i Al sl

372



sl Cadds s aaiiall pe g saadiall Adland Il 8 jeaie aal U3 les S a8
LBV G e oy s Jland 1 S8 Y Gl Cajlaall @il il e
slle @i gl oSl Glsyally Gpladl G Al Glldadl s
Jee (8Ll 2a 55 o iy Baas o jliie e ) sedil B e LT () sallessd )

Leale Lo s (g (Sl Ao gial) Al (o cdimall eanll Caiail Bana

luae Lasay ey Ml 32l jiall 43 puall o g 5 4y J8all (a5 8 Jie
Al b N 5 YV AS ety

Gl gl de et o e Alland N dh 8 el i) e i Al elld apan g
il 4Dy o ) (5 She (i Sy 5 ALl Laa jie il das ) (5 sl
Gad (e e sl 43D aa Lo Lgdy pui g ey s 55 lanall bl deliva
Go e Gl Uy g oall elld 8 Ly Gl g5 Ay (sl clailall (4 3 5
@l oo Ll Jlie¥) cpm A dd Glaldal) d8is pi 050 ddlall diagl)

Aol gl delaial Alae e ya jall (da

Salaill 5 Al 5y goal Simay Alialiy Ao je dsdd ludY) dad Ciaval s

e 338 Lpudi ol Gl e ) Bl 3yl A A al) Jsall Gl Ladie
2 o8 Wity sl o Jsanll 8 SV ik dpms dblee (3
G g g e amy (K1 Ladil g g oy gaall o2 o g4 UGN Led Hla g Adlial) Apaml)
Lenill Ciia a3 b Lgwdl Cang oladY) oda 8 ) Jle ALk
zal ia Gl A A s das e 5508 caspal & Y5 A slhadll
ple JS Ladd Lgia oo jAl) ansdll 2y )Y 93 jlle 560 daxine gl 028 & sana

Jokke 40

) el Jie 4 sall il sall T gracal el 5 o gl o e Saall bl

373


http://www.aljazeera.net/in-depth/arabic_depts/2002/4/4-30-1.htm
http://www.aljazeera.net/in-depth/arabic_depts/2002/4/4-30-2.htm

Ugan sale) o DY) e 330 A dpall Jsall clad doall 2l (g gaia
dalall e e Y Bl il Lea el 31 (3 2aad) caitlall Ja g ol a8 g Led g0
_U’_ﬂc«\‘);:}“ a&du;‘;_aﬂ\ L_sj\

L Ay pall LY 8 A0l COVDUAY) o8 il Ja L Jslall oS
Al Jsall (b Aas ol L cilSh ol gy Jla 40 e Sl dagm of dlaiudl
) go Al Alall s sall Ja g 58 3 5 g 1 ) 3 ylaae Lguadi Coaa 5 Al
& Lol Al Jall le sl Il Jsal) elid) 5 dgall S (5 saia S Lgie Ayl sall
S ol ) A el Al Gl § A delainl g dpaliatl Clulis
il g agill (3 0 Lalkay A g Jo 5 i) dia ji8al) Ay jell Jsall glizadly
Vi e sale Led pa gt Al 5 dalall Leh g i L) clial Lai) g Cand oyl 5l
Gl Les Alall Jall il ae m)bedi Al () 5o dua yiiall Jsal) 345
Loy s go diaa LS G el Ay pell Jal) g Jalall 8 dilise jplee

Al il s e 2V

Social Affairs:Topic

Telaa¥) Eadly clulall 3K e ge b obaa Biaa &y jeas dibaas) <Ll
B85 pan o sale Ol 8 Al 7l ) Al ] Al 8 ellia () ) Al
z ooV Gallal Lga e O i e g 5 Aa g3l an daaall 05S5 O e 550 e

™

Loy

35n 55 Ak sie we 4 el 30 (e g sl 138 (B el 35 ) LT LS
SV Ol Gy 3 Ly 8 el Al ol IS G g sl 138 e ) Als
L (bl (3 81yall sllne) e 5 50 L 81 Al JS G sanl 5 )5 Al

(Bhlal) sy el g daanll e L J3l 81k (e

374


http://www.aljazeera.net/in-depth/arabic_depts/2002/4/4-29-4.htm
http://www.aljazeera.net/in-depth/arabic_depts/2002/4/4-21-3.htm
http://www.aljazeera.net/in-depth/arabic_depts/2002/4/4-21-2.htm

e s da gl daany w0 Vs il el candl el Al oY 5a Siiay
s 3 pall s (8 5l Lea o) Lo 55 Y (S Lot (i 3 Ay iall 51l
ale (e sl C¥s bl lasie Galaladl ol Lggaebue aaf 2 5 5 3l Jlae )

el sl e 5 ol b e ) Layy 5z 50

SV Aeanll Ga ol slhae) i LuSleY) bl Gae o JSAL sl
o Cplaiall day b dall O Jliiely S e el e aill bl da g 3l
Loy (3l ()l 1 ol (33Ual) o jlial 5 LIS 5 ol Lguza g 1) Camy 32 (3l

I\ SCH PSR (Y PR Y S B PSR PR PIVEL R i i

Giny my 8 Guladl) G SL8Y) 5 Ggaall ag Y1 alaall (55l 8 ela S
Sie 6 @l cula idl 13) L 1 yall (Bl o (Say 45) ALl 028 b i
i) ay Al Lga 55 L 58 13) 51 21530

Claa sy ) @3l Y are 2 35 ) Liagl 50l jean 8zl 3l Ol o SN
.S

o Aslar (ol ada Al Lpla) cilagiall 2ad gL g &) Y1 g o ol O A LY
A8 Aglle sl cilagiall ol JS Cijdgi 10D (LB (e dpdad o] olad) B AS Al

O i QY e 13 Gl deley Jladly alAN Y glas dlld oo il alg dslaad)
Ll ol elaadl Jadll 7 g) Gl oo Aclaadl o3¢l A0IM) A jal) b Sae llia
Jgad) g el it A S Gl kY g el gadl e Jad aaiad g8 AL g (Wl 3

(Lelal A8 jall S alaniV) ey Y Lgils sala oladl 8 delaall 4yl 38 5al) Jlass )
G pay Jadll ) Leaday @lld g 63 lalaall 5 dpnaill slasinl) 55 ellad B0 Lails @lligh

e Al dclaall o Lpuds UY Leie A glan A 4585 Jadll 138 dapla e il

'LAJJJ

375



Gle 5ol Aol o glaally Aalliae Leudi yried Ay el Cladiaa) 8 30Y0
Aas o pall g Aaludl dgal ge 8 Lgallias 5 Ledlas e g laal)

Lia¥) D) Guils ) caina) Anle | Clldan s A ) Cuntiod Y A el Aalul) o
b Jaally a5 5ol ) Wlaam Jy el piid) e sl e caign Yl
8 e elan Jad aie Al i o Sl (e IS @lld S delaal) Jaly clelill) Caliss
i LS el 5 Adaludl U8 (e ¥ 5 sl adbaad) o) 8 A J8Y) e s e Y)
Losdta Apallall o yia La olant) 8 La )y glad aaiy ¥ (1) 6 peall o ghadlll 5 0 gaal) i die

L g la mag

S A LY s e laall Jadl) & 55 ol il gy ) Zle V) e Jad 33 sl |l
A Al Gl y lladl e el 8 delaadl (o 0l Lgusdi 5 ydina Jadll B3 o
Boalkadl 5 Al Ale W) Ll s aans

Claall 5 pdbaal Ly 5 Waaliie) Cua (e 201 Lends yoiad Y 40Y) o34 (3 LA (e
335 Ll e o 08 oY) aae Cam e das A1 4y dalim i Gl selall
e s iy ey Gl delaall (o cabiall 4de V) agandis Lload e glaall Jadl)

shan (o Aliay o uiad Llall) Al Jus Anle W) (s Lo 3 kaill A Glasy)

s o LAY 35 p alel Lo 023 3le V1 (e Loads il ) 20Y) o2 (1
delaall Jad Gl (o G snill 4g o585 O Gaaty 2) Jrdll aaa g Aaiday Blay (55858
pa Nl anally S 348 (e alicd Lo IS Aule ) 4 a sl o) paiall e OIS (63

daal sl

Aagles g 58 aaty o6 L 50 (e Al BIeY) e Lendi A0l A1 o 85 o 2ay
SV 5 ) saey 8 Ale V) Jad e 4S 55 A £ Al a4l a3 () Jadl

376



Appendix 3

Some samples of results :

Correct ones with no exceptions

11.buck.txt
Sentence: 2

.wmn Aljn fSAEdA ynbgy EIY EmAI Al<gAvp wAISHAfyyn tsjyl
>nfshm 1dY AlsITAt AlAndwnysyp fy bAndA [t$yh EASmp wW<ETA'
<XTAr msbq En >y xTT lIsfr xArj Almdyntyn Alr}ysytyn fy Al<glym

Nafs form; >nfshm

Referent: WAISHAfyyn

Sentence: 6

. wqd >bdt bED Aldwl AlbArzp bAInAdy dEmhA IXTp tjimyd gyr >n
Als&Al Al*y yTrH nfsh ytElq bAISrwT Alty stwDE EIY >y AtfAg mn
h*A AlnwkE

Nafs form: nfsh

Referent: Al*y
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12.buck.txt
Sentence: 7

wrfD Alms&wl Al>mryky tSwr synAryw yzdAd fyh AIEnf bsbb
<HsAs Alsnp b>nhm hm$wA fy fgAl fy AstjwAb fy nyrwby Alty HDr
fyhA twqyE AtfAq AlsIAm AlswdAny ywm mn yhm$ AlmsiHwn
>nfshm mn yfEl . wim nstbg snrY ywm ynAyr <n kAn Alsnp rADwn
wlhm frSp . wimA Tlb mnh tEryf AlnjAH fy gAl <nh AntxAb Hkwmp
tmvl kl AIErAgqyyn wt$kyl gwAt >mn gAdrp EIY HmAyp AlblAd mn
AlmsIHyn wmn AlgwAt Al>jnbyp

Nafs form; >nfshm

Referent: AlmslHwn

14 .buck.txt
Sentence: 6

. wymDy AlkAtb gA}A <n fkrp wSwl qyAdp $yEyp mntxbp <IY gmp
AlsITp fy AIErAg tvyr mxAwf Al>nZmp AlErbyp swA' tik Alty ywjd
byn skAnhA $yEp >w IA . wThgA llkAtb f<n AIEAhI Al>rdny kAn
AlzEym AIlErby AlwHyd Al*y Ebr En tlk AlmxAwf EIAnyp bynmA
AHtfZ bhA Al|xrwn I>nfshm

Nafs form: I>nfshm
Referent: Aljxrwn
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Sentence: 7

. Iknh yngl En mElqyn Erb qwlhm <n mA yxyf Al>nZmp AIlErbyp
Haygyp lys wSwl AI$yEp <IY AIHkm fy AIErAq w<nmA
AldymqrATyp nfshA Alty ymkn >n tnt$r <IY Aldwl wAI$Ewb
AlErbyp AlmjAwrp lIErAq

Nafs form: nfshA

Referent: AldymqrATyp

15.buck.txt
Sentence: 12

<*A kAnt <srA}yl Alty tEAdynA fk>nmA nryd >n nhAjm swryA Ikn
IA nryd Alswryyn >n yHmwA >nfshm

Nafs form: >nfshm

Referent: yHmwA

- Correct (exception as a conjunction)
1-34.buck.txt

Sentence: 7
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. Ww>WDHt AlbyAnAt Alty k$f EnhA gAnwn Hryp AImEIwmALt >n
nZAm tjnyd >frAd Aljy$ AlbryTAny ZIt Alsryp AltAmp tktnfh HtY En

wzrA' wms&wly AIHkwmp >nfshm
Nafs form: >nfshm

Referent: wms&wly

2-56.buck.txt

Sentence: 3

. W<*A kAn AImwATn AIEAdy yErb En An$gAlh mn hymnp Allwn
AlAHmMr EIY AIAjwA' AlAntxAbyp wAIHzbyp wAlsyAsyp fy twns
f<n Alnxb wgAdp >HzAb AImEArDp >nfshm yqrwn bAIxIl Al wWADH
fy myzAn AlgwY AlsyAsy wAIHzby fy twns HAIyA ISAIH AlHzb
Al*y yntmy Alyh >glb kwAdrAldwlp

Nafs form: >nfshm
Referent: wgAdp
3-80.buck.txt
Sentence: 5

. ygwl >nA >tnAwl TEAmy b$kl EAdy VIAv wjbAt EAdyp wlA
>tnAwl h*h AlbrwtynAt Almrkzp <IA fy AlmEskrAt wmA >gl h*h
kmA >nny >tdrb bSHbp mdrb ErAqy >$rf EIY tdryby mn* >n knt .
wim y$Ark mHmd Ebd AlImnEm Ely <IA fy mEskr xArjy wimdp
>sbwEyn fy swryA gbl dwrp AI>IEAb AlErbyp wkAn gblhA gd AnDm
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<lY mEskr tdryby fy lknh qTE gbl whw sEyd bh*h AlmEskrAt Alty
ytEIm fyhA Alkvyr kmA EIY Alrgm mn >n AlrbAEyn Alswryyn
wAImSryyn >nfshm AstEdwA lldwrp AlErbyp nfshA bmEskrAt
tdrybyp fy Almjr wblgAryA Astmrt fy bED Al>HyAn <IY >rbEp >$hr

Nafs form: >nfshm
Referent: Alswryyn
4-139.buck.txt
Sentence: 9

. AntHAry yqtl xmsp bynhm DAbTAn bArzAn bAI$rTp wTflp fy
AlHAdyp fy hjwm EIY mbnY Hkwmy wmjmwEp <slAmyp mt$ddp
tTlq EIY nfshA ktA}b AIHrmyn tEIn Alms&wlyp En Alhjwm

Nafs form: nfshA
Referent: wmjmwEp
5-184.buck.txt
Sentence: 23

. WkAn AIHAKm Al>mryky fy AIErAq bwl brymr qd SrH AlAvnyn
b>n >tbAE AlSdr wDEWA bAIfEI >nfshm xArj nTAq gyr >n AlSdr rd
EIY *lk bAlgwl <nh bAEtbAr AlwlAyAt AlmtHdp Ih xArjA En
AlgAnwn

Nafs form:; >nfshm
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Referent: wDEWA
6-228.buck.txt
Sentence: 13

<IA~a >n mn ygrr fy nhAyp AImTAf mA yun$r EIY AlmwgE hw fryq
mn AlxbrA' Al*yn ygwmwn bmrAjEp wtgyym bAI<DAfp <IY
mtTwEyn mn wsA} <EIAm kbrY wr}ysyp fy wSHfyyn wmwZzZfy
wykylyks >nfshm

Nafs form: >nfshm
Referent: wmwZfy
7-230.buck.txt
Sentence: 2

WgAl AyhAb AlHsyn AInATq bAsm wzyr AldAxlyp fy Hkwmp
HmAs AlmgAlp An Al$rTp Atx*t h*A AlgrAr 1Anh 1A ytmAS$Y mE
AIEAdAt wAltgAlyd .wgAl bED mAIlky wmdyry AlmgAhy Almnt$rp
EIY $AT} gzp IwkAlp AIAnbA" Alfrnsyp Anhm fwjjwA xIAl
AIAYyAm AlAxyrp bgrAr Al$rTp mnEhm mn tqdym Al$y$p wbEd
AtDH An h*A AlmnE hw EIY tgdym Al$y$p lInsA' .wgAl Abw AHmd
Al*y ymlk mghY EIY AI$SAT} An AljmyE y&ydwn mnE tqdym
Al$y$p llgASryn wikn 1A yjb mnE AlnsA' mn wbxASp A*A kn ydxn
fy AldAXI wlys fy . AmA n$AT whw mAlk AHd AlnwAdy AlbHryp fy
gzp fqd gAl Anh Astmr btgdym Al$y$p wiknh xsr bAIm}p mn zbA}nh
bsbb grAr Al$rTp mnE tqdym Al$y$p .mn gAl DALT fy $rTp gzp
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IwkAlp AIAnbA" Alfrnsyp An mA HSI EndmA mnE bED rjAl Al$rTp
ASHAb AlmgAhy mn tqdym Al$y$p b$kl KAml kAn bmvAbp sw'
tfAhm HtY AwDHt Ihm AIsITAt AImEnyp An AIAmr ytElg bAInsA'
wfy bED rdwd AIfEl AI$Ebyp EIY tqwl snA" why TAlbp fy AlJAmEp
wrbp mnzl wAm ITflyn tEtbr nfshA gyr lknhA tltzm bAlglyl mn
tEAlym AnhA Dd Al$y$yp wtdxynhA swA' lIftAp >w llrjl fy >y mkAn

Nafs form: nfshA
Referent: wrbp
8-233.buck.txt
Sentence: 9

fy gDwn gAlt jmAEAt Hgwg Al<nsAn <n <dAnp AlgwSy IA tDfy
b>y HAI mn AI>HwWAI $rEyp EIY mHkmp jwAntnAmw Alty twAjh
$kwkA wtHdyA mn jAnb jmAEAt Hqwq Al<nsAn wAImHAmyn
Almdnyyn wAImEtglyn >nfshm

- Correct with Number (tamez)
1-357.buck.txt
Sentence: 21

. TEIY sbyl gAm AvnAn mn byn kil viAvp nAxbyn fy flwrydA btsjyl
>nfshm EIY >nhm dymqgrATyyn

Nafs form:; >nfshm
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Referent: nAxbyn ( number)
2-367.buck.txt
Sentence: 4

. w*krt wkAlp AnbA' $ynxwA AlSynyp >n AlhjmAt wqEt gbyl Alfjr fy
bldp kwjA jnwby $ynjyAnj whbd>t btfyjr gnblp mHIlyp AISnE wbEd *I1k
fjr >rbEp AntHAryyn >nfshm msthdfyn mkAtb Hkwmyp

Nafs form: >nfshm
Referent: AntHAryyn
3-548.buck.txt
Sentence: 20

. gAm sbEp >$xAS fy gryp sAn bydrw kwtwd b$mAl Alflbyn bdg
>nfshm bAImsAmyr <IY SIbAn fy tglyd snwy tEbyrA En . wfymA
tErb Alknysp En AstyA}hA tjAh tlk <IA >nhA tjt*b Alkvyryn
Im$AhdthA

Nafs form; >nfshm
Referent: >$xAS
4-809.buck.txt

Sentence: 18
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. WwkAnt mHAwIAt Altfjyr Alty $hdthA Indn gqd jA't bEd >sbwEyn mn
<qdAm >rbEp AntHAryyn EIY AlgyAm btfjyr >nfshm fy wsA}l Alngl
AlIEmwmy fy AIEASmp AlbryTAnyp mmA >sfr En mqtl $xSA

Nafs form: >nfshm
Referent: AntHAryyn
5-810.buck.txt
Sentence: 4

. WkAnt tfjyrAt Indn Alty wgEt fy ywlyw tmwz AImADy qd >wdt
bHyAp $xSA bmn fyhm Almfjrwn Al>rbEp >nfshm w>Syb $xS bjrAH

Nafs form: >nfshm

- Eroor case of plural (total number 7)
63.buck.txt

Sentence: 5

. W>$Ar AtHAd AISlyb Al>Hmr Aldwly <IY >n t$jyE AlmjtmEAt
Almnkwbp EIY AlgyAm bmbAdrAt I<EAnp >nfshm >vnA" AlkwArv
>w bEdhA ymvl EnSrA >sAsyA fy Altxfyf mn wT>p AlkwArv

Nafs form: >nfshm
Referent: Almnkwbyn

504.buck.txt
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Sentence: 6

. w$hd mxym nhr AlbArd lylp AljmEp A$tbAKAt mtqTEp bAI>sIHp
Alxfyfp fy AImnATq nfshA

Nafs form: nfshA
Referent: bAl>sIHp
601.buck.txt
Sentence: 15

. wy$dd AIEb~Ar EIY IA twjd hnAk HmAyp mA}p fy . wyrdf hy
TbEA KIhA ttx*hA swA' AlIm&ssAt >w Al>frAd IHmAyp >nfshm mn
AljrA}m . whw yrY bArgp >ml fy kwn AIwEy bjrA}m tgnyp
AImEIlwmALt y$hd mtzAyd fy mnTgp Al$rq . hnAk <HSA}yp fy h*A
AlmwDwE tuZhir >n AlwlAyAt AlmtHdp tEtbr Alrgm EAImyA fy
Al<nfAg EIY AIHmAyp wylyhA mnTgp Al$rg . wfy Al$rg Al<mArAt
hy mn >kvr Aldwl Alty tnfq swA' km&ssAt EAmp >w $rkAt xASp
IHmAyp >nfshA mn AljrA}m Al<lktrwnyp >w mn AlhjmAt . wyErb
AlEb~Ar En AEtgAdh b>n hnAk sbAgA byn Almjrmyn wbyn HmAp
fy mjAl AljrA}m AImElwmAtyp

Nafs form: >nfshm
Referent: mjrmy

604.buck.txt
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Sentence: 7

. WkAnt qd shqt jIsAt AltsAwr AHtgAnAt syAsyp <* >Eln Hzb Allh
wEwn AstEdAdhmA Illnzwl <IY AI$SArE fy HAI Edm tlbyp whw mA
rd~ Elyh fryq Al>kvryp bAlt>kyd >n AI$ArE sygAblh $ArE . wbynmA
tuEtbr h*h AljlsAt bmvAbp AlfrSp AlAxyrp >mAm AlIHwWAr tqwl
mrAslp by by sy fy byrwt ndY Ebd AISmd <n jlsAt Alt$Awr stkwn
HAsmp fy tHdyd AtjAhAt Al>mwr fy AlmrHIp . yu*kr >n EddA mn
jIsAt mA sum~y HwAr qd AnEqd byn AlgAdp >nfshm bhdf AlAtfAq
EIY AlmsA} AlxIAfyp fy wtwgft bfEI AlHrb Alty $nthA <srA}yl EIY
w*lk gbl >n ynjH AIHWAr fy AltwSI <IY HI I>kvr AlgDAYA AlI$A}Kkp
why mSyr Hzb Allh

Nafs form: >nfshm

Referent: EddA

-- Error(too many candidates)
77.buck.txt

Sentence: 2

. ftHt EnwAn mjzrp IA gAlt AltAymz <n qtl TfIA ErAgyA EIY
wtSwyh Alkvyr gyrhm bfEl syArtyn mlgmtyn >vnA' timE [IAHtfAI
btd$yn wHdp jdydp 1ISrf AISHy bbgdAd yEd >b$E AI>fEAI Albrbryp
mn* bdAyp Hrkp Altmrd . wgAlt AISHyfp <n AlHzn wAly>s Al*y
y$Er bh >gArb AIDHAYA yEbr En Al<HbAT wAlgDb AIEAM mn
AIEnf Al*y >sfr h*A Al$hr wHdh En mqtl ErAqyA EIY Al>gl whw
AlgDb Al*y Atjh >HyAnA <IY gwAt AltHAIf gyr >nh ynbgy >n
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ytHwl <IY wAlkvyrwn mnhm mn xArj Al*yn thdf >fEAIhm <lY
>HdAv >kbr gdr mmkn mn stk AldmA" wAIdmAr . w>DAft <n hdf
>pw mSEb AlzrgAwy Al<rhAby Al>rdny Al*y yxTT >glb AltfjyrAt
wWEmIyAt AIXTT wAl*y qtl bnfsh Edp rhA}n grbyyn hw JEI AIErAq gyr
gAbl w<ygAEh fy dA}rp IA nhAyp IhA mn Almwt wAXtTAT AlrhA}n
wAIHylwlp dwn <jrA" AIAntxAbAt Almqrrp fy ynAyr/KAnwn . w>mA
SHyfp Al<ndbndnt fqd Hmlt fy tgTythA Aldwlyp Swrp IsyArp tbdw
[VAr AldmAr welY jAnb AlSwrp Tfl yDE ydh EIY Zhr Tfl >Sgr wqd
bdt EIY AlSgyr EIAmAt war> AltElyq >sfl AlISwrp Alm$hd bEd gArp
>mrykyp EIY mdynp AISdr >fgr >HyA' bgdAd wAlty >sfrt En qtl
vmAnyp ErAqyyn EIY . wgAlt AISHyfp swyt mnAzl bAIArD wWAStEIt
AlnyrAn fy ESrAt AlsyArAt xIAl Emlyp wgd AHtmY skAn sAmrA'
Alty qTEt AlgwAt Al>mrykyp wgwAt AlHkwmp AIErAgyp AlkhrbA'
wAImyAh wgAlt <n Alkvyryn >SybwA fy tbAdl AlnyrAn

Nafs form: bnfsh
Referent: AIXTf
83.buck.txt
Sentence: 9

. warrt AlmHkmp >ms Alxmys t>jyl jlsthA b$kl mfAj} bEdmA Trd
bhiwl mHAmyh mTAIbA bmnHh AlHq fy AIdfAE En nfsh

Nafs form: nfsh

Referent: AIdfAE
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89.buck.txt
Sentence: 5

. wqd >Sr mylw$yfyt$ EIY AIdfAE En nfsh bnfsh fy mHkmp yEtbrhA
gyr gAnwnyp

Nafs form: nfsh
Referent: AIdfAE
Sentence: 5

. wqd >Sr mylw$yfyt$ EIY AIAfAE En nfsh bnfsh fy mHkmp yEtbrhA
gyr gAnwnyp

Nafs form: bnfsh
Referent: AIdfAE
105.buck.txt
Sentence: 21

. WgAlt fyky <*A knt fy HmAyp gqwAt f<n *Ik ySnfk EIY >Hd jAnby
AISrAE nHn >TbA' mHAydwn wASTHADbnA IHrs msiHyn 1A ygyr
h*A . wHtY AlmnZmAt Al<nsAnyp AIADEp II>mm Alty ysyr
EAmIwhA fy >glb AI>HyAn tHt HmAyp gwAt Al>mm |A t>mn EIY
nfshA bEd slislp AlhjmAt Altfjyryp Alty Asthdft mgrAt Al>mm
AlmtHdp fy bgdAd fy >gsTs/ |b w>ktwbr/ t$ryn Al>wl fy AIEAm
AImADy
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Nafs form: nfshA
Referent: Al>mm
114 buck.txt
Sentence: 3

. wtgwl AISHyfp <n EIAwy xShA bmgAlp gbyl tsim AlsITp rsmyA
IHkwmth mn Al<dArp Almdnyp Al>mrykyp AI>rbEA" wseY fyhA
<lY >n yn>Y bnfsh En AlzEymyn Al*yn ygdmAn AIdEm Ih whmA
twny blyr r}ys AlwzrA' AlbryTAny wjwrj bw$ Alr}ys Al>mryky

Nafs form: bnfsh

Referent: AI>rbEA'

-Error as verb and noun look the same
394.buck.txt

Sentence: 8

. s>Ith En AIEA}q AlHqygy IslAm >jAb >EIm >n AsrA}yl jAhzp
wlknny Ist mt>kdA >n AlflsTynyyn jAhzwn fElyhm AgAmp nZAm
Hkm dAxI AlHrkp AlflsTynyp ykwn Iky ykwnwA gAdryn EIY Hkm
>nfshm b>nfshm gbl >n yHSIWA EIY AstglAlhm . AI$Eb Alyhwdy fy
h*h AIArD Hkm nfsh gbl snwAt mn HSwInA EIY AlAstglAl wiwlA
*lk mA knA InnjH fy EAm vmAnyp w>rbEyn r&yth IIHI AlAn ttrkz
ElY AEtrAf mtbAdl bAlHgwg IHI AlAzmp wi>n AIwWDE lys k*Ik
AlAn fhAlyfy ElynA AIEmI llwSwl <IY tfAhm lIHI Twyl AIAmd
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wxIAl *Ik ykwn 1ITrfyn >HIAm wmE Alwqt ttIA$SY AIAHIAmM wnSlI
<lY AlwAgEyp h*A Hdv bAsrA}yl wllAsf *lk Im yHdv bEd End
AljAnb AlErby w AlflsTyny

Nafs form: nfsh
Referent: Hkm
812.buck.txt
Sentence: 24

. WTAIb AlzEym Al<xwAny bAI>$rAf AIKAmI llgDA" AImSry w<IgA'
AlgwAnyn AlAstvnA}yp wAI<frAj En AlmEtglyn Al*yn AEd bEDhm
nfsh lIm$Arkp fy AntxAbAt mijls AISEb mvl ESAm w<IA f<n
AlAntxAbAt stkwn ksAbgAthA >y An yktsHhA AlHzb AlwTny ysmH
bwjwd $kly IImEArDp kmA hw AlwDE AlHAly Hyv ywjd EDwA
mEArDA fqT bmjls AISEb mn mjmwE Akvr mn EDwWA

Nafs form: nfsh
Referent: wAI<frAj
876.buck.txt
Sentence: 7

. lgy bwl msAEdp Edd D}yl mn gwAt Al>mm AlmtHdp IdY bd'
EmlyAt vm wjd nfsh mrgmA EIY Alljw' <IY Alr$wp w>sAlyb ttsm
bAIHylp fy bED AI>HyAn I<ngA* >frAd >srth fy AlbdAyp vm <ngA*
>If wmA}tyn wvmAnyp wstyn $xSA
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Nafs form: nfsh
Referent: bd'
909.buck.txt
Sentence: 13

WgAI jwnswn Al*y f$l fy EAm bAIHSwI EIY >SwAt kAfyp IAntxAbh
ImnSb nA}b zEym AlHzb Al*y *hb <IY hAryt hArmAn AlgA}mp
HAIyA b>EmAI zEym AlHzb <n Hzbh bHAjp <IY tjdyd nfsh bEd
EAmMA mn wjwdh fy AlsITp

Nafs form: nfsh

Referent: tjdyd
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