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## Sbstract

The results of a numerical investigation of the Rayleigh-Ritz method for the approximate solution of twompoint boundary value problems in ordinary differential equations are presented. Theoretical results are developed which indicate that the observed behaviour is typical of the method in more general appiications.

In particular, a number of choices of co-ordinate functions for certain second order equations are considered. A new algorithm for the efficient evaluation of an sstablished sequence of functions related to the Legendre polynomials is described, and the sequence is compared in use with a similar sequence related to the Chebyshev polynomials. Algebraic properties of the Ragleigh- Ritz equations for these and other co-ordinate systems are discussed. The Chebyshev system is shown to lead to equations with convenient computational and theoretical properties, and the latter are used to characterize the asymptotic convergence of the approximations for linear equations. These results are subsequently extended to a certain type of non-linear equation.

An orthonormalization approach to the solution of the RayleighRitz equations which has been suggested in the literature is compared in practice with more usual methods, and it is shown that the properties of the resulting approximations are not improved. Since it is known that the method requires more work than established ones it cannot be recommended.

Quadrature approximations of elements of the Rayleigh-Ritz matrices are investigated, and known results for a restricted class of quadrature
approximation are extended towards the more general case.
In a final chapter extensions of the material of earlier chapters to partial differential equations are described, and new forms of the 'finite element' and 'extended Kantorovich' methods are proposed. A summary of the conclusions discerned from the investigation is given.
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## Chapter One

## Variational Calculus; Problems and Methods

### 1.1 A Historical Introduction.

In 2696, at a time when the study of the maxima and minima of functions of a finite number of variables had already played, as Courant(1) says, a decisive role in the development of differential and integral calculus, John Bernoulli suggested the following problem:
"Among all paths joining the points $A$ and $B$, find that path along which a mass particle, subject only to the influence of gravity, will travel from $A$ to $B$ in the shortest possible time".


Fig.1

This problem, known as the brachistochrone, was novel in that it involved an infinite number of variables, the position of all points on the curve AB. The mathematical expression for $T$, the time taken, is straightforward and is giveh by

$$
T=\int_{0}^{x_{0}} \sqrt{\frac{1+y^{\prime}}{2 g y}} d x
$$

The time $T$ is therefore a function of the curve $J$, which must satisfy

$$
y(0)=0, \quad y\left(X_{0}\right)=I_{0}
$$

Other problems came to be expressed in this form. One important problem which can be so expressed is the determination of the path of light through a medium. Fermat's principle states that light travels between two points so that the time taken is a minimum with respect to times taken on other possible paths. This is clearly closely related to the brachistochrone, and can be expressed mathematically in the following manner.

Given two points $A\left(x_{1}, y_{1}\right)$ and $B\left(x_{2}, y_{2}\right)$, in a medium for which the velocity of light $v$ at any point $(x, y)$ is given by $v=\nabla(x, y)$, determine a curve $y=y(x)$ joining $A$ and $B$ such that

$$
T=\int_{x_{1}}^{x_{2}} \frac{\sqrt{\frac{1+y^{\prime}}{}{ }^{2}}}{v(x, y)} d x
$$

## is a minimum.

Another class of variational problems which arose were the isoperimetric problems, of which the classical example is
' Determine the equation of the closed curve of fixed length which encloses the maximum area'.

It is straightforward to see that the curve must be convex, and we may assume that it is symetric about some axis, which we shall assume to be the $x$ axis


The problem can be expressed
Minimize $A=2 \int_{0}^{0} y(x) d x$
subject to

and

$$
y(0)=y\left(x_{0}\right)=0
$$

Notice that in this problem the upper limit $X_{0}$ of each integration is not fixed, but varies with the curve $y$, subject to the restriction on the length of $y$ 。

Problems such as these were formulated and solved by such mathematicians as the Bernoulli's and Euler, using methods which were specific to the particular problem, and often very ingenious. A general approach was developed later by Lagrange, who reduced the general problem to the solution of a differential equation with auxiliary conditions, usually two point boundary conditions. The equivalence of the variational and differential formulations of particular problems was used by many mathematicians, including Gauss, to prove the existence of solutions of certain types of differential equation.

Euler expressed the laws of mechanics in variational terms, and formulations such as this, including those invoked by Hamilton in the theory of optics, became popular in the physical sciences. A simple example of such a formulation is the principle that the equilibrium positions of a mechanical system are atationary points of the expression for the potential energy of the system, and that a position of stable equilibrium is one which rot only is a stationary point of the potential energy, but also makes that energy a minimum. As a
particular example, consider the case of a string of length 1 fixed at $x=0$ and $x=i$, under the action of an external force $f(x)$ acting in a dixecticn perpendicular to the $x$ axis. Then if we let $y(x)$ dencte the configuration of the strings and assume that $f(x)$ is "small" for all $x$, we obtain an expression for the total reduced potential energy of the system as

$$
\begin{equation*}
I(y)=\int_{0}^{1}\left(y^{0}(x)^{2}+y(x) \cdot f(x)\right) d x \tag{1.1}
\end{equation*}
$$

The position of equilibrium of the string is then obtained by minimizing $I(y)$ over the set of functions $Y=\{y(x): y(0)=y(1)=0, y$ is continuous in $(0,1)\}$.

Integrands of this type, in which we have a combination of homogeneous quadratic and linear expressions, are very important in the calculus of variations, because they occur so frequently in physical situations. More examples can be found in Courant (1,p.131-2).

The use of variational formulations of problems to obtain numerical approximations to their solution stems largely from the work of Rayleigh (1) and Ritz (1,2). Rayleigh ${ }^{\circ}$ s most important contribution was the use of particular trial functions for $y(x)$ in integrands related to (1.1) above to obtain estimates of the frequency of vibrations of mecinanical systems, whilst Ritz provided the systematic approach to the substitution of trial functions which now forms the basis of the Rayleigh-Rite method. Using this systematic approach Ritz was able to give the first satisfactory explanation of the nodal lines on a vibrating clamped plate. For an account of the contributions of Rayleigh and Ritz, and a review of Ritz's work by Rayleigh, see Gould(1).

An important development shortly following the work of Ritz was the Galerkin method (eog. Kantorovich and Krylov (I)), derived in 1915.

Although this is not a variational method and is wider in application than the Rayleigh-Ritz method, in oertiain arcumatances the two methods are identical and it is important for this reason. Kantorovich proposed a variant of the Rayleigh-Rita method, (Kantorovich and Krylov (1); for recent extensions see $\operatorname{Kerr}(1))$ as applied to variational problems in which the function $y$ is furction of more than one variable. The finite element method (e.g. Zienkiewicz and Choung (l)), is closely related to the Rayleigh-Rita method, and has a distinguished practical history. Practical use of the Rayleigh-Ritz method is particularly important in the woxks of engineers such as Timoshenko(1) and Von Karman (Von Karman and Biot(1)). During the mid 1930's an extensive study of existence theory for variational problems was undertaken by Bliss (1) and comorkars at Chicago.

The development of higk-speed computation facilities has emphasised two of the problems which Courant(2) saw in 1949; the first, the selection of suitable trial functions for $y(x)$ has been examined by Mikhlin (Mikhlin (1) $(4)$, Mikhiin and Smclitskiy (1) ), and will concern us at some length, and the aecond, the problem of error estimates and bounds has been tackled recently by Ciarlet, Schultz and Varga(1). These workers, and others have also investigated the use of piecewise continuous functions as trial functions, and provided a closer connection between the Rayleigh-Ritz and the finite element method. This work will also be thorcughly discussed in a later ohapter.

### 1.2 The simplest problem of variational calculus

The problems of variational calculus which will concern us can be expressed in general terms as follows:

Let $\Omega$ be a region of $n$ dimensional space with boundary $\delta \Omega$.

Let $Y=\{y(\underline{X})\}$ be a get of functions of points $\underline{x}, \underline{x} \mathbb{E} \sqrt{\int}$ such that

$$
\begin{equation*}
I(y)=\int_{\Omega} F\left(x, y, y^{\prime} \cdots y^{(k)}\right) d \Omega \tag{1,2}
\end{equation*}
$$

existe, and assume that there exists at least one $y_{0}(\underline{x}) \in Y$ such that

$$
I\left(y_{0}\right)<L<\infty
$$

and that there exists an $M>-\infty$ such that

$$
I(y)>M \quad \text { for all } y \in Y .
$$

Determine a function $\overline{\mathrm{y}}(\underline{x}) \in Y$ such that $I(\vec{y}) \leqslant I(y)$ for all $y \in Y$.
Additional conditions, in the form of boundary conditions, are usually imposed on the set $Y$. These take the form

$$
g_{1}\left(x, y, y^{0} \cdots y^{(k-1)}\right)=0 \text { or } \delta \Omega_{1}
$$

The set $Y$ must be such that the integral ( 1,2 ) exists, and we give the following specification of the set $Y$, which is the most restrictive we shall require

$$
\begin{aligned}
Y=\left\{y(x): y \in c^{k-1}(\Omega),\right. & y \text { satisfies } \\
& \left.g_{1}\left(x, y, y^{0} \cdots y^{k-1}\right)=0 \text { on } \delta \Omega_{i}\right\}
\end{aligned}
$$

$y\left(c^{k-1}(\Omega)\right.$ implies that $y$ has $k-1$ continuous derivatives in $\Omega$ and that $y^{(k)}=\frac{d^{k} y}{d x^{k}}$ is square-summable in $\Omega$ 。

This problem, the so-cailed 'simplest problem' of variational caiculus, includes most of the problems we have so far encountered. An exception is the iso-perimetric problem, in which the condition imposed on the boundary is not a axmple closed expression in $y(\underline{x})$. We consider only the simplest problem and its multimdimensional extensions in the rest of this work.

As has been indicated, even amongst the simplest problems of
variational calculus there are a number of important divisions. We have already noted the diatinction between integrals of combinations of homogeneous quadratic and linear forms, such as those occurring in the problem of the vibrating string, and the more general integral of problems such as the brachistochrone. The former are the most important, and most tractable problem for the methods of variational calculus. We shall defer discussion of all but the 'simple quadratic' integrals, and some closely related types, until Chapter Six.

Another distinction can be made with regard to the dimension of the space $\Omega$, that is, the dimension of the vector $x$. One dimensional problems, in which $y(x)$ is a function of a scalar argument, are an important aubset of the set of aimple variational problems, and we shall be primarily concerned with practical problems of this type. Honetheless, many results are applicable to the one dimensional and multi-dimensional cases, and parts of the theory will be developed without reference to the dimension of the problem.

A third distinction, the distinction of the order of $F\left(\underline{x}, y, J^{\prime} \cdots y^{k}\right)$, whioh is $k$, the order of the highest derivative of $J(\underline{x})$ occurring in $F$, will be of no importance in the subsequent discuscion.

### 1.3 Related Problems

Problems which can be expressed in the form of the simplest problem of the calculus of variations can often be expressed in many other forms. Perhaps the relationship with certain types of differential equations is most well know, and for our purposes it is so important that we dovote paragraph 1.4 and subsequent paragraphs to its discusaion. Here we wish to indicate briefly connections with two other important areas of mathematical study, the fields of dyanic
programming and optimal control.
In 1921 Hadamard (1) said, discussing the brachistochrone problem

"For the line considered to be the brachistockrone between $A$ and $B_{s}$ It is necessary that the whole arc $A^{\prime} B^{\prime}$ of thia ine (ree Figola) be the brachistochrone between $A^{\prime}$ and $B^{\prime}$ 。 It is this principle which, applied to the small section $M_{i-1} M_{i+1}$ provides ue with a solution. It is clear that this is general and that it will recurr in all similar problems".

This principle, expressed by Hadamard, has been taken up recently as the 'Princtple of Optimality' of dynamic prograrming as applied to discrete optimizakion problems (Bellman (1), Bellman and Dreyfus (1)) and extended to continuous problems by Dreyfus (2). A full discussion of the connections between dynamic programming and variational calculus je given by Dreyfus (1)。

The equivalence of certain problems in optimal control and variational problems is established by Hestenes(1), (see also Gumowski and Aira (1)). As an example of this equivalence we give the optimal control formulation of the brachistcchrone. Recall that as a variaticnal problem we had

Determine $\bar{y}(x)$ e $Y_{\text {, }}$

$$
Y=\left\{y(x): y \in C^{1}\left(0, x_{0}\right), y(0)=0, y\left(x_{0}\right)=y_{0}\right\}
$$

such that

$$
I(\bar{y}) \& I(y)=\int_{\forall y \in y}^{x_{0}} \sqrt{\frac{1+y^{2}}{2 g y}} d y
$$

For an optimal control formulation we describe the system parametrically. Let $t$, the time, be the independent variable, and let $x(t), y(t)$ denote the position of the particle at time $t$ 。 Let $u(t)$ be the gradient of the curve joining $(0,0)$ and $\left(X_{0}, Y_{0}\right)$ (see Fig.I). We refer to $\binom{x}{y}_{t}$ as the state vector and $u(t)$ as the control. $x(t)$, $y(t)$ satisfy the differential equations of motion

$$
\begin{aligned}
\dot{x} & =\sqrt{2 g y} \text { cos } u \\
\dot{y} & =\sqrt{2 g y}
\end{aligned} \text { sin } u
$$

with the initial conditions $\binom{x}{y_{t=0}}=\binom{0}{0}$
Define terminal conditions of the form

$$
f_{1}(x, y, t)=0, \quad f_{2}(x, y, t)=0
$$

In this case we have

$$
\begin{aligned}
& f_{1}(x, y, t)=x-X_{0} \\
& f_{2}(x, y, t)=y-Y_{0}
\end{aligned}
$$

and let $t=T_{0}$ be the first time for which these conditions hold.
Define a criterion function $g\left(x\left(T_{0}\right), y\left(T_{0}\right), T_{\varnothing}\right)$. In this case $g\left(x\left(T_{0}\right), y\left(T_{0}\right), T_{0}\right)=T_{0}$

Determine the control $u(t)$ such that the criterion function $g$ is minimized

### 1.4 Differential Equations

The work of Euler and Lagrange on the solution of the problems of
variational calculus produced a very close inter-relaticrasnp between certain types of differential equation and these problema. Because of the wide understanding of the principles of differential squations, and methods of deriving their solution, this relationship has provided the mest usual method of solution of variational problems. We now develop this connection.

Solutions of the problem of determining a minimizing function $\overline{\mathrm{y}}(\mathrm{x})$ for the integral (1.2) may be considered to be of two types. If $\overline{\mathrm{y}}(\mathrm{x})$ is such that

$$
\begin{array}{ll}
I(\bar{y}) \leq I(y) & \text { for all } y \in Y \text { auch that } \\
|y(x)-\bar{y}(x)|<\varepsilon & x \in \Omega
\end{array}
$$

and

$$
\begin{equation*}
\left|y^{j}(x)-\bar{y}^{j}(x)\right|<\varepsilon_{j} \quad, x \in \Omega, j=1000 k \tag{1,3}
\end{equation*}
$$

then $\bar{y}(x)$ is said to afford a minimum of $I(y)$ in a ${ }^{\text {'weak }}$ neighbourhood' of itself, or briefly, to be a 'weak solution' of the problem。 If the conditions (1.3) may be omitted, then $\bar{y}(x)$ is said to afford a minimum of $I(y)$ in a 'strong neigibourhood' or to be a 'strong solution' of the problem. It is apparent that any strong solution is also a weak solution.

The Euler-Lagrange method of solution of a variational problem exploits a necessary condition for a function $y(x)$ to be a weak solution. This condition may be stated as

$$
\begin{equation*}
\sum_{S=0}^{k}(-1)^{B} \frac{d^{B}}{d x^{s}}\left(\partial F / \partial_{y}(s)\right)=0 \tag{1,4}
\end{equation*}
$$

where the partial derivatives $\partial F / \partial_{y}(s)$ are obtained by considering $F$ as a function of $k+2$ independent variablea $x, y, y^{2} \ldots y^{k}$ 。 Derivations of this condition are to be found in many texts on

Variational Calculus, of which we may mention Bliss (1), Eisgelc (1), Fox (1) and Rolza (2). The boundary conditions imposed on the differential equations are the conditions

$$
g_{i}\left(x, y, y^{\prime} \ldots y^{k-1}\right)=0 \text { on } \delta \Omega_{i}
$$

imposed on the variational problem, together possibly with certain additional boundary conditions, called natural boundary conditions, of which we shall say more later in this section.

The differential equation ( 1.4 ) assumes a simple and important form when $F\left(x_{9} y_{y} y^{0} \ldots y^{k}\right)$ is a simple quadratic integrand, that is, where

$$
\begin{align*}
F\left(x, y, y^{\prime} \ldots y^{k}\right)= & \sum_{g=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{g}} y(x)\right)^{2}  \tag{1.5}\\
& +2 f(x) \cdot y(x)
\end{align*}
$$

since then we have

$$
\begin{array}{r}
\sum_{t=0}^{k}(-1)^{t} \frac{d^{t}}{d x^{t}}\left(\frac{\partial F}{\partial y(t)}\right)=\sum_{s=0}^{k}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{s}(x) \frac{\left.d^{s} y(x)\right)}{d x^{s}}\right)  \tag{1.6}\\
+f(x)=0
\end{array}
$$

which is a linear differential equation.
Similarly, if

$$
\begin{align*}
& F\left(x, y, y^{8} \ldots y^{k}\right)=\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{a}} y(x)\right)^{2}  \tag{1.7}\\
& \left.+2 \int_{0}^{y(x)} f(x,\}\right) d \eta
\end{align*}
$$

which is the case in certain physical systems which include a non-linear forcing term, the differential equation becomes

$$
\sum_{s=0}^{k}(-1)^{s} \frac{a^{s}}{d x^{s}}\left(p_{s}(x) \frac{d^{s} y(x)}{d x^{s}}\right)+f(x, y)=0
$$

which equation is linear in derivatives of $y_{9}$ although nox-1inear in $y$. Problems of this type are known as mildly-non-linear differential equations. and will be discussed in Chapter Four.

The equations ( 1.6 ) and ( 1.8 ) can be written in the forms

$$
L(y(x))+f(x)=0
$$

and

$$
L(y(x))+f(x, y)=0
$$

respectively, where $L$ is a linear differential operator of order $2 k$

$$
L_{y}(x)=\sum_{s=0}^{k}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{s}(x) \frac{d^{s}}{d x^{s}} y(x)\right)
$$

The operator $L$ is not only linear but also, when subject to certain boundary conditions, self-adjoint. (For definitions and a discussion of adjoint and self adjoint operators see e.g. Lanczos (2), p. 179 et seq.).

The knowledge that the Euler equation of a simple quadratic variational problem corresponds to a self adjoint linear differential equation is perhafs more useful when considered in reverse; that to every self adjoint difforential equation there corresponds a simple quadratic variational problem which, from the relations above, can be easily written down For example Bolza (ref. Collatz (1, p.208)) has shown that, in theory at least, any second order (non-singular) defferential equation may be written in self-adjoint form. In practice the transformation to self-adjoint form may require the solution of a partial differential equation and may not be so easily achieved. However, equations of the form

$$
p(x) y^{\prime \prime}+r(x) y^{\prime}+q(x) y+f(x)=0
$$

may be expressed as the Euler equation of a simple quadratic variational
problem by first multiplying throughout by

$$
\rho_{0}(x)=\exp \left(\int_{0}^{x} \frac{r(\eta)-p^{\prime}(\eta)}{p(\eta)} d i y\right)
$$

when they can be reduced to the form

$$
\begin{aligned}
& \qquad \frac{d}{d x}\left(p(x) p(x) \frac{d}{d x} y(x)\right)+q(x) p^{n}(x) y(x)+f(x) d p(x)=0 \\
& =\sum_{s=0}^{1}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{s}^{*}(x) \frac{d^{s}}{d x^{g}} y\left(x^{\prime}\right)\right)+f^{d}(x)=0 \\
& \text { provided that the integral } \quad \int_{0}^{x} \frac{r(\eta)-p^{\prime}(\eta)}{p(\eta)} d \eta \text { existe。 }
\end{aligned}
$$

### 1.5 The relationship between variational and differential boundary conditions:

The determination of a particular solution of a differential equation of order $2 k$ requires, in general, $2 k$ boundary conditions. The equivalent variational problem, where one exiata, will sometimes require $2 k$ boundary conditions, but sometimes the quadratic and linear forms cecurring in the variational formulation of the problem ara such that any function $y(x)$ which minimizes $I(y)$ will automatically satisfy certain conditions, and the number of conditions which it is necessary to impose will be less than $2 k$. Conditions which are automatically required of a solution by the form of the integral $I(y)$ are said to be natural conditions ${ }^{\text {s }}$ of the variational problem.

As an example we take the following problem, discussed by Courant (1), p.139.

Consider a homogeneous string which is elastically tied at both ends by forces of intensity $m_{0}$ per unit displacement at $x=0$, and $m_{1}$ per unit
displacement at $x=1$, and subject to an external force $f(x)$ Determine the equilibrium position of the system.


As a differential problem, we have the following equation for $u(x)$, the equilibrium position of the system:-

$$
\frac{d^{2} u}{d x^{2}}=f(x) \quad 0<x<1
$$

subject to the boundary conditions

$$
\begin{array}{ll}
m_{0} u(0)=u^{\prime}(0) & x=0 \\
m_{0} u(1)=-u^{\prime}(1) & x=1
\end{array}
$$

The total energy of the system is given by 1

$$
\begin{equation*}
I(u)=\int_{0}\left\{\frac{1}{2}\left(\frac{d y}{d x}\right)^{2}+f_{0} u d x i\right]+m_{0} u^{2}(0) \tag{1.9}
\end{equation*}
$$

We can consider the function $u_{0}$ which minimizes the functional $I(u)$ as one member of a class of functions of one parameter $\mathcal{E}$ s

$$
v_{\varepsilon}(x)=u_{0}(x)+\varepsilon \cdot h(x), h(x)=0
$$

where $h$ is required only to possess sufficient continuity properties such that $I\left(v_{\varepsilon}\right)$ is defined. Then the statement $I\left(u_{0}\right) \leqslant I\left(v_{\varepsilon}\right)$ for all functions $v_{\varepsilon}$ implies the following condition

$$
\left.\frac{d I\left(v_{\epsilon}\right.}{d \varepsilon}\right|_{\varepsilon=0}=0
$$

We have

$$
\begin{aligned}
& I\left(v_{\varepsilon}\right)=I\left(u_{0}+\varepsilon h\right) \\
&=\int_{0}^{1}\left\{\frac{1}{2}\left(u_{0}^{0}+\varepsilon h^{0}\right)^{2}+f_{0}\left(u_{0}+\varepsilon h\right)\right\} d x+m_{0}\left(u_{0}(0)+\varepsilon h(0)\right)^{2} \\
&+m_{j}\left(u_{0}(1)+\varepsilon h(1)\right)^{2}
\end{aligned}
$$

and

$$
\frac{d I\left(V_{s}\right)}{d \varepsilon}=\int_{0}^{1}\left\{u_{0}^{\prime} h^{0}+f_{0} h\right\} d x+m_{0} u_{0}(0) \cdot h(0)+m_{1} u_{0}(1) \cdot h(1)
$$

Integrating the first term by parts, and taking minus signs throughout we obtain

$$
\begin{aligned}
\left.\frac{d I\left(v_{i}\right)}{d \varepsilon}\right|_{\varepsilon=0}=\int_{0}^{1} h_{0}\left(u_{0}^{\prime} \prime-\rho\right) d x & -\left(m_{1} u_{0}(1)+u_{0}^{0}(1)\right) \cdot h^{\prime}(1) \\
& -\left(m_{0} u_{0}(0)-u_{0}^{0}(0)\right) \cdot h(0) \\
& =0
\end{aligned}
$$

We recall that this condition is satisfied by any function $u_{0}$ which minimizes $I(u)$, and that this must be true irrespective of the function $h_{0}(x)$, subject only to $h(x) \neq 0$ 。 Selecting in furn
a) $h(0)=h(1)=0$
b) $h(0)=0, h(1) \neq 0$
c) $\mathrm{h}(0) \neq 0, \mathrm{~h}(\mathrm{l})=0$
we obtain the Euler equation

$$
\begin{equation*}
u_{o}^{\prime \prime}-P=0 \tag{1.10}
\end{equation*}
$$

with the conditions

$$
\begin{align*}
& u^{\prime}(1)+m_{1} u(1)=0  \tag{1.11}\\
& u^{\prime}(0)-m_{0} u(0)=0
\end{align*}
$$

which must bs satisfied by $u_{0}$ 。
We have shown that if $u_{0}$ minimizes $I(u)$ then $u_{0}$ must satisfy the differential conditions (1.10) and (1.11). We have not shown however, that for $m_{0}, m_{1}$ finite, we need not impose these conditions on
the functions with which we attempt to minimize $I(u)$, whist, for $m_{0}$, $m_{1}$ infinite, corresponding to the fixed boundary conditione

$$
u(0)=u(1)=0
$$

this condition must be imposed on trial functions. To do this we note that we implicitly require the potential energy of the system to be finite, and if $m_{0} \rightarrow \infty$ then $I(u) \rightarrow \infty$ for all $u$ not satisfying $u(0)=0$, and hence this conditions and similarly the condition $u(1)=0$ when $\mathrm{m}_{1} \rightarrow \infty$, have to be imposed.

Given a self adjoint differential equation of order $2 k$,

$$
L_{y}=f
$$

and 2 k boundary conditions of the form

$$
g_{i}\left(x, y, y^{\prime} \cdots y^{t_{i}}\right)=0 \quad i=1 \cdots 2 k
$$

there is a simple criterion for determining whether $\mathcal{C}_{\mathfrak{i}}$ is a natural or essential boundary condition for the corresponding variational problem.

If $t_{i} \leqq k-1$ then the boundary cordition $g_{i}$ is essential, otherwise it is natural.

### 1.6 The Ritz and Galerkin methods.

The fundamental method for the solution of variational problems other than that of reduction to the Euler equation, is the method of minimizing sequences. Let $J_{n}(x)$ be a sequence of functions complete th the space $Y$ of admissible functions. Then $y_{n}$ is a minimizing sequence for the functional $I(y)$ if and only if

$$
I\left(y_{n+1}\right) \leq I\left(y_{n}\right) \quad \text { for all } n
$$

and $\operatorname{Lim}_{n \rightarrow \infty} I\left(y_{n}\right)$ exists, say $\operatorname{Lim}_{n \rightarrow \infty} I\left(y_{n}\right)=I_{0}$
Then

$$
I_{0}=\inf I(y), \quad y \in Y
$$

and
$\lim _{n \rightarrow \infty} y_{n}=y_{0}$ is the solution of the variational problemo
The Ritz method is one metiod of constructing auch a sequence; there are many others, examples of which are given in Mikhlin and Smolitekiy (1) and Gumowski and Mira (1). The basis of the Ritz metnod is to select a finite sequence of functions $\phi_{1} \ldots \phi_{n}(x)$ which form a basis of a subspace $Y_{n}$ of the space $Y$ of admissible trial functions; that is, $\varnothing_{i}$ must satisfy the essential boundary conditions of the problem, and be sufficiently differentiable for $I\left(\phi_{i}\right)$ to be defined. Ther a trial solution

$$
y_{n}=\sum_{i=1}^{n} \alpha_{i} \phi_{i}(x)
$$

is computed, where the coefficients $\alpha_{i}$ are determined from the necessary condition for a minimum of $I\left(y_{n}\right)$ in the subspace $y_{n}$, ioe。

$$
\begin{equation*}
\frac{d I\left(y_{n}\right)}{d \alpha_{i}}=0 \quad, \quad i=1 \cdots n \tag{1.12}
\end{equation*}
$$

A sequence of such approximate solutions $y_{n}$ constitutes, subject to certain conditions concerning the convergence of the sequence of subspaces, and similar problems (see eog。Hilbert (I)), a minimizing sequence for the variational problem. More detailed discussions of the approximation and convergence theory will be given throughout this thesis, particularly in Chapter Two.

In the particular case of simple quadratic problems, where

$$
I(y)=\int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{s}} y(x)\right)^{2}+2 f(x) \cdot y(x)\right\} d x
$$

the equations (1.12) assume the particularly simple linear foxm

$$
\begin{equation*}
A \underline{a}+\underline{b}=0 \tag{1.13}
\end{equation*}
$$

where

$$
\begin{array}{ll}
A=\left(a_{i j}\right) & i, j=1 \cdots n \\
\underline{b}=\left(b_{i}\right) & i=1 \cdots n \\
a_{i j}=\int_{0}^{1} \sum_{s=0}^{k} p_{s}(x) \frac{d^{s}}{d x^{s}} \phi_{i}(x) \quad \frac{d^{s}}{d x^{s}} \phi_{j}(x) \quad d x \\
b_{i}=\int_{0}^{1} f(x) \not \phi_{i}(x) d x
\end{array}
$$

whilst for mildly non-linear problems with integrands of the form
the equations are

$$
\begin{equation*}
A \underline{\alpha}+g(\alpha)=0 \tag{1.15}
\end{equation*}
$$

where

$$
A=\left(a_{i j}\right), i, j=1 \cdots n \text { is delined by }(1.14)
$$

and

$$
g_{j}(\alpha)=\int_{j=1}^{1} f\left(x, \sum_{j=1}^{n} \alpha_{j} \phi_{j}(x)\right) \cdot \phi_{i}(x) d x
$$

The Galerkin method is not a variational method, and can be successfully applied to many differential equations which will not admit a variational treatment. However, in the case of differential problems corresponding to variational problems with integrands of types (1.5) or (1.7), that is the problems (1.6) or (1.8) the Ritz and Galerkin methods produce identical systems of linear or mildly non-linear equations. The Galerkin method can be described as Pollows.

Let

$$
\begin{equation*}
G\left(x, y, y^{0} \ldots y^{t}\right)=0 \quad \text { in a region } \Omega \tag{1.16}
\end{equation*}
$$

be the given differential equation, with boundary conditions

$$
\begin{equation*}
g_{i}\left(x, y, y^{\prime} \cdots y^{t-1}\right)=0 \text { on } \delta \Omega_{i} \tag{1,17}
\end{equation*}
$$

$$
i=1 \cdots t
$$

Let $Y$ ，the domain of existence of $G$ ，be the set of all
functions satisfying（1．17）for which the differential operator
$G\left(x, y, y^{\prime} \cdot y^{t}\right)$ is defined．Select in $Y$ a set of $n$ linearly independent functions $\phi_{1}(x) \ldots \varnothing_{n}(x)$ ，defining a subspace $Y_{n}$ of $Y$ 。

Define

$$
y_{n}=\sum_{i=1}^{n} \gamma_{i} \phi_{i}(x)
$$

to be an approximate solution of（1．16），（1．17）if the residual

$$
G\left(x, y_{n}, y_{n}^{\prime} \ldots y_{n}^{t}\right)
$$

is orthogonal in the scalar product of some space contairing $Y$ to the functions $\phi_{1}, \phi_{2} \ldots \phi_{n}$ 。

The Galerkin method is normally applied in this form。 If the residual is made orthogonal to a set of $n$ lineariy independent functions $Y_{i}(x), i=1 \ldots n, Y_{i}(x) \neq \phi_{i}(x)$ ，the method is referred to as the ${ }^{0}$ method of projections ${ }^{0}$－see Collatz（1）］．

When the Galerkin method is applied to differential eqzations of the type of（1．6）the resulting equations are（assuming an integral norm）

$$
\int_{0}^{1}\left\{\sum_{s m 0}^{2 k}(-1)^{s} \sum_{i=1}^{n} \gamma_{i} p_{s}(x) \frac{d^{2 s}}{d x^{2 s}}\left(\phi_{i}(x)\right)+f(x)\right\} \cdot \phi_{j}(x) d x \ldots(1,18)
$$

whilst for equations of the form（1．8）we have

$$
\int_{0}^{1}\left\{\sum_{s=0}^{2 k}(-1)^{s} \sum_{i=1}^{n} \gamma_{i} p_{s}(x) \frac{d^{2 s}}{d x^{2 s}}\left(\phi_{i}(x)\right)+f\left(x_{0} \sum_{i=1}^{n} \gamma_{i} \phi_{i}(x)\right)\right]
$$

$$
\not p(x) d x \ldots(1.19)
$$

If we assume homogeneous boundary conditions

$$
\begin{equation*}
\left.\frac{d^{s}}{d x^{s}} y\right|_{y=0}=\left.\frac{d^{s} y}{d x^{s}}\right|_{y=1}=0 \tag{1.20}
\end{equation*}
$$

$$
s=0,1 . . k-1
$$

then the terms

$$
\int_{0}^{1}(-1)^{s} \frac{d^{2 s}}{d x^{2 s}} \varnothing_{i}(x) \cdot \varnothing_{j}(x) d x
$$

occurring in (1.18) and (1.19) can be expressed as

$$
\begin{equation*}
\int_{0}^{1} \frac{d^{s}}{d x^{s}} \phi_{i}(x) \cdot \frac{d^{s}}{d x^{s}} \phi_{j}(x) d x \tag{1.21}
\end{equation*}
$$

and the equations (1.18) and (1.19) reduce to the forns given in (1.13) and (1.15).

If the differential equation does not have boundary conditions of the form (1.20) then the integration by parts performed to derive (1.21) produces boundary terms similar to those occurring in the expression (1.9) of Courant's example (p.14).

The equivalence of variational problems with certain differential equations extends in this way to encompass methods which when applied to these particular problems are equivalent. It is possible, therefore, to make theoretical deductions concerning the Ritz method from a theoretical knowledge of the Galerkin method, whilst properties of the Ritz method may (though not necessarily) imply the same properties for the Galerkin method. It is the case, however, that theoretical study of the Ritz method has provided more specific theoretical results than those available for the more general Galerkin methods and so the former approach has not been necessary. Conversely, the geserality of the Galerkin method is such that implications of variational theory have not, In general, been shown to hold for all cases of the Galerkin method.

## Chapter Two

Variational Theory for Differential Equations

We are concerned for most of this chapter with variational problems involving integrands of the type (1.5) and the corresponding differential problems (1.6). Integrands such as (1.7) and their corresponding problems, are considered in section 2.8.

### 2.1 Energy

The physical concept of energy, which was useful in Chapter One for the discussion of Courant's example, can be expressed in abstract mathematical terms. In this section we develop some of the theory of this abstraction, and show how the application of energy principles to linear differential operators of certain types leads to a formal account of the Rayleigh-Ritz method. Much of the treatment of this section will follow the works of Mikhlin ( $1,2,3$ ) and Mikhlin and Sroolitskiy (1).

Let $H$ be an arbitrary Hilbert space, with scalar product (Hov) and associated norm $\|u\|=\left(u_{0} u\right)^{\frac{1}{2}}$. Let $L$ be an arbitrary linear operator acting on $H$. Then the domain of existence of $I$, denoted $D(L)$, the set of all functions $u \in H$ such that $I_{\mu}$ is defined, satisfies $D(L) \subseteq H \quad D(L)$ may be strictly within $H$, for example, let

$$
\begin{gathered}
\mathrm{H}=\mathcal{L}_{2}[0,1] \quad \text {, the set of square integrable functions } \\
\text { on }[0,1],
\end{gathered}
$$

and

$$
L=d^{2} / d x^{2}
$$

Then $D(L)=\mathcal{L}_{2}^{2}[0,1]$, the set of functions on $[0,1]$ having square-integrable second derivatives, and clearly

$$
D(L) \in \mathcal{L}_{2}[0,1]=H .
$$

An operator $L$ ia symmetric if and only if，for any functions $u, v \in D(L)$ we have the identity（u，iv）$\equiv$（L uv）．

A symmetric operator $L$ is positive if and only if，for any $u \in D(L)$ ，the relation（ $L u_{0}, u$ ）$\geq 0$ holds and（Lu，$u$ ）$=0$ if $u \equiv 0$ 。

A symmetric operator $L$ is positive definite if and only if $\left(L L_{0} u\right) \geq y^{2}\|u\|^{2}, \gamma$ real const，$\gamma \neq 0$ 。

If an operator $L$ is positive or positive definite then（L uv） is a scalar product for certain functions $u, v$ in some space 。 We denote（Lu。v）by（ $u, v)_{L}$ and refer to it as the energy product；the corresponding Hilbert space is denoted by $H_{L}$ and referred to as the energy space of the operator $L$ 。 Associated with the energy product is the energy norm $\left\|_{u}\right\|_{L}$ ，defined by $\left\|_{u}\right\|_{L}=\left(L u_{0} u\right)^{\frac{1}{2}}=\left(u_{0} u\right)_{L}^{\frac{1}{2}}$

If $L$ is a positive definite operator then $H_{L} S H$ ，if $L$ is only positive then this need not be so．To investigate this we consider the case where $L$ is a linear differential operator；since this is the particular case of interest to us．The distinction is mane in terms of generalized derivatives of a function，which we now introduce．In a sense these generalized derivatives allow the extension of the method of integration by parts，and as a result of this the scalar product（ $\left.u_{0} y\right)_{L}$ can be applied to functions $u, v$ which do not satisfy $u, v \in D(L)$ 。

Let $\Omega$ be a finite region of $m$ dimensional space，with boundary $\delta \Omega$ and let $\bar{\Omega}=\Omega+\delta \Omega$ ．By a bounded strip of width $\varepsilon$ in $\Omega$ we mean the set of all points $x \in \Omega$ such that for a particular $E>0$ there exists a point $\bar{x} \in \delta \Omega$ satisfying

$$
\|x-\bar{x}\|_{\Omega}<\varepsilon
$$

where $\|x-\bar{x}\|_{\Omega}$ denotes some norm in the space $\Omega$ ．Denote by $\varnothing_{k}$ the set of all functions which are $k$ times differentiable in $\Omega$
and zero in acme bounded strip of width $\mathcal{E} 0$ in $d$. If $\varnothing \in \oint_{k}$, then for any function $u \in c^{k}(\Omega)$ we have the relation

$$
\int_{\Omega} u \frac{d^{k} \emptyset}{\delta x_{i_{1}} \cdots x_{i_{k}}} d \Omega \Omega_{k}=(-1)^{k} \int_{\Omega} \frac{\frac{b}{k}_{u}^{d x_{i_{1}} \cdots x_{i_{k}}}}{} d \Omega k
$$

which we can verify by integration by paris.
Now consider a function $y \mathrm{~b}_{2}(\Omega)$. If there exists a function $w \in Z_{2}(G)$ such that for any $\$$ G $\varnothing_{\mathrm{k}}$ we have

$$
\int_{\Omega} \frac{k_{\phi}}{b x_{i_{2}}}{ }^{x_{i_{k}}} d \Omega=\int_{k_{0}}=d \Omega k
$$

then we say $w$ is the $k^{\text {th }}$ generalized derivative of $V_{0}$

$$
\text { (Note: } \left.d \Omega{ }_{k}=\Delta x_{i_{i}} \circ \Delta x_{i_{k}}\right)
$$

The $k^{\text {th }}$ generalized derivative, $z(x)$, of the function $v$ is denoted

$$
\frac{d k_{w}}{d x_{i_{1}}} \cdot d x_{i_{k}}
$$

as are the conventional derivatives.

As an example cir a positive definite operator and its corresponding energy space we cai take the example given above, where the Hilbert o space $H=\mathcal{L}_{2}[0,1]$ and the operator $L=\frac{d}{2} / x^{2}$ acts on functions $y(x)$ satisfying the differentiability conditions imposed by $L$ and $y(0)=y(1)=0$.

Then

$$
\begin{aligned}
H & =L_{2}[0,1], D(L)<0^{1}[0,1] . \\
(u \cdot v)_{L} & =\int_{0}^{1} v \cdot \frac{d^{2} u}{d x^{2}} d x .
\end{aligned}
$$

Clearly ( $u, v)_{\mathrm{L}}$ is defined for functions $u_{,} v$ possessing square-summable first generalized derivatives, that is, the energy space $H_{L}$ ie given by

$$
H_{L}=W_{1}^{2}[0,1]
$$

where $W_{k}^{p}[\Omega]$ is the Sobolev space of functions having and $k^{\text {th }}$ generalized derivatives which are p-summable in $\mathfrak{j}$, and the functions themselves are p-summable in $\Omega$. We note that clearly

$$
H_{L}=W_{1}^{2}[0,1] \quad c \quad H=\mathcal{L}_{2}[0,1]
$$

and also that

$$
D(L) \quad \subset \quad H_{L}
$$

The condition $D(L) \subseteq H_{L}$ is a necessary condition for an energy space and the corresponding domain of existence of an operator; we have for a positive definite operator L

$$
D(L) \subseteq H_{L} \subseteq H
$$

( $H_{L} \subseteq H$ was first proved by Friedrich (1))。
To show that these relations need not bold if $I$ is only positive, we consider the following examples of the Laplacian operator in three dimensions, taken from Mikhlin (3, pp.16 \& 17).

Let $S(R)$ denote the sphere

$$
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=R^{2}
$$

and let $\Omega$ be the exterior of $S(1)$. Again we take $H=1.10$ Let $M C H$ be the set of functions $u$ in $H$ satisfying
a) $u$ is twice continuously differentiable in $S+S(1)$
b) $u=0$ on $s(1)$
c) $\int_{S(R)} \bar{u} \frac{d u}{d n} \rightarrow 0 \quad$ as $\quad R \rightarrow \infty$
d) $u \in M \Rightarrow \Delta_{u} \in \mathcal{L}_{2}(\Omega)$, where $\Delta$ denotes the three dimensional Laplacian operator.

Then - $A$ is positive (but not positive definite) on $M$, and so we have an inner product

$$
(u, v)_{-\Delta}=\int_{\Omega} \sum_{i=1}^{3} \frac{\partial u}{\partial x_{i}} \frac{d \bar{v}_{i}}{\partial x_{i}} \partial \Omega
$$

and the associated energy space $H_{-\Delta}$.
The problem

$$
\Delta u=1 / R_{u} \Delta^{1} \quad, \quad u=0 \text { on } S(1)
$$

has the solution
so that

$$
\hat{u}=1 / 2\left(1 / R^{2}-1 / R\right),
$$

and therefore

$$
H_{-\Delta} \notin H=\mathcal{L}_{2}(\Omega) \text {. }
$$

Furthermore, the problem

$$
\Delta u=1 / 4 \quad R^{-5 / 2} \ln R \quad u=0 \text { on } S(1)
$$

has the solution

$$
\begin{gathered}
\hat{u}=R^{-1 / 2} \ln R, \quad \text { and } \\
\hat{u} \notin H_{-\Delta}, \quad u \notin H=\mathcal{L}_{2}(\Omega) .
\end{gathered}
$$

## The Energy Problem

We consider the linear equation $L_{y}=f$ where $L$ is a positive operator defined on a Hilbert space $H$ and $f$ is defined on an arbitrary Hilbert space. Define

$$
\begin{equation*}
I(y)=(L y \circ y)-2(y \circ f) \tag{2.1}
\end{equation*}
$$

The following theorem is given by Mikhlin and Smolitskiy (1).
Let $L$ be a positive operator. If the equation $L y=f$ bes a solution then this solution strictly minimizes $I(y)$ 。

Conversely, if there exists an element which minimizes $I(J)$ g this element satisfies the equation $L_{\lambda}=f$ 。

Since we have already noted that $I(y)$ is defined for certain functions for which $L y$ is not, it is important to clarify the wording of this theorem. For the case with which we are primarily concerned, where $L$ is a second order differential operator and $\bar{J}$ a function of
one variable, this clarification may be obtained from the Duboieraymond Iemma or from Hilbert's derivation of the Euler equation (Balza (2, po22)). both of which show that in this case, even if the function $y_{0}$ minimizing $I(y)$ has only a continuous first deriwative then it must satisfy the Euler equation $\mathrm{Ly}=\mathrm{f}$. Additionally, the Hilbezt derivation implies the existence of a second derivative of $y_{0}$ for all values of $x$ for which (using the notation of \% 1.2, \% 1.4)

$$
\frac{d^{2}}{d y^{0} d y^{8}} \quad F\left(x_{,} y_{0}(x), y_{0}^{\prime}(x)\right) \neq 0
$$

Mikhlin (3) points out that this result does not extend to multidimensional variational problems. Instead, for these general problems, we have to assume that $y_{0}(\underline{x}) \not \subset D(L), y_{0}(\underline{x}) \subset H_{L}$ and it can be shown (Mikhlin and Smolitskiy (1), po156) that $y_{0}(\underline{x})$ satisfies an equation related to the equation $L y=f$, and such solutions are said to be generalized solutions of $\quad \mathrm{l}=\mathrm{f}=\mathrm{P}$ 。

If the operator $L$ is positive, but not poaitive definite, then the equation $L$ If $=f$ has a solution iff the scalar product ( $y \circ f$ ) of $I(y)$ is bounded above for all $y \in H_{L}$, since then, by the Reisz theorem, there exists a function $y_{0} \in H_{L}$ a.t. $(y \circ f)=\left(y_{0} y_{0}\right)_{L}$ and $y_{0}$ is a solution of the minimization problem for $I(y)$ and a solution in some sense of the problem $\mathrm{Ly}=\mathrm{f}$ 。

The problem:-
Given a positive or positive definite operator $I$, find $y_{0}$ such tinat

$$
\begin{aligned}
& I\left(y_{0}\right) \leq I(y)=\left(L_{0} \circ y\right)-2(y \circ f) \\
& \forall_{y} \in H_{L} \quad, y_{0} \in H_{L}
\end{aligned}
$$

is referred to as the energy problem, or sometimes as the energy method. The phrase 'energy problem' is preferred throughout this thesis.

The methods of minimizing sequences, mentioned in $\% 1.6$, are the most important methods of solution of the energy problem. We are concerned with the Rayleigh --Ritz method, and we give now a more formal description than that of \% 1.6 。

The Rayleigh -Ritz method produces a sequence of approximate solutions of the energy problem The $n^{\text {th }}$ Rayleigh -Ritz approximation, denoted by $y_{n}(x)$, is of the form

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}
$$

where $\oint_{i} \in H_{L}, i=1 \ldots n$ are linearly independent, and the constants $a_{n}(i)$ are determined from

$$
\frac{\partial}{\partial a_{n}(j)} I\left(\sum_{i=1}^{n} a_{n}(i) \phi_{i}\right)=0 \quad, \quad j=2 \ldots 0 n
$$

the necessary condition for a minimum of the function of the $n$ variables $a_{n}(1)$ 。

Substituting for $I$ the expression (2.1) we have the equations

$$
\sum_{i=1}^{n} a_{n}(i)\left(L \phi_{i}, \phi_{j}\right)-\left(f . \phi_{j}\right)=0, j=i_{0 \circ n},
$$

written in matrix form as

$$
\begin{equation*}
A_{n} a_{n}=I_{n} \tag{2.2}
\end{equation*}
$$

where $A_{n}=\left\{a_{i j}: a_{i j}=\left(I \phi_{i} \circ \phi_{j}\right)=\left(\phi_{i} \circ \phi_{j}\right)_{L}, \quad i, j=10 \circ n\right\}$

$$
\underline{f}_{n}=\left\{f_{j}, f_{j}=\left(f_{.} \phi_{j}\right), \quad j=1 \circ 0 n\right\}
$$

The functions $\phi_{i}$ are referred to as coordinate functions or basis functions and the matrix $A_{n}$ is the Cram matrix of these
functions in the space $H_{L}$.

### 2.2 Theoretical criteria for the selection of coordinate systems.

Though the selection of coordinate systems is of considerable importance in the practical computational use of the Rayleigh -Ritz method, the criteria imposed by the analytic theory are of a simple nature 。 It is necessary that the functions $\varnothing_{i}$ satisfy the following

$$
\begin{aligned}
& \varnothing_{i} \in H_{L} \\
& \phi_{i}, i=1 \ldots \infty \text { form a complete system in } H_{L} \\
& \emptyset_{i} \text { are linearly independent for all } n \text {, since }
\end{aligned}
$$

otherwise the Gram matrix $A_{n}$ is singular and equations (2.2) have no unique solution.

The particular energy problem with which we are concerned is that for which the equation

$$
L_{y} y=f
$$

takes the form (from ( 1.5 ))

$$
\begin{equation*}
\sum_{s=0}^{k}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{s}(x) \frac{d y^{s}}{d x^{s}}\right)=f(x) \tag{2.3}
\end{equation*}
$$

subject to boundary conditions

$$
\frac{d^{T}}{d x^{r}} y(0)=\frac{d^{r}}{d x^{x}} y(1)=0, \quad r=0,1 \ldots 0 k-1 \quad(2,4)
$$

that is, problems for which

$$
I(y)=\int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} y}{d x^{s}}\right)^{2}-2 f^{f}(x) y\right] d x
$$

subject to boundary conditions (2.4)
for which $H_{L}=\left\{y(x): y \in c^{k-1}[0,1], \frac{d^{r}}{d x^{r}} y(0)=\frac{d^{x}}{d x^{r}} y(1)=0,\right\}$

Basis functions in uee for problems of this type, and for the similar problem given by (i.7) are of two troad types, distingusshed in terms of the conoert of the "sippory" of a function. A furction $\phi(x)$ is said to be a global basis function on $[0,1]$ iff $\phi(x)=0$ at only a finite number of points on $\left[O_{y}\right]^{i} \circ$ A function is said to have compact support iff there exist two numbers o, fis such that $0 \leq \alpha<\beta \leq 1$ and $\alpha=0 \Rightarrow \beta \neq 1$, or $\beta=1 \Rightarrow \infty \neq 0$ and $\phi(x)$ is a glcbal function on $[\alpha, R], \phi(x)=0$ on $[0, \alpha)$, $(B, 2]$ 。

Global basis functicns have been coneidered theoretically by Kantorovicb and Krylov (1) , Mikhlin (1, 2gj), Mikhlin and Smolitskiy (1), and extensively used in practice. Furctions with compant support have been the underiying basis for finite difference and finite element methods, and are considexed theoreticaliy in a variationsl setting in papers by Ciarlet, Schultzy Vargay and ctiners. In $\% 2.3$ and $\neq 204$ we consider examples of functions with complete and compact aupport renpectively.

### 2.3 Basis functions with egmplete gupport

Co-ordinate systems witin tikis property were used for many yeare to the exclusion of all others, and as Schultz says, ( $1, \mathrm{p}_{\mathrm{o}} 303$ ), if it Were not of importance computationally for $A$ to possess certain features, basis functions of thie type would always be used. The most frequently used syatems for problem (2.5) are the following

$$
\begin{equation*}
\phi_{i}(x)=x^{i} \cdot x^{k-1}(1-x)^{k-1} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i}(x)=\sin (i \pi x) \tag{2.7}
\end{equation*}
$$

$$
(k=1 \operatorname{in}(2.5))
$$

purposes in this context are the functions

$$
\phi_{i}(x)=x^{i+1}(1 \times x)(i+1)^{i+1} / i^{i}(k=1 \text { in }(2.5))
$$

and

$$
\begin{equation*}
\phi_{i}(x)=\frac{\sqrt{2}}{i \pi} \operatorname{sir} i \hat{\pi} x \tag{2.9}
\end{equation*}
$$

( $x=1 \ln (2.5)$ )

Ciarlet, Schultz and Varga (2) use the functions

$$
\begin{equation*}
\phi_{i}(x)=\int_{0}^{x} P_{i-1}(2 t-1) d t \tag{2.10}
\end{equation*}
$$

where $P_{i-1}(x)$ is the Legerdre polynomial of degree i-1 on $[-1,1]$, and we shall also examine the fuactions

$$
\begin{equation*}
\phi_{1}(x)=x(1-x) \quad P_{1-1}(2 x-1) \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i}(x)=x(1-x) \quad T_{i-1}(2 x-1) \tag{2.12}
\end{equation*}
$$

where $T_{i-1}(x)$ is the Chebyshev polynomial of degree ima on $[-1,1]$ 。 These three co-ardinate systems will be shown to possess computationally convenient propextiea.

### 2.4 Basis functions having compaet gupport

The wide variety of piscewise pclynomfal and spline basis functions which have been introduced by Ciarlet, Schultz and Varga (I), and their collaborators may be corsidered as fcliows.

Let $\Pi_{N}=\left\{x_{0}, x_{1} \ldots x_{N+1}\right\}$ be a partition of the intervel $[0,1]$ such that $x_{0}=0_{9} x_{N+1}=1, x_{i}<x_{i+1}, i=0 \ldots N$. Then the approximate solution $y_{n}(x)$ of the equations (2.2), where the basis $\phi_{i}(x)$, $i=1 \ldots 0$ ny is a piecewiso polynomial or spline basis defined on $\Pi_{N}$, will be a function in the space $Q_{0}^{m}\left(\prod_{N}\right)$ of functions $q(x)$ having the propertiea $g(x)=v_{i}(x)$ on aack interval $\left[x_{i}, x_{i+1}\right]$.
$i=0 \ldots N$ where $y_{i}(x)$ are polynomials of degree $2 \mathrm{~m}-1$ in $x$ where

$$
\begin{equation*}
x \in\left(x_{i}, x_{i+1}\right) \tag{20.13}
\end{equation*}
$$

$v_{i}(x), i=0 \ldots N$ are such that $q(x) \subset c^{t}\left[O_{y} i\right], m_{m} L$ ，（this implies continuity properties at the nodes $x_{i}$ of the mean $N$ ）．．．（2．14） $v_{0}(0)=0, \quad v_{N}(1)=0$

The particular type of piecewise polynomial ox spline representation for $y_{n}$ is determined by the continuity properties implied in（2．14）． The following examples are given to indicate the differences．Other types may be found in Ciarlet，Schultz，Varge（I）and Schultz and Varga（1）。

Hermite piecewise－continuous polynomials
At each point $x_{i}, i=0 \ldots N+1$ of the partition $\overline{1} N^{c o n s i d e r}$ that there are $m$ interpolation parameters $d_{i}^{s}, 0 \leq s \leq m-1$ ， $0 \leq 1 \leq N+1$ ．Then in each interval $\left[x_{i} x_{i+1}\right]$ there is a unique interpolating polynomial $v_{i}(x)$ of degree $2 m-1$ such that

$$
\frac{d^{s}}{d x^{g}} v_{i}\left(x_{i}\right)=d_{i}^{s} \quad, \quad \frac{d^{s}}{d x^{s}} v_{i}\left(x_{i+1}\right)=d_{i+1}^{E}
$$

$$
0 \leq s \leq k=1
$$

Clearly a function $q(x)$ defined as above ing terms of theae $v_{i}(x)$ satisfies $q(x) \in c^{m-1}[0,1]$ ，and taking $d_{0}^{s}=d_{N+1}^{3}=0$ we can satisfy the boundary conditions of the problem，亡oe。（2．4）o There remain $m(N+2)-2 k$ interpolation parameters to be detexmined by the Ritz procedure．

Spline piecewise continuous basis functions
These are the functions which satisfy（2．13）．（2．15），with $t=2 m-2$ in（2．13）．As such they may be considered as Hermite piecewise continuous polynomials satisfying additional continuity
requirements so that $q(x) \in c^{2 m-2}[0,1]$. To do this $w=$ onsider as parameters the quantities $d_{0}^{s}, \quad d_{N+1}^{s} \quad s=0,1 \mathrm{mmal}$ and $d_{i}^{0}, i=1 \ldots N$. The values $d_{i}^{s}, i=1 \ldots N, s=1 \ldots m-1$ are then determined in terms of the parameters so that $q(x)$, defined by

$$
q(x)=v_{i}(x) \quad, \quad x_{i} \leq x \leq x_{i+1}
$$

satisfies $q(x) \in C^{2 m-2}[0,1]$. There are then $n+2(m-k)$ parameters, since the $2 k$ values $d_{0}^{s}=0, d_{N+1}^{s}=0, s=0,1 \ldots k-1$ are preseribed by the boundary conditions.

These piecewise continuous basis functions, and others considered by Ciarlet, Schultz and Varga (1) are special cases of the Luspline functions (not necessarily polynomial functions) defined by Schultz and Varga (1), and Perrin, Price and Varga (1). The complexity of a general treatment of such basis functions is such that we avoid a summary of it. In practice only particular cases, such as those given above, seem useful because of the difficulty of determining the functions $v_{i}(x)$ in the more general cases. In $\neq 2.5$, where convergence results given for the piecewise continuols functicus defined above can be strengthened for the more general class of L-spline functions this is indicated.

In passing we coment that in practice a further distinction exists between Rayleigh-Ritz approximations computed using basis functions such as (2.6)..(2.12) and those computed using (2.16), (2.17). That is that the sequence index $n$ of the approximation $y_{n}=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)$ is determined by the two parametere $m$ and $N$ of the respective subspaces, and thus the sequence $\left\{y_{n}\right\}$ shoula more properly be considered as $\left\{y_{m, N}\right\}$.

## Convergence of the Rayleigh-Ritz Method

There are two approaches to the convergence problem for the Rayles.gh Ritz method, which may be conceived as the problem of convergence of the coefficients of the approximation, and the problem of wowergence of the function approximation defined by these coefficients ard the sequence of basis functions. We look at each separately.

### 2.5 The convergence of Rayleigh Ritz coefficients

Not only is it important to discover under what ciroumstances the Rayleigh Ritz coefficients converge at all, but also it is convenient tr have some estimate of the rate of convergence or the coefficients for different expansion sets, so as to estimate the number of terms likely to be required in the expansion of a particular Rayleigh-Kitz approximation, and indeed, to determine the computational feasibility of such an approximation. After some initial convergence results, taken from Mikhlin (1), (4), we examine the work of Delves and Mead (1), (2) on the estimation of convergence rates from simple properties of the RayleighRitz matrix. The theorems of Mikhlin rely on concepte which we find it more convenient to introduce fully in $\mathbb{8} 3.1$; we briefly indicate them here.

A sequence of functions $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ is minimal in a Hillbert space $H$ if the space $H_{k}$ formed by linear combinations of $\phi_{1}, \phi_{2} \ldots \phi_{k-1}, \phi_{k+1}, \ldots$ is a proper subspace of H 。

A sequence of functions $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ is strongly minimal in $H$ if the Gramm matrix $A_{n}$ of $\left\{\phi_{i}\right\}_{i=1}^{n}$ in $H$ is positive definite for all $n$ :

The following results describe the convergence of the sequense of Rayleigh-Ritz coefficient vector elements $a_{n}(i) \quad i=1 \ldots n, n=1 \ldots \infty$ Theorem:

If $\left\{\phi_{i}\right\}_{j=2}^{\infty}$ ie minimal in $i_{L_{j}}$, then there exist socstants $\alpha_{k}$, $k=1 \times \infty$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n_{n}(k)=\alpha_{k} \quad k=1,2 \ldots \infty \tag{2.18}
\end{equation*}
$$

Under fairly genera i dixcunstances (Mikhlin (4)y p.14, p.23) the limit process is uniform in $k$ 。

Theorem
If $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ is strongly minimal in $H_{L}$ then

$$
\lim _{n \rightarrow \infty}\left\|_{a_{n}}-\infty\right\|_{1_{2}}=0
$$

where $\alpha$ is the vector $\left(\alpha_{k}: k=1 \ldots \infty\right)$ defined above and

$$
\|x\|_{1_{2}}=\left[\left.\left.\sum_{i=1}^{\infty}\right|_{x(i)} ^{\infty}\right|^{\infty}\right]^{\frac{1}{2}}
$$

We can consider that tine constants $\mathrm{K}_{\mathrm{k}}$ defined in (2018) are generalized Fourier coefficients of $y(x)$ in terms of the no-nrdinate system $\left[\phi_{i}\right]_{i=2]}^{\infty}$, so that we may take

$$
y(x)=\sum_{k=1}^{\infty} \alpha_{k} \phi_{k}(x)
$$

where $y$ satisfies $L y=f$ 。
The Rayleigh-Ritz approximation given by the solution of equations (22): io.

$$
y_{n}(x)=\sum_{k=1}^{n} a_{n}(k) \phi_{k}(x)
$$

clearly has an error

$$
\begin{aligned}
E_{n}(x): y(x) \cdots y_{n}(x)- & \sum_{i=1}^{n}\left(\alpha_{i}-a_{n}(i)\right) \phi_{i}(x) \\
& +\sum_{i=n+i}^{\infty} \alpha_{i} \phi_{i}(x)
\end{aligned}
$$

Since the variational solution $y_{n}(x)$ is invariant under a non-singular linear transformatior, we may assume that the furctions $\left\{\phi_{\dot{\lambda}}\right\}$ are orthenormal with respect to sone svalar product, so that

$$
\left\|\varepsilon_{n}(x)\right\|^{2}=\sum_{\substack{i=1}}^{n}\left(\alpha_{i}-a_{n}(j)\right)^{2}+\sum_{i=n+i}^{\infty} x_{i}{ }^{2}
$$

and thus the convergence rate of the variational process depends on the rates at which $\alpha_{i} \Rightarrow 0$ as $i \Rightarrow \alpha$ (Fourier convergence), $\left|\alpha_{i}-a_{n}(i)\right| \rightarrow 0$ as $3 \rightarrow \infty \quad$ (horizontal convergence) and $\left|\alpha_{i}-a_{i}(i)\right| \rightarrow 0$ as $i \rightarrow \infty \quad$ (diagonal convergence)

Rates of convergence are given by Delves and Mead (1), (2), and these lead to practical criteria by which conordinate systems may be judged, at least from the viewpoint of analytic computation. The terms 'horizontal' and 'diagonal' convergence were introduced by Delves and Mead and refer to a triangliar array of the coefficients of guccessive Rayleigh-Ritz approximations.


In certain circumstances not all convergence problem e nay be present in a problem, for example, if the basis functions $\left\{\phi_{i}\right\}_{i=1}^{\text {or }}$ are orthogonal with respect to the energy norm, then the matrix $A_{n}$ of (2.2) is diagonal and the solutions of (2.2) are the Fourier coefficients of $y_{n}(x)$; the horizontal and diagonal convergence problems are net present. This is a somewhat artificial case, and from a general viewpoint all three are important. The convergence of Fourier approximation may be determined from the data of the problem, ide. from the forms of $L$ and $f$ of the equation $\mathrm{Ly}=f$, and this problem, for one durensanal problems, has been considered recently by Delves and Ligad (3).

We concentrate now on information concerning the convergence problem derived from the forms of the matrix $A_{n}$ and free terms $b_{n}$ of equation (2.2).

The important definition is the following
A matrix A is asymptotically diagonal of degree $p$ if for fixed $j$ and all i

$$
\begin{equation*}
\frac{|A(i, j)|}{\{A(i, i)|\cdot| A(j, j) \mid\}^{\frac{1}{2}}} \leq c_{j} i^{-p} \tag{2.19}
\end{equation*}
$$

where $C_{j}$ and $p$ are positive constants.
A matrix A is uniformly asymptotically diagonal of degree $p$ if (2.19) holds and there exists a constant $C$; $0<c<\infty$ such that $C_{j}<C$ for all $j$ 。

With these definitions, the following results of Delves and Mead (2) are the most important for our purposes.

Theorem (Delves and Mead (2), Thm. 0)
If the operator $L: H \rightarrow H$ and the sequence $\left[\phi_{1}\right]$ is orthonormal in $H$, then the matrix $A, a_{i j}=\left(\phi_{i}, \phi_{j}\right)_{L}$ is asymptotically diagonal of degree $p \geq 1 / 2$ provided $|A(i, i)| \geq C>0$ for all $i$.
[Note that $A$ is the infinite matrix formed from $A(x, 3)=a_{j, j}$, $i, j=1 \ldots \infty 7$.

We recall the definition of the energy functional of the problem Dy $=\mathbf{f}$, that is

$$
I(y)=(L y, y)-2(y f)
$$

Then we have

Theorem (Delves and Mead (2), Thm。5)
Let $L$ be a positive symmetric (Hermitian) operators and define $y_{0}(x)$,

$$
y_{0}(x): \min _{y \in H_{L}} I(y)=I\left(y_{0}\right)
$$

Also, let the matrix $A: A(i, j)=\left(\phi_{i}, \varnothing_{j}\right)_{L}$ be uniformly asymptotically diagonal of degree $p>1 / 2$, let $A_{i i}=1$, and let

$$
|\alpha(i)|=\left|\left(\phi_{i}, y\right)\right| \leq K i^{-q}, \quad q>1 / 2, K>0
$$

Where $A$ and $\underline{b}$ are the (infinite) matrix and vector of (2.2). Then if $p+2 q>2$ the inequality

$$
\left\|\varepsilon_{n}\right\|_{L} \leq \gamma_{1} n^{-2 q+1}+\gamma_{2} r_{2}^{-(p+2 q-2)}
$$

holds, $\left(\gamma_{1}, \quad \gamma_{2}\right.$ constants $\left.>0\right)$
We note that weaker results applicable to general algebraic problems in which uniformly asymptotically diagonal matrices occur are also given by Delves and Mead (2).

In the above theorem we have a dependence on the rate at which the unknown Fourier coefficients decrease. The following theorem provides an estimate of this rate

Theorem (Delves and Mead (2), Tbm。6)
Let A satisfy the conditions of the above theorem, and assume

$$
b(i)=\left(\phi_{i}, f\right) \leq c i^{-r} \quad r \geq 1 .
$$

Then there exists a constant $D$ such that

$$
|\alpha(i)| \leq D i^{-s}, \quad s=\min (p, r)
$$

ficr all integers i 。

This theorem desoribes the Fourier convergence problem of the basis functions. Delves and Mead (2) give the following result for the variational convergence problem.

Theorem (Delves and Mead (2), Thm.7)
With the assumptions of the above theorem

$$
\begin{array}{r}
\left|\alpha(i)-a_{n}(i)\right| \leqslant D_{1} n^{-(2 p-1)_{i}-(r-1)}+D_{2} n^{-q^{\prime}} \\
i=1 \ldots n
\end{array}
$$

where $q^{\prime}=\min (p+r-1,2 p-1,2 p+r-2)$ and $D_{1}, D_{2}$ are constants.
It is clear from the last two theorems that the Fourier convergence problem is generally dominant. In (1), Delves and Mead pursue an approach which leads not only to estimates of the Fourier convergence rate but which also may have considerable significance in the determination of an initial approximation from which equations (2.2) may be solved iteratively.

Theorem (Delves and Mead (1), p.212)
Lat the matrix $A$ be asymptotically diagonal of degree $p$, and, assuming $\alpha$ (i) $\neq 0$ for any $i$, let

$$
|\alpha(i)| \leq D_{3} i^{-q} \quad q>1 .
$$

Then the coefficients $a^{\prime}(1)$ defined by

$$
\begin{equation*}
\sum_{j=1}^{n} A_{n}(i, j) a^{\prime}(j)=b(i) \tag{2.20}
\end{equation*}
$$

decrease asymptotically at the same rate as the Fourier coofficients $\alpha$ (i)
provided $\mathrm{p}^{>} \mathrm{q}+1$.
If $p$ is sufficiently large, the coefficients

$$
\begin{equation*}
a_{n}^{\prime \prime}: A_{n}(i, i) a^{\prime \prime}(i)=b(i) \tag{2.21}
\end{equation*}
$$

also have this property.

These convergence results are important in practical computational terms. We can contrast them with results on the convergence of the approximation $y_{n}(x)$ and its derivatives to those of the solution $y(x)$. We continue now to examine results of this type.

### 2.6 Convergence of the Rayleigh-Ritz approximation

The results of this section are primarily those of Ciarlet, Schultz and Varga, for basis functions which are trigonometric functions, or polynomials, both continuous and piecewise continuous. A discussion of the most general result of Rayleigh-Ritz convergence, ie. Ciarlet, Schultz and Varga (1), Thm。4, is deferred until we consider mildly ron-linear differential problems in $\% 2.8$,

We give first the appropriate theorems for global basis functions.
Polynomial functions of degree $n$ satisfying the boundary conditions given in (2.4) are of the form

$$
x^{k}(1-x)^{k}\left[a_{0}+a_{1} x+\cdots+\quad+a_{n-2 k} x^{n-2 k}\right],
$$

so that each polynomial is an element of a subspace $P_{0}^{n}$ of $H_{L}$ with dimension $n-2 k+1$ 。 For representations in this space of functions we quote the following theorem without proof.

Theorem (Ciarlet, Schultz, Varga (1), Thm.5, p.403)
If $y(x) \in C^{t}[0,1]$ and $y(x)$ satisfies $y^{(r)}(0)=y^{(r)}(1)=0$
for $r=0,1$. . $k-1$, then there exists a sequence of polynomials of degree $n,\left\{\tilde{p}_{n}(x)\right\}_{n=w}^{\infty} \quad$ with $w=\max (t, 2 k-1)$ such that $\tilde{p}_{n}(x) \in P_{0}^{n}$ and

$$
\left\|\frac{d^{r}}{d x^{r}}\left(y-p_{n}\right)\right\|_{\infty} \leqslant \frac{k}{(n-k)^{t-k}} \omega\left(\frac{d^{i} \dot{w}}{d x^{t}}, \frac{1}{n-k}\right)
$$

where $(u)(u)$ is the modulus of continuity of $a$ defined by

$$
\begin{aligned}
\omega(u, \delta)= & \max _{\substack{\dot{x}, \dot{x}_{0}}}\left|y(x)-y\left(x_{0}\right)\right| \\
& \left|x-x_{0}\right|<\delta
\end{aligned}
$$

As a consequence of this theorem we can establish the following．
Theorem（Ciarlet，Schultz，Varga（1），Thmo6，p．405）
Let $\Psi(x)$ be the solution of the differential problem（203）． Then $\psi(x) \in C^{\star}[0,1], t \geq 2 k$ 。 Let $\hat{F}_{i}(x)$ be the function in $P_{0}^{n}$ which minimizes the corresponding energy functional（2．5），where $n \geq t$ 。 Then there exists a constant $M$ dependent on $t$ and $n$ such that

$$
\begin{equation*}
\left\|\hat{P}_{n}-\psi\right\|_{\infty} \leq \frac{M}{(n-k)^{t-k}}\left\|\frac{d^{t} \psi}{d x^{t}}\right\| \|_{\infty} \tag{2.22}
\end{equation*}
$$

We remark that，since $\Psi$ is assumed to be a classical solution of （2．3）then $\psi \in D(L)$ and $\hat{p}_{n} \in D(L)$ ．Thus $\hat{p}_{n}$ ，the unique minimizing element of $P_{o}^{n}$ for the energy functional $I(y) 。$（2．5）satisfies

$$
I\left(\hat{p}_{n}\right) \geq I(\psi) \geq I(\hat{y})
$$

where $\hat{y}$ is the function which minimizes $I(y)$ over $H_{L}$ 。
It follows at once that the sequence of Rayleigh－Ritz approximations $p_{k+v}, v=1,2 \ldots$ converges with order at least equal to $k$ ，$i_{0} e_{\text {。 if }}$ $\psi \in c^{2 k}[0,1], \psi \notin c^{2 k+1}[0,1]$ then $t-k=k$ ．

These results are proved in Ciarlet，Schultz，Varga（1）for mildly non－linear problems of the form（1．8）which we shell consider in section 2．8，provided that certain assumptions are made concerning the coefficients $p_{s}(x), s=0 . \circ k$ and the right hand side $f(x, y)$ ．We shall detail
these requirements and their relevance to these theorems in section 2.8 ．
Weaker results than（2．21）and（2．22）concerning polynomial approximation and the Rayleigh－Ritz method are giver by Mikhlin（4．p．129）， （5）．These results include，however，convergence results for approximation in more than one dimension as well as convergence in certain Sobolev norms including derivatives，giving results comparable to results of a later section obtained by Ciarlet，Schultz，Varga（p．48）．

Results similar to（2．21），（2．22）can be established when the approximation is a trigonometric polynomial if the solution $y(x)$ is known to be periodic or if periodic boundary conditions are prescribed．Such results are given by Ciarlet，Schultz and Varga（2）；and Birkhoff and Fix（1）。

Convergence theorems of the above types are developed by Ciarlet， Schultz，Varga（1），Shultz and Varga（1），Perrin，Price and Varia（1）， for piecewise continuous basis functions such as（2．16）and（2．17）． The strongest of these results are those developed by Schultz and Vargas （1），using the generality of $L$－spline theory；however the following theorems are of more practical importance and indicate the types of result which can be derived for specific piecewise continuous basis functions in practical use 。

Theorem（Ciarlet，Schultz，Virga（1），Thm。10，pp．409．．10）。
Let $\psi(x)$ ，the solution of $(2.3),(2.4)$ be of class $C^{t}[0,1]$ with $t \geq 2 m \geq 2 k$ ，let $\Pi$ be any partition of $[0,1]$ ，and let $q(x)$ be the unique function which minimizes $I(y) .0(2.5)$ over the space $H_{0}^{m}(\Pi)$ defined by（2．16）．Then there exists a constant $\mathbb{M}$ ， independent of $\overline{1}$ ，such that

$$
\|q(x)-\psi(x)\|_{\infty} \leq v\left\|\frac{d^{2 m}}{d x^{2 m}} \psi\right\|_{\infty}(\bar{h}(\bar{\Pi}))^{2 m-k}
$$

where $\bar{h}(\bar{\Pi})=\max _{i}\left(x_{i}-x_{i-1}\right), \quad x_{i} \in \Pi$

We note the comment in Ciarlet, Schultz, Varga (1) that the exponent of $E(\Pi), 2 m-k$, is in a sense the best pcssible

For elements of the space $\operatorname{Sp}_{0}^{m}$ (TI) defined by (2.2.7) we have Theorem (Ciarlet, Schultz, Varga (1), Thmo16, p.416)

Let $\Psi(x)$, the solution of $(2.3),(2.4)$ be of class $C^{ \pm}[0,1]$ with $t \geq 2 m \geq 2 k$, let $\left\{\bar{\Pi}_{i}\right\}_{i=1}^{\infty}$ be any sequence of partitions of $[0,1]$ with $\lim \overline{\mathrm{h}}\left(\bar{\Pi}_{i}\right)=0$, and let $\mathrm{r}_{\mathrm{i}}(\mathrm{x})$ be the unique function which minimizes i
(37) over $\operatorname{Sp}_{0}^{\text {( }}\left(\Pi_{i}\right)$. Then there exists a constant $\mathbb{M}$, independent of the sequence $\prod_{i}$, such that

$$
\left\|r_{i}(x)-\psi(x)\right\| \leq M\left\|\frac{d^{2 m}}{d x^{2 m}} \psi\right\|_{\infty} \cdot\left(\bar{h}\left(\bar{\Pi}_{i}\right)\right)^{2 m-1-k}
$$

Unlike the result above it appears that the expcnent $2 m-1-k$ could be improved to $2 m-k$. See Ciarlet, Schultz, Varga ( $l_{\text {, }}$ p.417)。

### 2.7 Convergence of the Residual

We have seen that the function $y(x)$ which minimizes $I(y)=$ (Ly,y)-2(y,f) does not necessarily lie in the domain of existence $D(L)$, and it is therefore not possible for such functions that the approximations $y_{n}(X)$ satisfy

$$
\lim _{n \rightarrow \infty} L_{y_{n}}(x)=f
$$

under general assumptions. Under what conditions this convergence can be established is a problem which has been considered by Mikhlin, Vainikko and.others; see Mikhlin (4, p.108), and Vainicko (1). The following theorem, from Mikhlin, characterizes the situation for the Rayleigh-Ritz method; it is a particular case of the theorem established by Vainikko for general projection methods (including least squares, Galerkin, and the method of moments).

Theorem (Mikhlin (4,p.109))
Let $L$ and $M$ be positive definite operators defined on a separable Hilbert space $H$, satisfying $D(L)=D(\mathbb{M})$. Assume that the eigen values of $M$ are discrete, and let the corresponding eigenfunctions be the sequence $\left\{\phi_{i}(x)\right\}_{i=1}^{\infty}$. If this sequence of functions are used as co-ordinate functions for the Rayleigh-Ritz method, and

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

is the resulting approximation, where ${\underset{\mathrm{a}}{\mathrm{n}}}$ satisfies (2.2) then

$$
\left\|L_{y_{n}}-f\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

The operators $L$ and $M$ are said to be similar: see 3.1 .
For the differential equation

$$
\begin{equation*}
L(y)=\frac{d}{d x}\left(p_{1}(x) \frac{d y}{d x}\right)+p_{o}(x) y=f \tag{2.23}
\end{equation*}
$$

where $p_{1}(x)>0, p_{0}(x) \geq 0$, with the boundary conditions $y(0)=0$ $y(1)=0$, a similar operator is

$$
M(y)=\frac{d^{2} y}{d x^{2}}
$$

with the same boundary conditions. Thus if the basis

$$
\left\{\phi_{i}: \phi_{i}(x)=c_{i} \sin i \Pi_{x}, i=1 \ldots \infty\right\} \quad \ldots(2.24)
$$

is used for problem (2.23) then the residual will converge to zero. The role of the normalization factor $C_{i}$ with respect to practical computation will be considered in Chapter Three.

An alternative study of the convergence of the residual for projection methods is that given by Kantorovich (1), which is somewhat less restrictive than the results of Mikhlin, given above 。

Let $L: D(L) \rightarrow R(L)$, and let $D(L)=H_{1}, R(L)=H_{2}$. Let $H_{1}{ }^{(n)}$ be a finite dimensional subspace of $H_{1}$ for each $n$. In the

Rayleigh Rita method this will be the subspare spamed by ing $\sum_{j=1}^{n}$. Assume that for arbitrary $v \in H_{j}$

$$
E_{n_{1}}(v)=\operatorname{irf}_{v_{n} \in E_{l}(n)} \| v-v_{a} \rightarrow 0 \quad \text { as } n \rightarrow \infty \quad \ldots(2.25)
$$

Let $\lambda_{1}^{(n),} \lambda(n)$ be the smalleet and largest aigenvalues of the Gramm'matrix of $\left\{\phi_{i}\right\}_{i=1}^{n}$. Then it can be sinown that

$$
\left\|A y_{n}-x\right\| \Rightarrow 0 \quad \text { as } n \geqslant 00
$$

if

$$
\begin{equation*}
\left[\frac{\lambda_{n}^{(n)}}{\lambda_{1}^{(n)}}\right]^{\frac{1}{2}} \quad E_{n}(y) \quad \rightarrow \quad 0 \quad \text { as } n \rightarrow \infty \tag{2.26}
\end{equation*}
$$

The practical limitation of this result is that the problem of determining a suitable subspace for which (2.25) holds; the result of Mikhlin above provides such a subspace in terms of the eigenfunctions of a similar operator. On the other hand, these eigenfunctions may not permit rapid convergence of the Rayleigh-Ritz solution. For example, the basis (2.24) will not provide rapidly ocnverging approximations to the solution of (2.23) unless this sclution is pericdic, and a pciynomial basis would be preferable in the general case. We shall examine the usefulness of these respective critsifia in Chapters Three and Four, with reference to specific possible comerdinate systems.

### 2.8 Mildly non-ijnear differential problems

We consider now differential aquations of the form

$$
\begin{equation*}
\sum_{s=0}^{1}(-1)^{s+1} \frac{d^{s}}{d x^{s}}\left|p_{s}(x) \frac{d^{s} y}{d x^{s}}\right|=f\left(x_{y} y\right) \tag{2.27}
\end{equation*}
$$

subject to

$$
\begin{equation*}
y(0)=y(1)=0 \tag{2.28}
\end{equation*}
$$

for which the functional of the enemg rroblem asemea the form

$$
\begin{equation*}
I(y)=\int_{0}^{1}\left[\frac{1}{2} \sum_{s=0}^{k} \quad p_{s}(x)\left(\left.\frac{a^{s} y}{d x^{s}}\right|^{2}+\int_{0}^{y(x)} f\left(x_{s} \eta\right) d \eta\right] d x\right. \tag{2.29}
\end{equation*}
$$

The differential problem (2.27) (2.28) will be termed a mildiy non-linear problem, since j.t i.s innear in derivatives of y but non-linear in $y$ o The problems (2.3) and (2.5) are easily seen to be special cases of (2.27) and (2.29). Iry order that the problems (2.27) and (2.29) have unique solutions it is necessary that we meke explicit, a number of assumptions which have been implicit or unnecessary in our treatment of linear differential probleme. In doing this we are agair. following the work of Ciarlet, Schultz and Varga (1), and thair collaborstors. We shall not oomment fuither on two extensions of this work, in which Gladweil (I) considers differential equations of the form

$$
\sum_{\substack{=0}}^{k}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{g}(x) \frac{d^{s} y}{d x^{s}}\right)-\sum_{i=0}^{k} f_{f}\left(x_{s, y}(i)\right)^{(i)}
$$

where

$$
f_{i}\left(x_{9} y^{(i)}\right)^{(i)} \text { is the ith lerivative of a furction of } x \text { ard } y^{(i)} \text {, }
$$ but is independent of any other derivative of $y$, or $y$ itrelf, subfact to linear homogeneous essential boundary comitione, and nonvinear natural

 of differential equetions by the Galevicin method, using monotone operator theoryy.

Under the following ascumptions it can be ahown that there is a unique solution of the energy problemz- Kinimize (2.21) subject to (2.22). These are given by Ciarlet, Schultz and Varga (1, \% 8). To introduce
them we must define

$$
\left.\Lambda=\inf _{\phi \in S} \int_{0}^{1} \sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{s}} \phi(x)\right)^{2}\right] \int_{0}^{1}(\phi(x))^{2} d x \quad
$$

Under the assumptions $p_{j}(x) \in C^{j}[0,1]$ and that tore exist constants $\beta$ and $K$ such that

$$
\begin{array}{r}
\sup _{x \in[0,1]}|\phi(x)| \leq K\left[\int _ { 0 } ^ { 1 } \left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{s}} \phi(x)\right)^{2}+\right.\right. \\
\left.\left.\beta(\phi(x))^{2}\right\} d x\right]^{1 / 2}
\end{array}
$$

then $\int>\cdots \infty \quad(C, 5, V(1, p .396$, Lemma 1$))$.

We require the assumption on $f(x, y)$ that there exists a constant $\gamma$ such that

$$
\frac{f(x, u)-f(x, v)}{u-v} \geq \gamma>-\Lambda
$$

$$
\text { for all } x \in[0,1]
$$

and $-\infty<u, v<\infty, \quad u \neq v$.
This condition is implied by

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial y} \geq \gamma>-\Lambda \tag{2.32}
\end{equation*}
$$

The condition (2.31) can be replaced in certain circumstances, (see C.S.V. (1), p.419, 8.3), but only by requiring certain other, and very specific properties of the problem, for example that the solution $y$ of (2.27), (2.28) is positive in ( 0,1 ). Similarly, the coefficients $p_{s}(x), a=0$. . $k$, may be assumed only piecewise continuous; again restrictions are implied on the solution. With the conditions (2.30), (2.31) and provided $p_{j}(x) \in c^{j}[0,1]$, Ciarlet, Schultz and Vargas show
that the functional $I(y) \ldots$ (2.29) has a unique minimum a ad that this is achieved for the function $y=\psi(x)$ where $\psi(x)$ is a classical solution of (2.27), (2.28).

The role of the assumptions (2.30) and (2.31) or (2.32) is not immediately clear. Their importance lies in the proof of

$$
I(\psi) \leq I(y) \quad \text { for all } y \neq \psi^{\prime}
$$

Letting $y(x)=\Psi(x)+\varepsilon(x)$ we obtain by integrating by parts, and using the boundary conditions

$$
\begin{aligned}
& \varepsilon^{j}(0)=\varepsilon^{j}(1)=0, j=0 \ldots k-i, \\
& I(y)=I(\psi)+1 / 2 \int_{0}^{1} \sum_{s=0}^{k} p_{s}(x) \frac{d^{8}}{d x^{s}}(\varepsilon(x))^{2} d x \\
&+\int_{0}^{1}\left\{\int_{\psi}^{\psi+\varepsilon} f(x, \eta)-f(x, \bar{y}) d \eta\right\} d x
\end{aligned}
$$

Then using (272) or (2.32) we have

$$
\int_{\psi}^{\psi+\varepsilon}(f(x, \eta)-f(x, \psi)) d \eta . \geq \frac{\gamma}{2} \varepsilon^{2}(x)
$$

and using (2.30)

$$
\int_{0}^{1} \sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{s}}(\varepsilon(x))\right)^{2} d x>\Lambda \int_{0}^{1} \varepsilon^{2}(x)
$$

so that

$$
I(y) \geq I(\psi)+\frac{\Lambda+\gamma}{2} \int_{0}^{I} \varepsilon^{2}(x) d x
$$

By definition, $\quad \gamma>-\Lambda$ and hence $I(\psi)<I(y)$ for all $y$ for which $I(y)$ is defined and which satisfy the boundary conditions (2.28).

Under conditions (2.30), (2.31), (2.32) all the thecrems conernikg the convergence of the Rayleigh-Ritz approximation to the solution f $(x)$ hold. In order to ensure convergence to derivatives of $y^{\prime}(x)$ it is necessary to replace $(2.30)$ with the stronger assumption

$$
\left\|\frac{d^{l}}{d x^{1}} \phi\right\|_{\infty} \leq K\left[\int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} \phi}{d x^{s}}\right)^{2}+\beta(\phi(x))^{2}\right\} d x\right]^{\frac{1}{x}}
$$

or

$$
\left\|\frac{d^{1+1} \phi}{d x^{1+1}}\right\|_{2} \leq K\left[\int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} \phi}{d x^{8}}\right)^{2}+\beta(\phi(x))^{2}\right\} d x\right]^{\frac{1}{2}}
$$

(see Ciarlet, Schultz, Varga (1, p.395)).
We have now outlined the theory of convergence of Raylelgh Ritz approximation for variational problems related tc aertsin linear and mildly non-linear problems, when the approximating functions are chosen in a number of ways. Throughout, we have assumed that coefficients in the approximation are evaluated analytically, and it remains to be seen whetber certain choices of basis function are more expedient when these coefficients are evaluated numerically. We look at this problem in Chapter Three。

## Chaptor Three

Numerical Considerations in the Application of the Rayleigh-Ritz method to Linear Differentia: Equations

Although the convergence results of Chapter Two, with the exception of those concerning asymptotically diagonal matrices, depend only or the choice of the sequence of subspaces in which to obtain an approximate solution, and not on the selection of co-ordinate functione forming a basis for this subspace, the correct choice of the oci-ardinate functions is essential in order to perform the Rayleigh-Ritz methca numerically. In this chapter we shall use examples to indicate the properties which it is desirable that a co-ordinate system should possess. Criteria of this kind are given in many of the works of Mikhlin, particularly (1), (4). Many of these criteria are relevant to other function expansion methods, such as least squares (Andersenn (1), Dshiahkariani (1)), the method of moments, and Galerkin's method.

Other approaches to the problems arising when the Rayleigh-Ritz method is applied numerically have been given in the Ifterature. Delves (1) describes a method in which the effects of rounding errors in the numerical processes are minimized, whilst Babuska, Prager and Vitasek (1) report the results of a numerical study in which exrors of a known magnitude are introduced into the Rayleigh-Rity equations and the effect on the solution analysed.

### 3.1 Computational Results for Simple Quadratic Problems.

The variational problems considered in this settion are of the form

$$
\begin{equation*}
\min I(y)=\int_{0}^{1}\left\{p_{1}(x)\left(y^{\prime}(x)\right)^{2}+p_{0}(x)(y(x))^{2}+\right. \tag{3.1}
\end{equation*}
$$

subject to

$$
y(0)=y(1)=0
$$

For the sequence of coordinate functions $\left[\emptyset_{i}\right\}_{i=1}^{n}$ this leads to the system of Rayleigh-Ritz equations (2.2)

$$
\begin{equation*}
A_{n} \underline{a}_{n}=\underline{b}_{n} \tag{3.2}
\end{equation*}
$$

and the nth Rayleigh-Ritz approximate solution

$$
\begin{equation*}
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x) \tag{3.3}
\end{equation*}
$$

When the Rayleigh-Ritz method is applied numerically, the solution of equations (3.2) is affected by errors introduced at two stages. First, numerical representation of the elements of the matrix $A_{n}$ and vector v $\underline{b}_{n}$ introduces errors into the values of these elements, and second, numerical methods of solution of the equations, for example Gaussian elimination or triangular decomposition, introduce further errors. If $\mathcal{E}_{\mathrm{n}}$ denotes the matrix of errors in the elements of $A_{n}$, and $\delta_{n}$ the vector of errcte in $f_{n}$, then we can define $\underline{a}_{n}^{\prime}$ and $\bar{y}(x)$ in the following mariner.

Let $a_{n}^{\prime}$ denote the algebraic solution of the equations

$$
\begin{equation*}
\left(A_{n}+\varepsilon_{n}\right) \underline{a}_{n}^{0}=b_{n}+\delta_{n} \tag{3.4}
\end{equation*}
$$

and define

$$
\bar{y}_{n}(x)=\sum_{i=1}^{n} a_{n}^{\prime}(i) \phi_{i}(x)
$$

We also define ${\underset{a}{n}}_{\prime \prime \prime}^{\prime \prime} \overline{\bar{y}}_{n}(x)$ by the following o Let ${\underset{n}{n}}_{\text {a }}$ denote the vector solution obtained when equations (3.4) are solved numerically; then

$$
\begin{equation*}
\left(A_{n}+\varepsilon_{n}\right)\left(\underline{a}_{n}^{\prime \prime}+\delta_{\underline{a}_{n}}\right)=\underline{b}_{n}+\underline{\delta}_{n} \tag{3.5}
\end{equation*}
$$

where

$$
\delta_{\underline{a}_{n}}=\underline{a}_{n}^{\prime}-\frac{a_{n}^{\prime \prime}}{n}
$$

and

$$
\begin{equation*}
\overline{\bar{y}}_{n}(x)=\sum_{i=1}^{n} a_{n}^{\prime \prime}(i) \phi_{i}(x) \tag{2,6}
\end{equation*}
$$

We remark that a realistic numerical solution is of the form (3.6).
The numerical experiments which follow were performed on an I.B.M. $360 / 67$ using either single word length or double word igrgth precision. These represent either 7 or 15 significant figures. The soaiar products of $A_{n}$ and $b_{n}$ were computed using a 20 point. Gaussian quadrature formula, so that for arbitrary $\left\{\phi_{i}\right\}_{i=1}^{n}, p_{0}(x), p_{i}(x), f(x)$ the errors $\mathcal{E}_{\mathrm{n}}$ and $\underline{-}_{\mathrm{n}}$ represent quadrature errors and reading errors; tais presents no complication. For certain examples, where $\left\{\phi_{1}\right\}_{i=1}^{r}$, $p_{0}(x), p_{1}(x), f(x)$ are polynomials, the quadrature formulae are exact for some subsystem $\left\{\phi_{i}\right\}_{i=1}^{m}$ of the coordinate system, and the errors in these cases are exclusively due to rounding error.

The equations were solved using the method of Gaussian Elimination with row interchanges, for $\mathrm{n}=2,3 \ldots 20$. This does not take advantage of the symmetry of the equations, nor does it readily admit the addition of the single row and column which are introduced in the progression from a Rayleigh-Ritz system of giza $n$ to a system of size $n+1$ 。 Both these advantages are obtained if the equations (3.2) are solved using triangular decomposition, and particularly the Cholesky decomposition. More efficient, but not necessarily more accurate, computation could be achieved in this way.

The approximation $\bar{y}_{n}(x)$ was computed in a straightforward manner from (3.6). No attempts to transform these series into others prior to evaluation of the solution are considered. As an estimate of the $L_{\infty}$ error norm of the error in $\tilde{\mathbf{y}}(\mathrm{x})$ we take the measure $\dddot{e}_{n}=\max _{x=x_{\alpha}}|\overline{\bar{y}}(x)-y(x)|$
where $x_{\alpha}=\alpha h, \alpha=0 \ldots k, h=1 / k$ for some $k$, usually $k=20$ 。

As simple test examples we consider the following:--
Problem L1.

$$
\begin{equation*}
\min I(y)=\int_{0}^{2}\left\{y^{\prime^{2}}-y^{2}-2 x y\right\} d x \tag{3,8}
\end{equation*}
$$

subject to $y(0)=y(1)=0$,
which has the solution

$$
\begin{equation*}
y(x)=\sin (x) / \sin (1) \quad-x \tag{3.9}
\end{equation*}
$$

The corresponding differential equation is

$$
y^{\prime \prime}+y+x=0
$$

with the boundary conditions (3.8).
This example is also considered by Kantorovich and $\mathrm{Kryinv}(1, \mathrm{p}, 269)$.

Problem L2.

$$
\begin{equation*}
\min I(y)=\int_{0}^{1}\left\{y^{\prime 2}+4 y^{2}+8 \cosh (1) y\right\} d x \tag{3.10}
\end{equation*}
$$

subject to $\quad y(0)=y(1)=0$
with the solution

$$
y(x)=\quad \cosh (2 x-1) \quad-\cosh (1)
$$

The corresponding differential equation is

$$
y^{\prime \prime}=4 y+4 \cosh (1)
$$

subject to (3.10). This example is considered by Ciarlet, Schultz and VIrga (1, p.426).

Problem L3.

$$
\min I(y)=\int_{0}^{1}\left\{(x+1) y^{\prime} 2-\frac{x(x+2)}{(x+1)} y^{2}-2(x+1)^{2} y\right\} d x
$$

subject to

$$
\begin{equation*}
y(0)=y(1)=0 \tag{3.11}
\end{equation*}
$$

with solution

$$
y(x)=3.6072 J_{1}(x)+0.75195 X_{1}(x)-1-x
$$

This example is obtained from the Bessel differential equa $\ldots$...

$$
\left.t^{2} z^{\prime \prime}+t z^{\prime}+\left(t^{2}-\right)^{1}\right)=0
$$

with the boundary conditions

$$
z(1)=1, z(2)=2
$$

by the transformations

$$
z=y+t, \quad t=x+1
$$

and division by $x+1$, giving the differential equaticn

$$
(x+1) y^{\prime \prime}+\frac{x(x+2)}{x+1} y+(x+1)^{2}=0
$$

with boundary conditions (3.11). This example, in which the acefijciente $p_{0}(x), p_{1}(x)$ are not so simple as in problems $L l$ and L2, is considered by Kantorovich and Krylov (2,p.270). Evaluation of $y(x)$ for this problem utilizes the values for the Bessel functions $J_{1}(x)$ and $Y_{2}(x)$ from the tables of Abramowitz and Stegun (1).

We consider first the solution of these problems in terms of the basis functions

$$
\begin{equation*}
\left[S_{i}^{1}\right]_{i=1}^{\infty}=\frac{\sqrt{2}}{i \pi} \sin (i \pi x) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[p_{i}^{1}\right]_{i=1}^{\infty}=x^{i}(1-x) \tag{3,13}
\end{equation*}
$$

These functions are used extensively in examples of the application of the Rayleigh-Ritz method in the literature; see eogo Mikhlin (4), Mikblin and Smolitakiy (1), Kantorovich and Krylov (I). In Tables I and II we give $\bar{e}_{n}$ and the coefficients $a_{n}^{\prime \prime}(i)$ for probiem $L l$ and the baees (3.12) and (3.13) respectively, for certain adjacent pairs of values of $n$ 。 Similar tables for problems $L 2$ and $L 3$ may be found in Appendix A. In addition, in Table $I$, the exact values of the RayluighRitz coefficients are also given; this is straightforward sinee the
matrix $A_{n}$ is diagonal for problem $L l$ and the basis (3.12) Also given is the estimate of the maximum error in the Rayleigh Rita approximation $y_{n}(x)$, given by

$$
\theta_{n}=\max _{x=x_{a}}\left|y_{x_{n}}(x)-y^{\prime}(x)\right|
$$

where the points $x_{\alpha}$ are those used in the application of (3.7).
More precisely, we have

$$
\begin{aligned}
& A_{n}(i, j)=2 \int_{0}^{1} \cos i \pi x \cos j \pi x-\frac{1}{i j \pi} \sin \hat{\pi} x \text { 。 } \\
& \operatorname{sjn} j \Pi \pi x d x \\
& = \begin{cases}1-\frac{1}{i^{2} \pi^{2}}, & i=j \\
0 & i \neq j\end{cases}
\end{aligned}
$$

and

$$
b_{n}(i)=\frac{\sqrt{2}}{1 \pi} \int_{0}^{1} x \sin i \pi x \quad d x=\frac{(-1)^{1-1}}{i^{2} \pi}-\sqrt{2}
$$

so that

$$
a_{n}(i)=\frac{(-1)^{1-1} \cdot \sqrt{2}}{i^{2} \pi^{2}-1}
$$

and

$$
y_{n}(x)=2 \sum_{i=1}^{n}(-1)^{i-1} \sin i \tilde{\Pi}_{x} /\left(\left(i^{2} \tilde{\eta}^{2}-1\right) i \tilde{j}\right)
$$

A number of points of note emerge from Tables $I$ and II. In Table I the error $\bar{e}_{n}$ decreases smoothly as $n$ increases. Further, the values of the coefficients $a_{n}^{\prime \prime}(1)$ do not vary greatly with $n$, and we note also that the coefficients $a_{n}^{\prime \prime}(i)$ become smaller as $i$ increases, for fixed $n$. This apparent convergence, and other features displayed in this Table are those generally required of a reliable numerical method. The situation in Table II is not so encouraging. Here we have a

| Pró am LI |  | Behaviou | of the Soluti | Vector and ther | e Approximate | $\phi_{i}=\frac{\sqrt{2}}{i \pi} \sin i \pi x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 21 | 12 | Exact |
| $\bar{e}_{n}$ | 3.859650'-3 | $1.904899^{\circ}-3$ | 4.048160 ${ }^{\circ}-4$ | 2.847872'-4 | $1.020543^{\circ}-4$ | 7.764621'-5 |  |
| $e_{n}$ | $3.859645^{\prime}-3$ | $1.904899^{\circ}-3$ | 4.048682'-4 | 2.848654'-4 | $1.016520^{\prime}-4$ | 7.969140'-5 |  |
| $e_{n}^{*}$ | $3.859616^{\circ}-3$ | $1.904865^{\prime}-3$ | 4.048573'-4 | 2.848499 ${ }^{\circ}-4$ | $1.020415^{\prime}-4$ | $7.763326^{\prime}-5$ |  |
| $a_{n}^{1 \prime \prime}(i)$ | +1.591447 ${ }^{1}-1$ | +1.594447 ${ }^{1}-1$ | +1.594447 ${ }^{\prime}-1$ | +1.594447 ${ }^{\prime}-1$ | +1.594447 ${ }^{\circ}-1$ | +1.594447 ${ }^{\prime}$-1 | +1.594448 ${ }^{\circ}-1$ |
|  | $-3.675349^{\prime}-2$ | -3.675350 ${ }^{\circ}-2$ | $-3.675352^{\prime}-2$ | -3.675352'-2 | -3.675352'-2 | -3.675352'-2 | -3.675340 -2 |
|  |  | +1.610239 ${ }^{-2}$ | +1.610238:-2 | +1.610239'-2 | +1.610239 ${ }^{-2}$ | +1.610239'-2 | +1.610235 ${ }^{\circ}-2$ |
|  |  |  | -9.012881'-3 | -9.012881 -3 | -9.012881'-3 | -9.012881 -3 | -9.012680 -3 |
|  |  |  | +5.755066'-3 | +5.755010'-3 | +5.755014'-3 | +5.755014'-3 | +5.754910'-3 |
|  |  |  | $-3.991961^{\prime}-3$ | -3.991965 ${ }^{\prime}$-3 | -3.992968 -3 | $-3.991834^{\circ}-3$ | -3.991506 ${ }^{\circ}-3$ |
|  |  |  | +2.930339 ${ }^{\text {- }}$ - | $+2.930347^{1}-3$ | +2.930221'-3 | +2.930224 ${ }^{\text {F }} 3$ | +2.930329 ${ }^{\circ}-3$ |
|  |  |  |  | $-2.242829^{\text {P }}-3$ | $-2.242662^{\circ}-3$ | -2.245205 $\times 3$ | -2.242453 ${ }^{\circ}-3$ |
|  |  |  |  |  | +1.7742500-3 | $+2.774147^{8}=3$ | +j. $772206-3$ |
|  |  |  |  |  | -1.437535 -3 | -2.412056\%-3 | -1.434352:3 |
|  |  |  |  |  | $+1.162711^{\circ}=3$ | $+2.162711{ }^{1}-3$ | +i. $385206 \%$ : |
|  |  |  |  |  |  | -i.11044 ${ }^{\circ}=3$ | -9.957581804 |

Problem LI

| n | 2 | 3 | 7 | 8 | 11 | $\begin{aligned} & \frac{12}{6.247309^{\prime}-6} \\ & 2.681174^{\prime}-11 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} \bar{e}_{n}^{n} \\ e_{n}^{*} \\ \hline \end{aligned}$ | 3.026127 ${ }^{\text {- }}$ - | 2.489983 ${ }^{\text {- }}$ - | 1.219660'-5 | 9.596347'-6 | 2.670288'-5 |  |
|  | 3.025191'-4 | 2.507028'-5 | $5.354866{ }^{\prime}-11$ | 2.764134'-11 | 2.652861'-11 |  |
| $a_{n}^{\prime \prime}(1)$ | $\begin{aligned} & +1.924085^{i}-1 \\ & +1.707373^{i}-1 \end{aligned}$ | $\begin{aligned} & +1.877603^{\circ}-1 \\ & +1.941637^{\circ}-1 \\ & -2.232645^{\circ}-2 \end{aligned}$ | +1.876336 ${ }^{-1}$ | +1.885666 ${ }^{\circ}-1$ | +1.892988 ${ }^{\circ}-1$ | +1.881749 ${ }^{6}-1$ |
|  |  |  | +2.075043'-1 | +1.789945 ${ }^{\text {- }}$ - | +1.682944:-1 | +1.954954 ${ }^{\circ}-1$ |
|  |  |  | -1.615116'-1 | +1.174669'-1 | +9.820651'-2 | -8.644186 ${ }^{\circ}-2$ |
|  |  |  | +5.276064 ${ }^{-1}$ | -7.274599 - - | -5.092235 ${ }^{\prime}-2$ | +3.418415 ${ }^{\circ}-1$ |
|  |  |  | -9.399538'-1 | +2.021488' +0 | -8.568961 ${ }^{-1}$ | $-5.466980^{\circ}-1$ |
|  |  |  | +7.964375 ${ }^{-1}$ | +2.992083'+0 | +1.178898'+0 | $-9.663411^{\prime}-1$ |
|  |  |  | $-2.603114^{\circ}-1$ | +2.228110 ${ }^{+}$ | +2.8588571+0 | +4.873112'+0 |
|  |  |  |  | -6.570082 -1 | $-7.833037^{\circ}+0$ | $-6.597326^{\circ}+0$ |
|  |  |  |  |  | +5.406525 ${ }^{\text {+ }}$ + | +2.171780 ${ }^{\circ}+0$ |
|  |  |  |  |  | +1.644933 ${ }^{\circ}-1$ | +2.831546 ${ }^{\circ}+0$ |
|  |  |  |  |  | $-9.67747^{\circ} \mathrm{M}$ | $-2.700788^{\circ}+0$ |
|  |  |  |  |  |  | $+6.530638^{\circ} \mathrm{l}$ 1 |

pclynomial basts and constant or polynomial ocefficients, ac that the errors in $A_{n}$ and $b_{n}$ are caused only by rounding erwor, and not by the generally more severe effects of quadrature approximation fowever, the coefficients $a_{n}^{\prime \prime}(i)$ do not tond to a limit as either $n$ or $i$ increase, nor does the orror reduce smoothly. This basis has generated a numerical approximation with few desirable propertios. Orim ore feature of this Table provides any redemption for this metkod; all of the results obtained using the polynomial basis functions (3.13) for $n=1,2,30.020$ are more accurate than any of the resulta obtained using the trigonometric basis (3.12).

It can be seen from the corresponding doubie precision resulte for this problem given as $e_{n}^{x}$ in Tables $I$ and $I I$ that the sbove remarks hold equally in that case.

There is an immediate explanation for the greater acourady obtained with the basis (3.13) rather than that obtained using (3.12). The solution (3.9) of problem Ll is not periodic, and this is reflected in a slow rate of convergence when the function is approximated by pexiodic functions.

We must recognise the two important problems illustrated by the results of Tables I and II. The fundamental aim of cur appication of the Rayleigh-Ritz method is to produce an appsoximation 'to the solution of the variational problem; an approximating function which agrees closely with the true solution. It is necessary, however, to recognise a good approximate solution in some way, and this is generally achieved by considering successive vectors of coefficiente; for oxample, if

$$
\begin{equation*}
\left|a_{n}^{\prime \prime}(i)-a_{n+1}^{!}(i)\right|<\varepsilon_{1} \quad 1 \leq i \leq n \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a_{n+1}^{\prime \prime}(n+1)\right|<E_{2} \tag{3.15}
\end{equation*}
$$

where $\mathcal{E}_{1}, \mathcal{E}_{2}$ are small, then $\underline{a}_{n+1}^{\prime \prime}$ may be considered se a solution. It is, of course, poasible to evaluate successive approximating functions and compare these, though this representa a. considerable increase in computation. The two probleme therefore are

1. The determination of an approximating subspace in whinth the solution of a variational problem may be conveniently and accurately represented by a small number of basis functions.
2. The determination of a suitable basis for the subspace, fcr which conditions (3.24), (3.15) may be expected to smply the accuracy of the approximating function, and vice-rersa.

The first of these problems is a convergence problem in approximation theory whose solution requires an a-priori understanding of the nature of the solution of the variational problen. Some results of this type are given in Chapter Two. A paper of Delves and Mead ( 3 , to appear) will consider the a-priori determination of properties of the solution.

The second problem is referred to as a stability probiemo The irregular behaviour of the coefficients in Table II is caused by the numerical errors involved in the solution of (3.5). The effects of such errors in the determination of the coefficients of a Rayleigh-Ritz approximation have bean conaidered by Mikhin (1), (4), Samokish (1), Andersenn (1), and others; we examine this work in \% 3.3, after first introducing certain properties of arbitrary systems of functions.

### 3.2 A Minimal-Orthonormal Classification of Functions.

Let $H$ be an arbitrary Hilbert space, and let $\left\{\varnothing_{5}: \phi_{i} \in H\right\}$ be a finite or infinite sequence of functions in H . The sequence $\left[\varnothing_{i}\right]$ is said to be minimal in $H$ if and only if eliminating che element of the sequence reduces the dimension of the subspace spanned by the system, ide

Let $\left[\phi_{i}\right]=\phi_{1}, \phi_{2}, \phi_{3}, \ldots$ be a sequence in $H$ and let $H_{k}$ be the subspace of $H$ spanned by $\phi_{1}, \phi_{2}$. $\phi_{k-1}, \phi_{k+1}$. ..The sequence $\left\{\phi_{i}\right\}$ ia minimal in H Eff $\phi_{k} \notin H_{k} \forall k$.As a consequence of this definition we have immediately:The sequence of functions $\left\{\phi_{i}\right\}$ is non-minimal in $H$ inf there exists an integer $j$ such that, given $\mathcal{E}>0$, there exists an integer $N$ and scalars $\alpha_{1} \ldots \alpha_{j-1}, \alpha_{j+1} \ldots \alpha_{N}$ such that

$$
\begin{equation*}
\left\|\phi_{j}-\sum_{\substack{k=j \\ k \neq j}}^{N} \alpha_{k} \phi_{k}\right\|_{H} \leq F \tag{3.16}
\end{equation*}
$$

where \|. \|H denotes the norm in $H$.
Thus any finite sequence of linearly independent functions in $E I$ is minimal in $H$; any finite system of linearly dependent functions is non-minimal in $H$. In particular, in this case we may take $\mathbb{K}=0$ in (3.16). Any infinite sequence of functions orthonormal in $H$ is minimal in $H$. An often quoted result (see mikhlin (4), Kaczmarz and Steinhous (1)) is the following:- The sequence $\left\{x^{x}\right\}_{\text {wo }}$ w is non -minimal in $\mathcal{L}_{2}[0,1]$ 。

The sequence $\left\{\phi_{i}\right\}$ is acid to be strongly minimal in $H$ iff the smallest eigenvalue $\lambda_{1}^{(n)}$ of the Gramme matrix $A_{n}$

$$
A_{n}(i, j)=\left(\phi_{i}, \phi_{j}\right)_{H} \quad i, j=I \ldots n
$$

of the sequence $\left\{\varnothing_{i}\right\}_{i=1}^{n}$ is bounded below by a strictly positive
constant independent of $n$; i.e. there exigts arr $w \neq 0$ s

$$
\lambda_{1}^{(n)} \geq w^{2} \quad \forall n .
$$

The sequence $\left\{\phi_{i}\right\}$ is said to be almost orthenormai in $H$ iff it is strongly minimal in $H$ and the largest eigenvalue $n$ ( $n$ ) of the Gramm matrix $A_{n}$ is bounded above by a positive constant irdeperdent of $n$, $i_{0} e$. there exist real numbers $w \neq 0, W \neq 0$ satiaiying $|w| \leq|w|$ such that

$$
\begin{equation*}
w^{2} \leq \lambda_{1}(n) \leq \lambda_{n}(n) \leq w^{2} \tag{3.17}
\end{equation*}
$$

The aequence $\left[\phi_{i}\right]$ is orthonormal in $H$ iff $w=W=1$ in (3.17).
The following theorem (Andersenn (1), p. 134 Thm.3.3) sumsarizes
the relationships between these classes of functions, and condenasa several results of Mikhlin (1), (4).
"Orthonormal systems are almost orthonormal, almost orthonormal syatems are strongly minimal, and strongly minimal systens are minimalu At no atage is the converse (necessarily) true".

We have also the following reault (Mikhlin, (4), p.6) Let the sequence $\left\{\varnothing_{i}\right\}$ be minimal in $H$. Then there exist scalars $\alpha_{1}, \alpha_{2} \ldots \alpha_{n}, \ldots$ such that the sequence $\left\lceil\alpha_{i} \phi_{i}\right\}$ is strongly minimal in $H$ 。

In order to puraue Mikhlin's atudy of the selection of comcrdinate systems the following theoreme are useful. We remark that, wher a sequence of co-ordinate functions $\left\{\phi_{i}\right\}$ are chosen for the aolution of the equation $L y=f$, (where $L$ is a positive definite operator) by the Rayleigh-Ritz method, the resulting matrix $A_{n_{1}}$ (3.2) is exactly the Gramm matrix of the subsequence $\left\{\varnothing_{i}\right\}_{i=1}^{n}$ in the energy space $H_{L}$ of the operator $L$ 。

Theorem (Mikhlin (4), p.7-8)
Let M and N be positive definite, self-adjoint operators in some Hilbert space $H$, satisfying $H_{M} \subseteq H_{N}$. If $\left\{\varnothing_{i}: \not \varnothing_{i} \in H_{M}\right.$, $i=1,2 \ldots$ ) is a minimal (strongly minimal) sequence in $H_{N}$ then it forms a minimal (strongly minimal) sequence in $H_{\mathbb{L}}$.

In particular, if $N=I$, then $H_{N}=H$, and since $h$ is positive definite, we have $H_{W} \subseteq H_{N}=H$. The result above implies that any minimal (strongly minimal) sequence in $H$ is minimal (strongly minimal) in $H_{N}$.

Definition.
Two positive definite self-adjoint operators $M$ and $N$ are gemi-gimilar if $H_{M}=H_{N}$. $M$ and $N$ are similar if $D(N)=D(N)$. Similar operators are necessarily semi-similar.

Theorem (Mikhlin, (4), p.11)
Let $\left[\varnothing_{i}\right\}$ be a complete, almost orthonormal sequence in $H_{N}$, and let $M$ and $N$ be semi-similar. Then $\left\{\oint_{i}\right\}$ form a complete, almost orthonormal sequence in $H_{M}$.

Theorem (Mikhlin \& Smolitskiy (1))
Let $M$ and $N$ be similar, and assume $|(M y, N y)| \leq m\|M y\|^{2}$ $\forall y \in H_{M}, m=$ cont $>0$. Let $\left\{\phi_{i}\right\}$ be the orthonormalized eigenfunction of $N$, assumed complete in $H_{N}$ 。 Then $\left\{\mathcal{Q}_{k}\right\}$ are a complete, almost orthonormal sequence in $H_{M}$.

### 3.3 Stability

Loosely speaking, Rayleigh-Ritz computations are stable in some sense if the difference n $\left\|y_{n}(x)-\bar{y}_{n}(x)\right\|$ and $\left\|\underline{a}_{n}-\underline{a}_{n}^{\prime}\right\|$ or $\left\|y_{n}(x)-\overline{\bar{y}}_{n}(x)\right\|$ and $\left\|a_{n}-a_{n}^{\prime \prime}\right\|$ are small whenever $\left\|E_{n}\right\|$, $\left\|\delta_{n}\right\|$ in (3.4), (3.5) are small. More precisely, we indicate
the four cases separately, following the definitions of Milling.
The vector solution of the Rayleigh-Ritz equations (3.2) is stable with respect to errors in the equations, of the form (3.4), iff there exist constants $p, q, r$, independent of $n$, such that for all $\left\|\varepsilon_{n}\right\| \leq r$ and all $\delta_{n}$ the equations (3.4) are solvable and

$$
\left\|\underline{a}_{n}^{\prime}-a_{n}\right\| \leq p\left\|\varepsilon_{n}\right\|+q\left\|\underline{\delta}_{n}\right\| \ldots(3.18)
$$

The Rayleigh -Ritz approximation $y_{n}(x)$ defined by (3.3) is stable with respect to errors in equations (3.2) of the form (3.4) af there exist constants $p_{1}, q_{1}, r_{1}$, independent of $n$, such that for all $\left\|\varepsilon_{n}\right\| \leq \quad r_{1}$, and all $\delta_{n}$

$$
\left\|\bar{y}_{n}(x)-y_{n}(x)\right\| \leq p_{1}\left\|\varepsilon_{n}\right\|+q_{1}\left\|\underline{\delta}_{n}\right\| \ldots(3.19)
$$

The inevitable magnification of the initial errors $\mathcal{E}_{n}, \oint_{n}$ by numerical methods of solution is not considered in these definitions. We therefore also introduce the following.

The vector solution of the Rayleigh-Ritz equations (3.2) is stable with respect to errors in the equations of the form (3.5) and errors introduced by the method of solution ff there exist constanta $P, Q, R$ such that for all $\left\|E_{n}\right\| \leq R$ and all $\delta_{n}$

$$
\left\|\underline{a}_{n}-\underline{a}_{n}^{\prime \prime}\right\| \leq P\left\|\varepsilon_{n}\right\|+Q\left\|\underline{g}_{n}\right\| \ldots(3.20)
$$

The Rayleigh Ritz approximation $y_{n}(x)$ is stable with respect to errors in the equations (3.2) of the form (3.5), and errors introduced by the method of solution ff there exist constants $P_{1}, Q_{1}, R_{1}$ such that, for all $\left\|\varepsilon_{n}\right\| \leq R_{1}$ and all $\delta_{n}$

$$
\left\|y_{n}(x)-y_{n}^{\prime \prime}(x)\right\| \leq P_{1}\left\|\varepsilon_{n}\right\|+Q_{1}\left\|\delta_{n}\right\|_{00}(3.21)
$$

For brevity we introduce the following terminology. We speak of
(3.18) (reap (3.19) as the numerical stability of the Rayleigh-Ritz
solution vector (resp. the Rayleigh-Ritz approximation) an of (3.20) (resp.(3.21)) as the complete numerical stability of the Rayleigh-Ritz sclution vector (resp. the Rayleigh-Ritz approximation).

As has already been indicated, the requirement that the RayleighRitz method be numerically stable in any of the senses (3.18) ... (3.21) imposes further restrictions on the choice of basis functions. Mikhlin's criteria for the selection of suitable basis functions rest on the following theorems, which summarize results of Mikhlin (4), Mikhlin and Smolitskiy (1).

Theorem
In order that the Rayleigh-Ritz vector solution and the RayleighRitz approximation be numerically stable (in the sense of (3.18), (3.19)) for the solution of the equation $L y=f$, it i.s necessary and sufficient that the co-ordinate system $\left\{\phi_{i}\right\}$ be strongly minimal in the energy space $H_{L}$.

Theorem
In order that the Rayleigh-Ritz vector solution and the Rayleigh Ritz approximation be completely numerically stable (in the sense of (3.20), (3.21)) it is necessary and sufficient that the co-ordinate syatem $\left\{\phi_{i}\right\}$ be almost orthonormal in the energy space $H_{L}$ 。

We remark here that the requirement that the co-ordinate system be almost orthonormal in the energy space $H_{L}$ in order to achieve complete numerical atability is exactly equivalent to the condition that the Rayleigh-Ritz matrix have bounded condition number. The most appropriate condition number $K\left(A_{n}\right)$ of the symmetric matrix $A_{n}$ is defined by

$$
\begin{equation*}
K\left(A_{n}\right)=\frac{\lambda_{n}^{(n)}}{\lambda_{1}^{(n)}} \tag{3.22}
\end{equation*}
$$

and the above remark is an easy consequence of the defini aco of almost orthonormal systems and the equivalence of the Rayleigh Ritiz matrix $A_{n}$ and the Gramm matrix in $H_{L}$ 。

An alternative view of stability problems for $\varepsilon_{0}$ olase of methods, the "abstract Galerkin processes", which includes the Rayleigk Rita method as a special case, has been presented by Samokisk (1). We rely on the exposition of Mikhlin (4, pp.76-81) for detaine of this work. Although Samokish is regarding a stable process as one in whish small errors in the data and method of solution praduce amall errors in the results, there is no formal definition of this riew. Instead, two measures of stability are introduced. The first, for the RayleighBitz method, reduces to $K\left(A_{n}\right)$, defined by (3.22). By considering the equations

$$
\begin{equation*}
A_{n} \underline{\alpha}_{n}=\underline{B}_{n} \tag{3.23}
\end{equation*}
$$

where $\beta_{n}(i)$ are arbitrary numbers aatisfying

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\beta_{n}(i)\right|^{2}=1 \tag{3.24}
\end{equation*}
$$

and defining

$$
z_{n}(x)=\sum_{i=1}^{n} \alpha_{n}(i) \phi_{i}(x)
$$

the quantity

$$
\begin{equation*}
\mu_{n}=\frac{\max \left\|z_{n}(x)\right\|}{\min \left\|z_{n}(x)\right\|} \tag{3.25}
\end{equation*}
$$

is introduced, where the operators 'max' and 'min' act over all vectors satisfying (3.24). With these measures, Samokish utilizes the following assumptions. The Rayleigh-Ritz solution vector is completely numerically stable (3.20) if $K\left(A_{n}\right)$ is bounded independent of $n$. The Reyleigh-Ritz approximation is completely numerically stable (3.21)
if $\mu_{n}$ is bounded independent of $n$.
The definition of $\mu_{n}$ may perhaps seem arbitrany, but it may be considered in the following manner. The set of all equations of the form (3.23) for all $\beta_{n}$ satisfying (3.24) includes, except for a scaling factor and the degenerate case $\delta_{n}=-_{n}$, all possible right hand sides of the equation

$$
\begin{equation*}
A_{n} \underline{a}_{n}=\underline{b}_{n}+\underline{\delta}_{n} \tag{30,6}
\end{equation*}
$$

that is, for any $\dot{\delta}_{n} \neq-\underline{b}_{n}$ there exists a scalar $k$ such that

$$
k\left(\underline{b}_{n}+\underline{\delta}_{n}\right) \in B_{n}, B_{n}=\left\{\underline{\beta}_{n}: \sum_{j=1}^{a} i_{n}(j)^{\hat{c}}=1\right\}
$$

Therefore the set

$$
\begin{array}{r}
z_{n}=\left\{z_{n}(x): z_{n}=\sum_{j=1}^{n} \alpha_{n}(j) \phi_{j}(x), A_{r_{1}} \alpha_{n}=E_{-n},\right. \\
\left.B_{n} \& B_{n}\right\}
\end{array}
$$

contains all possible numerically computed approximations to the solution $\bar{z}_{n}(x)$ of the equations

$$
A_{n} \underline{a}_{n}^{\prime}=\underline{b}_{n}+\delta_{n}
$$

each scaled by some factor $1 / k . \quad \mu_{n}$ is therefore a measure of the range of norms of functions in $Z_{n}$, and hence a measure of the range of norms of functions defined by equations ( 3.26 ).

Mikhlin shows that Samokish's definition of complete numerical stability in terms of the boundedness of $K\left(A_{n}\right)$ and $\mu_{n}$ is equivalent to the criterion of almost-orthonormality imposed by Mikhlin to achieve ( 3.20 ), (3.21). This is achieved by showing that for the Rayleigh-Ritz method $\mu_{n}$ is bounded independent of $n$ diff $K\left(A_{n}\right)$ is bounded.

Samokish provides an additional concept of stability, which he
terms "computationally-stable'。 The Rayleigh-Rits so? $u$ ". . vector (resp. approximation) is computationally stable if $K\left(A_{i}\right)$ (resp, then "do not grow too rapidly". This informal concept makes the point that it is not necessary to have a stable method if good approximations can be obtained with a small number of coordinate flections. We might prefer to say that such coordinate systems are 'sufficiertiy stable "。

Criteria which enable it to be asserted that a coordinate system is 'sufficiently stable' for a particular problem and particular accuracy requirements have been given by Mikhlin (4). These relate to the (impractical) case in which the perturbed Rayleigh-Ritz equations (3.4) are solved algebraically rather than numerically. If the coordinate sequence $\left\{\phi_{i}\right\}$ is not strongly minimal in the energy space $H_{L}$ then the corresponding Rayleigh-Ritz method is not numerically stable. Assuming that this is the case, and letting $\lambda_{1}^{(n)}$ denote the smallest eigenvalue of the Rayleigh - Ritz matrix, we have

$$
\begin{aligned}
& \lambda_{1}^{(n)} \rightarrow 0 \text { as } n \rightarrow \infty \quad \text { Let } \varepsilon_{n} \text { in }(3.4) \text { satisfy } \\
&\left\|\varepsilon_{n}\right\| \leq \beta \lambda_{1}^{(n)}
\end{aligned}
$$

Then the bounds

$$
\left\|a_{n}^{0}-a_{n}\right\| \leq \frac{\left.\operatorname{c.(} \lambda_{1}^{(n)}\right)^{-\frac{1}{2}}\left\|\varepsilon_{n}\right\|+\left(\lambda_{1}^{(n)}\right)^{-1}\left\|\delta_{n}\right\|}{1-\beta}
$$

where $\quad c \geq\|y(x)\|_{L}$ is an upper bound for the energy norm of $y(x)$, and

$$
\begin{aligned}
\left\|\bar{y}_{n}(x)-y_{n}(x)\right\| \leq\left\|a_{n}^{\prime}-a_{n}\right\| & \left(\left\|\hat{a}_{n}\right\|+\left\|\varepsilon_{n}\right\|\right. \\
& {\left.\left[\left(\lambda_{1}^{(n)}\right)^{-\cdots}+\left\|\underline{a}_{n}^{i}-\underline{a}_{n}\right\|\right]\right) }
\end{aligned}
$$

hold.

Thus, for example, if
and

$$
\begin{aligned}
& \left\|\varepsilon_{n}\right\|=0\left(\left(\lambda_{1}^{(n)}\right)^{1+k}\right) \\
& \left\|\delta_{n}\right\|=0\left(\left(\lambda_{1}{ }^{\left(n_{1}\right)}\right)^{\frac{1}{2}+k}\right)
\end{aligned}
$$

then

$$
\begin{equation*}
\left\|a_{n}-a_{n 2}^{\prime}\right\|=0\left(\left(\lambda_{1}^{(n)}\right)^{k-\frac{1}{2}}\right) \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|y_{n}(x)-\bar{y}_{n}(x)\right\|=o\left(\left(\lambda_{1}^{(n)}\right)^{k}\right) \tag{3.28}
\end{equation*}
$$

In this case we can see that it is possible to evaluate the right-hand side of equations (3.5) less accurately than the matrix $A_{n}$ without detriment to the order of accuracy of the resulting approximations. We also note that in the case $0<k<\frac{1}{2}(3.27)$ diverges, whilst (3.28) converges. This situation, in which the coefficients of ar approximate solution are unstable although the corresponding function approximation remains stable (if not convergent) is well known in several types of numerical computation, and we have examples of this for the Rayleigh-Ritz method in Table II and elsewhere.

### 3.4 Rescaled coordinate systems

It seems surprising that the criteria for the stability of the Rayleigh-Ritz method should indicate that a rescaling of a comordinate system $\left\{\varnothing_{i}\right\}$ of the form

$$
\left\{\psi_{i}(x): \quad \psi_{i}=d(i) \phi_{i}(x)\right\}
$$

may generate an unstable approximation where $\left[\phi_{i}\right]$ generates a stable one. Here the $d(i)$ are scalar functions of $i$, and we assume $\mathrm{d}(\mathrm{i}) \notin 0$, so that the coordinate system $\left[\Psi_{j}\right]$ remains complete in the energy space $H_{L}$ 。 Mikhlin illustrates this by a theoretical discussion (4, p.139) concerning the coordinate systems

$$
\left[\phi_{i}\right]=\sqrt{2 i+1} \int_{0}^{x} p_{i}^{*}(t) d t
$$

and

$$
\left\{Y_{i}\right\}=\quad \int_{0}^{x} P_{i}^{*}(t) d t
$$

for problems involving the operator $d^{2} / d x^{2}$ on (-1,1), with boundary conditions $y(-1)=y(1)=0$ 。 For this operator the functions $\left\{\phi_{i}\right\}$ are orthonormals and consequently generate completely numerically stable approximations for similar operators of the for

$$
\begin{gathered}
p_{0}(x) \frac{d^{2}}{d x^{2}}-p_{1}(x) ; y(-1)=y(1)=0 \\
p_{0}(x) \quad, p_{1}(x)>0
\end{gathered}
$$

where

The functions $\left\{\Psi_{i}\right\}$, on the other hand, are not orthonormal, and in fact for the operator $d^{2} / d x^{2}$ generate the Rayleigh-Ritz matrix $A_{n}$ 。

$$
A_{n}(i, j)=\left\{\begin{array}{cc}
0 & 1 \neq j \\
2 i+1 & i=j
\end{array} \quad i=1000 n\right.
$$

Hence the functions $\left\{\Psi_{i}\right\}$ are only strongly minimal, and a RayleighRitz approximation in terms of these is not completely numerically stable, in view of the theory.

To consider the practical effects of simple rescaling of the coordinate system we consider the basis functions

$$
\begin{equation*}
\left\{S_{i}^{2}\right\}_{i=1}^{\infty}=\sin 1 \pi x \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{p_{i}^{2}\right\}_{i=1}^{\infty}=\frac{(i+1)^{i+1}}{i^{i}} \cdot x^{i}(1-x) \tag{3,j0}
\end{equation*}
$$

used in the solution of problems L1, L2, L3. (3.29) and (3.30) may be obtained from the functions (3.12), (3.13) by rescaling so that the
maximum value of each basis function is uritwo Periltit lu these calculations are summarized in Tables III and TVy and Tables A $v$, A VI, A VII, A VIII of Appendix A.

A comparison of the error $\bar{e}_{n}$ given in dables $I$ ard III (similarly Tables A I, A $V$ and A III, A VII) indiontec that the solutions $\bar{y}_{n}(x)$ defined in terms of the co-ordjnato systeme $S_{i}^{1}$ ard $\left\{S_{i}^{2}\right\}$ differ inaignificantly. Furthermore, it. can be seen from Table III (similarly A V, A VII) that the coefficienta $a_{n}^{N(j)}$ ) appear to be stable, and we note also that these coefficients are, as wolld be expected since $\frac{\sqrt{2}}{i}<1$, uniformily smallex than the corresponding coefficients in Table $I$ (resp. A I, A III). In factig if we denote by $a_{n}^{\prime \prime}\left(i,\left\{S_{i}^{j}\right\}\right)$ the coefficients of the basis furitions $\left\{S_{i}^{j}(x)\right\}$, $j=1,2$, then it is easily verified that the coeffioiente of Tables $I$ and III (similarly A $I$ and $A V$ and $A$ III and $A V I I$ ) satisfy to reasonable numerical accuracy the relation

$$
\begin{equation*}
a_{n}^{\prime \prime}\left(i,\left\{s_{i}^{1}\right\}\right)=\frac{i \pi}{\sqrt{2}} a_{n}^{\prime \prime}\left(i,\left\{s_{i}^{2}\right\}\right) \tag{3.31}
\end{equation*}
$$

For example, Table $V$ lists for comparison the values of the left ard right hand sides of relation (3.31) for the coefficierts giver in Tables $I$ and III, for $n=8$.

In spite of the remarkable agreement in the acouracy of the solution vectors and the approximate solutions obtajned using the basis functions $\left[S_{i}^{1}\right]$ and $\left[S_{i}^{2}\right]$, it is easy to show that these co-ordinste systems have different theoretical stability properties. If we denote the Rayleigh-Ritz matrices of aize $n$ for the bawis $\left\{S_{i}^{1}\right\}$ and $\left\{S_{i}^{2}\right\}$ by $A_{n}\left\{S_{i}^{1}\right\}$ and $A_{n}\left\{S_{i}^{2}\right\}$ we Lave for the problem LI

$$
A_{n}\left\{S_{i}^{1}\right\}(i, j)= \begin{cases}1-\frac{1}{i^{2} \pi^{2}} & i=j \\ 0 & i \neq j\end{cases}
$$

Behaviour of the Solution Vector and the Approximate Solution

| Problem Ll |  |  |  |  | $\phi_{i}=\sin i \hat{1} x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{e}_{n}$ | 2 | 3 | 7 | 8 | 11 | 12 |
| $e_{n}$ | $3.8595944^{8}-3$ | 1.904862 ${ }^{\text {c }}$-3 | $4.047900^{\circ}-4$ | $2.847648^{\circ}-4$ | $1.026053^{\circ}-4$ | $7.768347^{\circ}-5$ |
| $e_{n}$ | $3.859645^{\text {\% }}$ - 3 | $1.904899^{\circ}-3$ | $4.048682^{\circ}-4$ | $2.848654^{\circ}-4$ | $2.015520^{\circ}-4$ | $7.969140^{\circ}-5$ |
| $a_{n}^{\prime \prime}(5)$ | +7.177549 ${ }^{\circ}-2$ | $+7.177543^{\circ}-2$ | $+7.177543^{8-2}$ | $+7.177543-2$ | +7, 177543-2 | +6.177543 ${ }^{\circ}-2$ |
|  | -8.272431 ${ }^{\text {P }}$ - | -8.2724359-3 | -8.272435-3 | -8.272435-2 | -8.2724319.-3 | -8.2724.31-3 |
|  |  | $+2.416203^{\circ}-3$ | +2.415202 ${ }^{1}-3$ | $+2.416202-3$ | $+2.416202^{3}-3$ | $+2.446200^{2-3}$ |
|  |  |  | -1.014305 -3 | $-1.014305-3$ | $-1.014305^{\circ}-3$ | -1.014305-3 |
|  |  |  | +5.182388-4 | +5.181345 ${ }^{8}-4$ | $+5.281350^{\circ}-4$ | $+5.581350{ }^{\circ}-4$ |
|  |  |  | $-2.995009^{8}-4$ | $-2.99501 .4^{8}-4$ | $-2.995023 \cdot 6$ | $-2.99492 t^{\circ} \cdot 4$ |
|  |  |  | +1.884510 ${ }^{\circ}-4$ | +1.384515 -4 | +1.384434 ${ }^{-4}$ | $+1.884437^{\circ}-4$ |
|  |  |  |  | -1. $262037^{8}-4$ | -i. $261944^{\prime}-4$ | -2.263374.-4 |
|  |  |  |  |  | +8.873929 ${ }^{\circ}-5$ | $+8.83914{ }^{6}=5$ |
|  |  |  |  |  | $-6.47128^{\prime}-5$ | - 5 : $356625^{\circ}-5$ |
|  |  |  |  |  | $+4.758160^{5}-5$ | +4.758500 ${ }^{\circ} \mathrm{F}$ |
|  |  |  |  |  |  | $-4.265843^{\circ}-5$ |

Behaviour of the Solution Vector and the Approximate Solution

| Problem Ll |  |  |  |  | $\phi_{i}=\frac{(i+1)^{i+1}}{i^{i}} x^{i}(i-x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{e}_{n}$ | 2 | 3 | 7 | 8 | 11 | 18 |
| $e_{n}$ | $3.023743^{\circ}-4$ | $2.515688^{\circ}=5$ | $2.611428{ }^{\circ}=6$ | $4.135070 \% 6$ | 9.053904\% 6 | $6.437299 \% 6$ |
|  | $+4.810279^{\circ}-2$ | +4.094134 ${ }^{\circ}-2$ | $+4.705405^{9}-2$ | +4.707158 ${ }^{\circ}-2$ | +4.70548: | +4.706804-2 |
|  | +2.5:99383 - 2 | +2.876275 ${ }^{\text {- }}$ | $+2.8544^{6} 99^{\circ}-2$ | +2.801466 ${ }^{\circ} \mathrm{E}$ | $+2.502679^{4}-2$ | +2.886649-62 |
|  |  | $\cdots 2.459549^{\circ}-3$ | -4.480655 $5^{\circ}-3$ | +3.718549 ${ }^{\circ} 4$ | +2.624324:-3 | $\cdots 50535^{6} 4^{6}-2$ |
|  |  |  | +8.488773 ${ }^{\text {P }}$ - | -1.1881839 ${ }^{\circ}$ | -2.890636-2 | +4.1561:02 |
|  |  |  | -1.302598-2 | +3.206520\% ${ }^{\circ}$ | +8.176981:-2 | -9.53249302 |
| $a_{n}^{\text {a }}$ ( ${ }^{\text {( }}$ ) |  |  | +9.227033-3 | -4.5283:7 ${ }^{\text {- }}$ - | $-2.203777^{-1}$ | +1.025492-3. |
|  |  |  | $-2.582144^{\circ}-5$ | +3.147361:2 | +7.656122\%.02 | $-3.029357^{8-2}$ |
|  |  |  |  | -8.607059 ${ }^{\circ}-3$ | - $-3.123635^{\circ}-2$ | -3.751292: 2 |
|  |  |  |  |  | +i.522049 ${ }^{\circ}$-1 | +5.68128i=-2 |
|  |  |  |  |  | $-2.387720^{\circ}-2$ | - $-1.2634219-2$ |
|  |  |  |  |  | $+4.427732^{\circ}-2$ | $+6.220535^{\circ}-2$ |
|  |  |  |  |  |  | -2.082470 - 2 |

## A Comparison of the Solution Vectors ard the

Approximate Solutions of Problem LI using the coordinate systems $\left\{S_{i}^{2}\right]$ and $\left\{S_{i}^{2}\right\}$ for $n=8$.

$$
a_{8}^{n \prime \prime}\left(i,\left\{s_{i}^{2}\right]\right) \frac{i}{\sqrt{2}} a_{8}^{\prime \prime}\left(i,\left\{s_{i}^{2}\right\}\right) \quad a_{8}^{\prime \prime}\left(i,\left\{s_{i}^{1}\right\}\right) \quad \underset{a_{8}}{ }\left(i,\left[s_{i}^{1}\right\} ;\right.
$$

$\bar{e}_{\mathrm{n}} \quad 2.847648^{\circ}-4 \quad 2.847872^{\circ}-4 \quad 2.848654^{\circ}-4$


## Table V

and

$$
A_{n}\left(S_{i}^{2} j(i, j)= \begin{cases}\frac{1}{2}\left(i^{2} i^{2}-1\right) & i=j \\ 0 & i \neq j\end{cases}\right.
$$

Since these are diagonal matrices, their eigerwalues are the diagenal elements, and their condition numers are given by

$$
\begin{array}{r}
K_{n}\left(A_{n}\left[S_{i}^{2}\right]\right)=\left(1-\frac{1}{n^{2}}\right) /\left(1 \ldots \frac{1}{1 / 2}\right) \\
i 。 \theta_{0} \quad K_{n}\left(A_{n}\left[S_{i}^{1}\right\}\right)<1 /\left(1 \ldots 1 / \pi^{2}\right) \tag{3;32}
\end{array}
$$

and

$$
K_{n}\left(A_{n}\left\{s_{i}^{2}\right\}\right)=\left(n^{2} i^{2}-1\right) /\left(n^{2}-1\right)
$$

Clearly, from (3.32) the baeis $\left\{S_{i}^{l}\right\}$ is almcst orthonormal in the energy space of the orerator of problem Ll, and thus generates a completely numerically stable eqquence of Rayleigh-Ritz spproximations, whilst the basis $\left\{S_{i}^{2}\right\}$ is only stroncly miximal, and cannot be expected to do so. This is not, however, reflected in the RayleighRitz approximaticns obtained usirg the basis $\left\{\mathrm{S}_{2}^{2}\right\}$. Figs. II and III illustrate the behaviour of the maximum orror $\exists_{n}$ of the RayleighRitz approximation and the cordstion namer of the Rayledgh-Ritz matrix for $n=2 \ldots 20$ for probiem $L$ l and the banis functions $\left\{s_{2}^{1}\right\}$ and $\left\{S_{i}^{2}\right\}$ respoctively. Similar grophs are given as Fjgs.A I and A II in Appendix A. for the problem L2. In each case we plot $\log _{10} \bar{K}_{n}$ and $\log _{10} \bar{e}_{n}$ against $n_{0}$ The umprediotabis behaviour of $\bar{e}_{n}$ for larger values of $n(n \geq 12,13)$ in these graphs is attributed to the effects of quadrature error. Note also that, $\bar{K}_{n}$, the condition number of the matrix $A_{n}$ obtained by evaluating $\lambda_{l}^{(n)}, \lambda_{n}^{(n)}$ numerically, usang a Sturn-sequencembisection algorithm, and shown on the graphs for $n>12$, exhibits irreghar behaviour. For $n \leq 12$ we have $\bar{K}_{\mathrm{n}} \dot{\doteqdot} \mathrm{K}_{\mathrm{n}}$ 。



Similar comparisons to those made for the corordia: syatems $\left\{S_{i}^{1}\right\}$ and $\left[S_{i}^{2}\right]$ on the basis of Tables I and I.II may be made for the co-ordinate systems $\left\{P_{i}^{2}\right\}$ and $\left\{P_{i}^{2}\right\}$ frem Tabies II and IV, but it is not possible to make the same deducions, Firas.s although the values for $\bar{e}_{\mathrm{n}}$ shown in Tables II and IV are similar In size, the difference between them is of ten of the same order of magnitiade as the errors themselves. Secondly, the relationship which existed between the coefficients of Tables I. and III does not hold for the coefficients of Tables II and IV; we do not have

$$
\begin{equation*}
a_{n}^{\prime \prime}\left(i,\left\{P_{i}^{1}\right\}\right)=\frac{(i+1)^{i+1}}{i^{i}} a_{n}^{n \prime}\left(i,\left\{P_{i}^{2}\right\}\right) \tag{3.33}
\end{equation*}
$$

For example, taking $n=8,1=5$ in (3.33) we obtain

$$
\begin{aligned}
a_{n}^{\prime \prime}\left(i,\left\{p_{i}^{1}\right\}\right) & =+2.021488 \\
\frac{(i+1)^{i+1}}{i^{1}} a_{n}^{\prime \prime}\left(i,\left\{p_{i}^{2}\right\}\right) & =+0.478731
\end{aligned}
$$

The unpredictable behaviour of the exrer ${ }_{\mathrm{r}}^{\mathrm{r}}$ for tine kesis functions $\left[P_{i}^{l}\right\}$ and $P_{i}^{2}$ is shown in FigoIV ard Fig.V respectively. This time this behaviour cannet be attributed to quadrature error, since the Gauss formulae used are exact in this case. However, the Rayleigh-Ritz matrix for these problems resembles the Hilbert matrix, whose instability is well knowa. For the basis $\left\{P_{i}^{1}\right\}$ and problem Ll the matrix $A_{n}$ is given by

$$
A_{n}(i, j)=\frac{i, j}{i+j-1}-\frac{i+j+2}{i+j}+\frac{i j+i+j}{i+j+1}+\frac{2}{i+j+2}-\frac{i}{i+j+3}
$$

The condition number plotted graphically in Figs. III and IV is again obtained by a Sturm-sequence-bisection algorithm, and for such matrices this procedure is not reliable, so that whilst the amocth bekaviour exhibited for $n \leq 7$ may be indicative of the real situation, one is


not justified in assuming that the behaviour for large x is as shown. In fact, for $n=10$ in Fig. III and $n=$ in FoE IV, the numerical procedure determines a small negative eigenvalue; since the matrix $A_{n}$ is positive definite this is clearly in error. That the relationship (3.33) should not hold for the ovafficients $a_{n}^{i n}\left(i,\left\{P_{j}^{1}\right\}\right)$ and $a_{n}^{\prime \prime}\left(i,\left\{P_{i}^{2}\right\}\right)$ need not be surprising; we might hope that, defining $C_{n}^{\prime \prime}\left(i,\left\{P_{i}^{j}\right\}\right)$ by

$$
\begin{equation*}
\sum_{i=1}^{n} a_{n}^{\prime \prime}\left(i,\left\{P_{i}^{j}\right\}\right) P_{i}^{j}(x)=\sum_{i=1}^{n+1} c_{n}^{n \prime}\left(i,\left[P_{i}^{j}\right) x^{i}\right. \tag{3.34}
\end{equation*}
$$

[ion. for $j=1$

$$
\sum_{i=1}^{n} a_{n}^{\prime \prime}\left(i,\left\{p_{i}^{1}\right\}\right) x^{i}(1-x)=\sum_{i=1}^{n+i} c_{n}^{\prime \prime}\left(i,\left\{p_{i}^{I}\right\}\right) x^{i}
$$

so that

$$
\begin{aligned}
& C_{n}^{\prime \prime}\left(1,\left\{P_{i}^{l}\right\}\right)=a_{n}^{\ln }\left(1,\left\{P_{i}^{l}\right\}\right) \\
& C_{n}^{\prime \prime \prime}\left(k,\left\{P_{i}^{1}\right\}\right)=a_{n}^{n}\left(k,\left\{P_{i}^{l}\right\}\right)-a_{n}^{\prime \prime}\left(k \cdots 2,\left[P_{i}^{l}\right\}\right) \\
& k=2 \ldots, n \\
& C_{n}^{\prime \prime}\left(n+1,\left\{P_{i}^{1}\right\}\right)=a_{n}^{\prime \prime}\left(n,\left\{P_{i}^{1}\right\}\right)
\end{aligned}
$$

we would have

$$
\begin{equation*}
C_{n}^{\prime \prime}\left(k,\left\{P_{i}^{1}\right\}\right)=C_{n}^{\prime \prime}\left(k,\left\{P_{i}^{2}\right\}\right) \tag{3,35}
\end{equation*}
$$

In Table VI we demonstrate the coefficients $C_{8}^{\prime \prime}\left(k,\left[P_{i}^{d}\right\}\right)$ and $c_{8}^{\prime \prime}\left(k,\left\{P_{i}^{2}\right\}\right)$, indicating that this is not the case, though clearly, from Tables II and IV, the polynomials given by the right hand side of (3.34) for $j=1,2$, have similar values over the range $[0,1]$.

A Comparison of the coefficients of the exparded polynomials obtained from the solutions of problem Il using the co-crdinate systems $\left\{P_{i}{ }^{1}\right\}$ and $\left\{P_{i}^{2}\right\}$ for $r m$

| $i$ | $C_{8}^{\prime \prime}\left(i, P_{i}^{1}\right)$ | $C_{C}^{\prime \prime}\left(i, P_{i}^{2}\right)$ |
| :---: | :---: | :---: |
| 1 | +1.885666'-1 | +1.882853 ${ }^{\circ}$ |
| 2 | -9.572148'-3 | $+8.125348^{\circ}-4$ |
| 3 | -6.152755 ${ }^{\circ}-2$ | -1.85573. ${ }^{0}-1$ |
| 4 | -8.449268 ${ }^{\text {- }}$ - | -1.485677 ${ }^{0}$ - |
| 5 | +2.748948 ${ }^{\circ}+0$ | $+6.257728^{\circ}-1$ |
| 6 | +9.713144'-1 | $-1.278051^{9}+0$ |
| 7 | -7.646923 ${ }^{\circ}-1$ | $+1.440501^{\circ}+0$ |
| 8 | $-2.885118^{1}+0$ | -8.399349 ${ }^{\circ}-1$ |
| 9 | +6.570082'-1 | $+1.98754 i^{\circ}-1$ |

We have considered numerical examples of the fforet: sesoaling comordinate systems on the accuracy of numerically computed RayleighRitz approximations. A theoretical discussion of the propertien of such a rescaling, ioe of considering the relationshif betwoen the Rayleigh-Ritz approximations in terms of a system $\oint_{:}(x)$, and the system

$$
\psi_{i}(x)=d(i) \varnothing_{i}(x)
$$

rests on the notions of 'cptimally scaled matrices' discussed by Bauer (1), Stoer and Witzgall(1), and Van der Sluis (1,2). Denoting by $y_{n}(x)$ the Rayleigh-Ritz approximatiors

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)=\sum_{i=1}^{n} \alpha_{n}\left(i \psi_{i}(x)\right.
$$

we require

$$
A_{n} \underline{a}_{n}=\underline{b}_{n}
$$

and

$$
D_{n} A_{n} D_{n} \alpha_{n}=D_{n} b_{n}
$$

where $A_{n}$ is the Rayleigh-Ritz matrix $\left(\varnothing_{i}, \varnothing_{j}\right)_{L}, j, j, 10.011$ and $D_{n}$ is the diagonal matrix with elements $D_{n}(i, \dot{i})=d(i), D_{n}(i, j)=0$, ifj . Pre-multiplication by $D_{n}$ corresponde to a row scaling of $A_{n}$ and post-multiplication to a column scaling. The latter i.a krown to be irrelevant, but the former can affect the order of pivoting in the numerical solution of the Rayleigh-Ritz equations, and thus the accuracy of the numerical solution. This is clearly more likely when the off.diagonal elements of the matrix are large by comparison wish the diagonal elements than when they are small, and this is a property which distinguishes the polynomial basis from the trigomometric one, so that the inconsistency of solutions defined in terms of the polynomial basis used here may be attributed to this effect, of ressaling.

We remark here that the property that ressaling has aide effect when offodiagonal elemerts are smal: is ilosely araioceoza to the fact that if a matrix is und formiy asymptotically diagonal of degree $p$ then pre ox past muluplacation hy a diagonat matrix. does not affert this property (\% 2.5, olso Delves sad liead (1)) .

A further discussion of the effects of pre and post multipication of the Rayleigh Ritz matrix by matriees of partioular. type will be congidered an \& 3,6 .

### 3.5 The use of Chebyshey arid Legender Fovanjal 3

The high accumacy displayed when low order poiynomal approximations are compared with amooth, non-pexicdic solations auch as those of problems L1, L2, L3 euggest, along with the convergence properties of polynomial expansions (Mikhlin (4), Ciarlet, Schultz, Varga (1), also \$ 2.6) that if the condition difficulties encountered with polynomiai basis functichs, such as $\left\{P_{i}^{l}\right\}$ and $\left\{p_{i}^{2}\right\}$ can be avcided, then polynomial appzoximation will have mech to reccmmend it. A niamber of alternatives, $x: l l$ of which display more satisfactory somputational properties, are possible. We consider in this and subeequent sections the comordinate systems

$$
\left.\begin{array}{r}
\left\{\operatorname{Tch}_{i}(x): \quad \operatorname{Tch}_{i}(x)=x(1-x) T_{i-1}^{*}(x)\right\} \\
i \geq 1
\end{array}\right\} \begin{array}{r}
\left.\geq x(1-x) P_{i-i}^{*}(x)\right\} \\
\left\{\begin{array}{r}
i
\end{array}\right\} ?
\end{array}
$$

and

$$
\begin{equation*}
\left[L_{i}^{2}(x): L_{i}^{2}(x)=\sqrt{2 i+1} \int_{0}^{x} p_{i}^{*}(x)\right\} \tag{3.38}
\end{equation*}
$$

where $T_{k}^{*}(x)$ and $P_{k}^{*}(x)$ dencte respectively the shifted Chebyshev
and Legendre polynomials defined on the interval [0.2].
The system ( 3.38 ) has been considered by Mikblin (4) and Cjarlet, Schultz and Varga (1). No study appears to have been made of the systems (3.36) and (3.37), though McDonald (1) considers the use of a cc-ordinate system involving shiffed Chebyshev polynomials in the appiication of the Kantorovich method to certain second order partial differential equations. We shall consider the Kantcrovich method in a subsequent chapter. Chebyshev polynomials have been widely used in other areas of approximation theory; for a general survey see, for example, Fox and Parker (1).

The most convenient of the above comordinate systems is (3.36), principally because of the simple closed form of the Chebyshev polynomial. We shall see subsequently that for certain problems the bases (3.36) and (3.37) generate matrices with an unusual and convenient splitting property; it is trivial to see that for problems of the form (3.1) in which $k=1, p_{1}(x)=1, p_{0}(x)=0$, the functions (3.38) form an orthonormal co-ordinate systems and are thus almost orthonormal for all operators similar to $-d^{2} / d x^{2}$.

We again solve as test examples the problems $L 1, L \hat{C}, L 3$ used previously, and note here important features of the computations.

The basis ( 3.36 ) generates approximate solutions to problems 11 and L2 which converge rapidly to the known solutions as $n$ increases, until the overriding persistence of numerical error limi.ts the ancuracy at $0\left(10^{-7}\right)$. The convergence process car be observed to continue past this point if the Rayleigh-Ritz equations are constructed and solved using double precision arithmeti.。 This behaviour is illustrated in Tables VII and VIII for proklems Ll and L3 and in Table \& VIII of Appendix A for problem L2. An
important property of the Chebyshev basis $\left\{\mathrm{Toh}_{i}\right\}$ can ie observed in the behaviour of the coefficients $a_{n}^{n g}(i)$ tabulated in Table VII, particularly by examining the coefficients for $\mathrm{n}=11,12,13$. We notice that

$$
\left|a_{11}^{\prime \prime}(i)-a_{12}^{\prime \prime}(i)\right| \doteq \begin{cases}10^{-9} & i=1,3,5,7,9,11 \\ 10^{-5} & i=2,4,6,8,10\end{cases}
$$

and

$$
\left|a_{12}^{\prime \prime}(i)-a_{13}^{\prime \prime}(i)\right| \doteq \begin{cases}10^{-6} & i=1,3,5,7,9,11  \tag{3.39}\\ 10^{-11} & i=2,4,6,8,10,12\end{cases}
$$

We remind outselves of the progress of the Rayieigh-Ritz iteration. In progresaing from an approximation in terms of $n$ functions to one in terms of $n+1$ functions an additional unknown is introduced into the equations, so that the Rayleigh-Ritz system is transformed from

$$
A_{n} \underline{a}_{n}=\underline{b}_{n}
$$

to

$$
A_{n+1}{\underset{a}{n+1}}=\underline{b}_{n+1}
$$

where the matrix $A_{n+1}$ satisfies

$$
A_{n+1}(i, j)=A_{n}(i, j) \quad i, j=1 \ldots n
$$

The relationships (3.39) suggest that the transition from a system of size $n$ to one of size $n+1$ affects only those elements of the solution vector whose indices have the same parity as $n+1$, and, for problems $L 1$ and L2 this is indeed the case, though not for problem L3.

This can be shown by considering the elements of $A_{n}$, defined for variational problems of the form (3.1) by
Behaviour of the Solution Vector and the Approximate Solution
Problem LI

| n | 2 | 3 | 7 | 8 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{e}_{n}$ (short) | $3.026703^{\prime}-4$ | 2.509355'-5 | 5.364418'-7 | 5.364185'-7 | 5.960464 -7 | 7.748603 -7 | $8.344650^{\circ}-7$ |
| $\bar{\theta}_{n}$ (long) | $3.025191^{\prime}-4$ | 2.507028:-5 | 5.186285 ${ }^{\circ}-11$ | 3.005634'-11 | 3.104306 ${ }^{-11}$ | $3.199334^{\circ}-11$ | $3.052655^{\circ}-11$ |
| $a_{n}^{\prime \prime}(\mathrm{i})$ | +2.777770 ${ }^{\circ}-1$ | +2.76058i'-1 | +2.760625 ${ }^{\prime}$-1 | +2.760625 ${ }^{\prime}-1$ | +2.760647 ${ }^{\prime}-1$ | $+2.760647^{\circ}-1$ | +2.76066 $\%^{\prime}-1$ |
|  | +8.536660 ${ }^{\circ}-2$ | +8.536654 ${ }^{\text {- }}$ - | $+8.502727^{8}-2$ | +8.503174'-2 | +8.503883 ${ }^{\prime}-2$ | $+8.504813^{\circ}-2$ | +8.504813 ${ }^{\text {r }}$-2 |
|  |  | -2.926426 ${ }^{\text {¢ }}$ - | -2.917837 ${ }^{1}-3$ | -2.917837 ${ }^{\circ}-3$ | -2.913669 -3 | -2.913667'-3 | $-2.909523^{\circ}-3$ |
|  |  |  | -2.654716'-4 | -2.612352 ${ }^{\text {- }}$ - | -2.544133 ${ }^{\circ}-4$ | -2.45324 $7^{\circ}-4$ | $-2.453247^{\circ}-4$ |
|  |  |  | +6.507062 ${ }^{-6}$ | +6.507155'-6 | +1.044420'-5 | $+1.044477^{\circ}-5$ | +1.444902 -5 |
|  |  |  | $+1.953085^{\circ}-6$ | +5.625322 -6 | $+1.189062^{\prime}=5$ | $+2.047428 \cdot \sim 5$ | +2.047428 -5 |
|  |  |  | $+2.073393^{\circ}-7$ | +2.073381'-7 | $+3.725146^{\circ}-6$ | $+3.725239^{\circ}-6$ | +7.482358 ${ }^{\circ}-5$ |
|  |  |  |  | +2.625749'-6 | +7.951918 ${ }^{-6}$ | +1.571846 ${ }^{\circ}-5$ | $+1.571849^{\circ}-5$ |
|  |  |  |  |  | $+2.823937^{8}-6$ | $+2.824082^{i}-6$ | $+6.205603^{\prime}-6$ |
|  |  |  |  |  | +3.750246 ${ }^{6}$ - 6 | $+1.027446^{5}=5$ | $+1.027446^{\circ}=5$ |
|  |  |  |  |  | $+1.439878^{\circ}=6$ | $+1.439949^{\circ}-6$ | $+4.268334^{8-6}$ |
|  |  |  |  |  |  | $+4.549001{ }^{\circ}-5$ | $+4.549003^{\circ}-6$ |
|  |  |  |  |  |  |  | $+1.964800^{\circ}-6$ |

$$
A_{n}(i, j)=\int_{0}^{1}\left\{p_{1}(x) \phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x)+p_{0}(x) \phi_{i}(x) \phi_{j}^{\prime}(x)\right\} d x
$$

In the case in which $p_{1}(x), p_{0}(x)$ are constants, say $p_{1}(x)=k_{1}$, $p_{0}(x)=k_{o}$, and $\phi_{i}=x(1-x) T_{i-1}^{*}(x)$ we have

$$
\begin{aligned}
A_{n}(i, j)= & k_{1} \int_{0}^{1}\left\{\left((1-2 x) T_{i-1}^{*}(x)+x(1-x) T_{i-1}^{* *}(x)\right)\right. \\
& \left.+k_{0} \int_{0}^{1}\left\{x^{2}(1-2 x) T_{j-1}^{*}(x)+x(1-x) T_{1_{j-1}}^{*}(x)\right)\right\} d x
\end{aligned}
$$

Transforming the integrals to the interval $(-1,1)$, and using the relationships

$$
\frac{d}{d x} T_{i}(x)= \begin{cases}i\left(2 T_{i-1}+\cdot+2 T_{2}+T_{0}\right) & i \text { odd } \\ i\left(2 T_{i-1}+\cdot \cdot+2 T_{3}+2 T_{1}\right) & i \text { even }\end{cases}
$$

(Abramowitz and Stegun (1)) and the property

$$
\int_{-1}^{1} T_{i}(x) T_{j}(x)=0, \quad i+j \text { odd }
$$

we can show that

$$
\begin{aligned}
& I_{1}=\int_{-1}^{1}\left(1-x^{2}\right)^{2} T_{i}^{0} T_{j}^{\prime} d x=0 \quad i+j \text { ida } \\
& I_{2}=\int_{-1}^{1} 2 x\left(1-x^{2}\right)\left(T_{i} T_{j}^{\prime}+T_{j} T_{i}^{\prime}\right) d x=0 \quad i+j \text { cid } \\
& I_{3}=\int_{-1}^{1} 4 x^{2} T_{i} T_{j} d x \quad=0 \quad 1+j \text { odd } \\
& I_{4}=\int_{-1}^{1}\left(1-x^{2}\right)^{2} T_{i} T_{j} d x \quad=0 \quad \pm+j \text { cold }
\end{aligned}
$$

and hence that

$$
\begin{aligned}
A_{n}\left(i_{,} j\right) & =k_{1}\left(I_{1}+I_{2}+I_{3}\right)+k_{0} I_{4} \\
& =0 \quad \text { if } i+j \text { is odd }
\end{aligned}
$$

The matrix $A_{n}$ therefore has the form

$$
\begin{array}{llll}
a_{11} & 0 & a_{33} & 0 \\
0 & a_{22} & 0 & a_{24} \\
a_{31} & 0 & a_{33} & 0 \\
0 & a_{42} & 0 &
\end{array}
$$

$$
\begin{gathered}
\\
a_{n-2, n} \\
a_{n, n-2} \quad 0 \quad a_{n, n}
\end{gathered}
$$

with non-zere entries on the diagonal and alternate sub and super diagonals, forming a chequerboard pattern. The equations can therefore be arranged into two independent systems of the form

$$
\begin{align*}
& A_{n}^{(1)} a_{n}^{(1)}=b_{n}^{(1)}  \tag{3.40}\\
& A_{n}^{(2)} a_{n}^{(2)}=b_{n}^{(2)}
\end{align*}
$$

where

$$
\begin{array}{ll}
A_{n}^{(1)}(i, j)=A_{n}(21-1,2 j-1), & i, j=1 \ldots[n+1 / 2] \\
A_{n}^{(2)}(i, j)=A_{n}(2 i, 2 j) & i, j=1 \ldots[n / 2] \\
a_{n}^{(1)}(i)=a_{n}(2 i \cdots 1), b_{n}^{(1)}(i)=b_{n}(2 i-1), i=1 \ldots\left[\frac{n+1}{2}\right] \\
a_{n}^{(2)}(i)=a_{n}(2 i), b_{n}^{(2)}(i)=b_{n}(2 i), i=1 \ldots[n / 2]
\end{array}
$$

and $[k]$ is the integer part of $k$. .

Thus for linear problems with constant coefficients, and asirg the basis $\left\{\mathrm{Tch}_{3}\right\}$, the Rayleigh-Ritz equations may be considered as two disjoint systems determining the cdd and even coeffizieats of the approximate solution。 This property has not been exploited in the solution of problems discussed in this chapter, but will play a very important role in the study of mildy non--1inaar problems which we undertake in Chapter Four. We give here (Table VIII) numerical results for problem L3, which does not have constant coefficients and for which the Rayleigh-Ritz equations do not form disjoint eets. It will be seen that the property (3.39) which illustrated thie disjunction for problem Ll does not occur. We remark that the error $\bar{e}_{\mathrm{n}}$ shown in Table VIII is determined by comparison with the givers solution, in which the decimal constants are given only to 5 significant figures, and from tables of the Bessel functions involved (Abramowitz and Stegun). It is felt that this accounts, at least in part, for the rather larger values of $\bar{e}_{n}$ as compared with those obtained for problem $\mathrm{Il}_{\mathrm{y}}$ shown in Table VII.

The basis functions (3.37) display very similar propertios to those of (3.36), and indeed, the first two comordinate functions of each system are identical. The splitting property characterized by (3.40) and (3.41) again holds for problems with constant coofficients, and the convergence and stability properties of the two comordinate systems (3.36) and (3.37) are very similar. Evidence of this can be found in Table IX, where the basis (3.37) is used to solve problem Li, and in Appendix A (Tables A IX and A X).

Although the modified Legendre basis $\left\{L_{i}^{l}\right\}$ compares equally with the modified Chebyshev basis $\left[\mathrm{Tch}_{1}\right]$ from the viewpoints of stability and convergence, it is felt that the convenience of the simple closed forms of the Chebyshev functions give them considerable computational
Behaviour of the Solution Vector and the Approximate Solution

| Problem L3 |  |  |  |  | $\phi_{i}=x(1-x) \mathrm{T}_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | $3.979801^{\circ}-4$ | $2.601742^{\circ}-4$ | 1.171827'-4 | $1.1682511^{\circ}-4$ | 1.167059 -4 | 1.172423'-4 |
| $\mathrm{an}^{\prime \prime}(\mathrm{i})$ | +8.117174 ${ }^{\circ}-1$ | +8.134221'-1 | +8.138625 ${ }^{\prime}-1$ | +8.138618 ${ }^{\circ}-1$ | $+8.138641^{9}-1$ | $+8.138625^{\circ} \mathrm{m}$ |
|  | $-4.351347^{\circ}-3$ | $-4.989116^{\circ}-3$ | -7.292385'-3 | -7.284786 (-3 | -7.270894 ${ }^{\circ}-3$ | -7.250778 ${ }^{\circ}-3$ |
|  |  | $+2.730763^{\circ}-3$ | +3.486576 ${ }^{\prime}-3$ | +3.485223 ${ }^{\circ}-3$ | +3.490349 ${ }^{\circ}-3$ | $+3.486789^{\circ}-3$ |
|  |  |  | $-1.739069^{\prime}-3$ | -1.731917 ${ }^{\text {- }}$ - | -1.718539'-3 | $-1.698955^{\circ}-3$ |
|  |  |  | +2.955526'-4 | +2.943696 ${ }^{\prime}-4$ | +2.992474 ${ }^{\text {P }}$-4 | +2.958608:-4 |
|  |  |  | $-4.387863^{\prime}-5$ | $-3.771558^{\prime}-5$ | -2.542813'-5 | -6.949143 ${ }^{\circ}-6$ |
|  |  |  | +8.260959 -6 | +7.430742'-6 | +1.186019 -5 | +8.781357 ${ }^{\prime}-6$ |
|  |  |  |  | $+4.287780^{\circ}-6$ | $+1.473822^{8}-5$ | +3.142384'-5 |
|  |  |  |  |  | +3.712245-6 | +1.126589 ${ }^{\circ}-6$ |
|  |  |  |  |  | +7.37425, $2^{\text {- }}$ - 6 | $+2.2315844^{8}-5$ |
|  |  |  |  |  | $+2.506777^{8}-5$ | +7.409455 $-\cdots 7$ |
|  |  |  |  |  |  | +9.488190 ${ }^{\circ} \mathrm{F}$ |

Behaviour of the Solution Vector and the Approximate Solution

| Problem | L2 |  |  |  | $\phi_{i}=x(1-x) p_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | $3.026723^{\circ}-4$ | $2.4661420-5$ | $2.980232^{8}-7$ |  |  |  |
| $a_{n}^{\prime \prime}(i)$ | $+2.777770^{\circ}-1$ | $+2.770377^{8} \mathrm{~m}$ | $+2.770349^{\circ}-1$ |  |  |  |
|  | +8.536648 ${ }^{\circ}-2$ | +8.536642 ${ }^{\circ}-2$ | $+8.518546^{\circ} \mathrm{m} 2$ |  |  |  |
|  |  | - $-30901936: 3$ | $-3.895344^{\prime}-3$ |  |  |  |
|  |  |  | $-4.280556^{\circ}-4$ |  |  |  |
|  |  |  | +1.194163 ${ }^{\circ}-5$ |  |  |  |
|  |  |  | $+1.378951^{\circ}-6$ |  |  |  |
|  |  |  | $+4.619441^{\prime}-7$ |  |  |  |

Table IX
advantages. The evaluation of the scalar products of the RayleighRitz matrix by a quadrature technique, which we shali examine in Chapter Five, requires many evaluations of the basis functions and their derivatives. The Legendre recurrence relation may be applied to evaluate the functions, but only indirectly to evaluate the derivatives. This presents a barrier from the viewpoint of computer time. The basis functions $L_{i}^{2}(x)$ defined in (3.38) can be evaluated more efficiently, however. Although these functions are considered theoretically by Ciarlet, Schultz and Varga (1) and Mikhlin (4), no account of a practical evaluation algorithm appears to have been given, and we therefore illustrate some of the computational properties of this co-ordinate system.

The basis functions are

$$
L_{i}^{(2)}(x)=\int_{0}^{x} P_{i}^{*}(t) d t \quad, \quad i=1 \ldots \alpha
$$

where $P_{i}^{*}$ are the shifted Legendre polynomials on the interval $[0,1]$. Evaluation of the derivatives $\frac{d}{d x}\left(L_{i}^{(2)}(x)\right)$ is easily accomplished using

$$
\begin{aligned}
& \frac{d}{d x}\left(L_{i}^{(2)}(x)\right)=P_{i}^{*}(t)= \begin{cases}1 & i=0 \\
2 x-1 & i=1 \\
\frac{1}{i+1}\left((2 i-1) \cdot(2 x-1) \cdot P_{i}^{*}(x)\right.\end{cases} \\
& \left.-i P_{i-1}^{*}(x)\right), i>1
\end{aligned}
$$

Where the general case is the usual recurrence relation for the shifted Legendre polynomials (e.g. Sansone (1), p.177) and the case $i=0$ is given only for use with this recurrence, that is, the function $L_{0}^{(2)}(x)=\int_{0}^{x} P_{0}^{*}(t) d t$ is not one of the basis functions.

Evaluation of the basis functions themselves proceeds from the relationship for Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x)$ on ( $-1,1$ ),

$$
\begin{aligned}
& 2 n \int_{0}^{x}(1 \propto t)^{\alpha} \\
&(1+t)^{\beta} P_{n}(\alpha, \beta) \\
&=P_{n-1}^{(\alpha+1, \beta+1)}(0)-(1-x)^{\alpha+1}(1+x)^{\beta+1} P_{n-1}^{(\alpha+1, \beta+1)}(x)
\end{aligned}
$$

(see Abramowitz and Stegun (1), p.775, 22.13.1)

The Legendre polynomials on $(-1,1), P_{n}(x)$ are a special case of the Jacobi polynomials given by $\alpha=\beta=0$, so that

$$
2 n \int_{0}^{x} p_{n}(t) d t=p_{n-1}^{(1,1)}(0)-\left(1-x^{2}\right) p_{n-1}^{(1, y)}(x)
$$

Considering for the moment the basis $\left\{\oint_{i}\right\}$ on ( $-1,1$ ) given by

$$
\phi_{i}(x)=\sqrt{2 i+1} \int_{-1}^{x} P_{i}(t) d t
$$

we have

$$
\begin{aligned}
\phi_{i}(x) & =\sqrt{2 i+1}\left(\int_{-1}^{0} p_{i}(t) d t+\int_{0}^{x} P_{i}(t) d t\right) \\
& =\sqrt{\frac{2 i+1}{2 i}}\left(P_{i-1}^{(1,1)}(0)-\left(1-x^{2}\right) p_{i-1}^{(1,1)}(x)-p_{i-1}^{(1,1)}(0)\right) \\
& =\sqrt{21+1}\left(1-x^{2}\right) p_{i-1}^{(1,1)}(x) / 2 i
\end{aligned}
$$

Transformation of this result to the interval $0 \leqslant t \leqslant 1$ finally gives

$$
L_{i}^{(2)}(x)=\sqrt{2 i+1} \cdot t(t-1) p_{i-1}^{(1,1)}(2 t-1) / i
$$

and the Jacobi polynomials $P_{1-1}^{(1, I)}(x)$ are given by the recurrence (Abramowitz and Stegun, (1), p.782, 22.7.1)

$$
P_{i}^{(1,1)}(x)=\left(a_{3 i} x P_{i-1}^{(1,1)}(x)-a_{4 i} P_{i-2}^{(1,1)}(x)\right) / a_{1 i}
$$

where

$$
\begin{aligned}
& a_{1 i}=4 i(i+i)(i+2) \\
& a_{3 i}=2 i(2 i+1)(2 i+2) \\
& a_{4 i}=4 i^{2}(i+2)
\end{aligned}
$$

and the initial values $P_{0}^{(1,1)}(x)=1, p_{1}^{(1,1)}(x)=1 x$
The basis functions $L_{i}^{(2)}(x)$ can therefore be evaluated by the application of the recurrence relation, and in particular by a variant of the algorithm described by Clenshaw (1) for the evaluation of Chebyshev polynomials.

We comment now on the resulte of the application of the Rayleigh-Ritz method using this co-ordinate system to the test problems of this chapter, and in particular consider the stability properties of the related basis $\int_{0}^{X} P_{i}^{*}(x)$ to consider the points made by Mikhlin (4, p.138-9). Tables X and XI summarize the application of the two co-ordinate systems to the problem Ll. Similar results for problem L2 are given in Tables A XI and A XII of Appendix A. It is felt that the results shown are sufficient to indicate that the basis $L_{i}^{(2)}(x)$ and the basis $(2 i+1)^{-\frac{1}{2}} L_{i}^{(2)}(x)$ have similar computational properties, and that stability considerations are not restrictive when convergence is rapjd. Further, a comparison with the results expressed in Table VII indicates that the efrors obtained with the basis functions $x(1-x) \mathbb{T}_{i-1}^{*}(x)$ and with $(2 i+1)^{-\frac{1}{2}} L_{i}^{(2)}(x)$ (i,e. $x(x-1) P_{i-1}^{(1,1) *}(x)$ ) are of the same order of magnitude, though the latter are uniformly smaller. It would seem that these co-ordinate systems may be of some importance in the approximation of the solution of a given variational problem whose solution is known not to have special properties (e.g. which is not periodic or which does not have a discontinuous derivative of low order).



### 3.6 Algebraic Transformations of Co-ordinate Systems

An abstract algebraic formulation of the effecta of ccrisidering different scalings and combinations of a particilar ser of basis functions is possible, and we outline this here. Unfortunately, as we commented in $\% 3.3$, even the simple case of diagoral scaling leads to inconclusive theoretical discussions of optimal scaling of matrices. In this section we examine choices of combination matrix which correspond to improving the minimal-orthonomal properties of the basis. One of these is obtained by the Gramm-Schmidt process, but we shall show that, for at least some of the purposes for which we are employing the Rayleigh-Ritz method, this method has disadvantages.

In the numerical considerations which have occupied much of this chapter, we have supposed that in applying the Rayleigh Ritz method to the solution of the problem (3.1) with homogeneous boundary conditions, we select a sequence of co-ordinate functions $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ which satisfy the boundary conditions and the additienal assumptions of Chapter Two, and determine ar approximation of the form (3.3) from the Rayleigh-Ritz equations。 If we retum to the viewpoint taken in considering convergence properties of the Rayleigh Ritz method in Chapter Two, we see that the selection of a aequence of basis functions $\left\{\phi_{j}\right\}_{i=1}^{\infty}$ can be zeer as the selection of a sequence of finite dimensicnal subspaces $\left[S_{n}\right\}_{n=1}^{\infty}$ of the energy space of the problem, and then the selection of a basis for thia space. The theoretical convergence properties of the Rayleigh-Ritz mathod are independent of the choice of basis, but not of the choice of sequeace of subspace. On the cther hand, the wimerical properties of the method are determined by the choice of basis fanctions within a particular subspace.

Consider the variational problem

$$
\min _{y} I(y)=(L y, y)-2(f, y)
$$

subject to $y(0)=y(1)=0$,
and let $\left[S_{n}\right\}_{n=1}^{\infty}$ be a sequence of eubepaces of the energy space of L. We assume $S_{n} \subset S_{n+1}$, so that we can consider a sequence of functions $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ with the property that the subsequences $\left\{\phi_{i}\right\}_{i=1}^{n}$ form a basis for the space $S_{n}$ for all $n$. The basis functions $\left\{\varnothing_{i}\right\}_{i=1}^{n}$ will be known as the fundamental basis functions for the space $S_{n}$ 。 The Rayleigh -Ritz approximation in $S_{n}$, obtained in terms of the basis $\left\{\phi_{i}\right\}$ will be denoted $y_{n}(x,\{\varnothing\})$ and is defined by

$$
y_{n}(x,[\phi])=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

where a $_{n}$ satisfies

$$
\begin{equation*}
A_{n} \underline{a}_{n}=b_{n} \tag{3.41}
\end{equation*}
$$

and

$$
A_{n}(i, j)=\left(\phi_{i}, I \phi_{j}\right) \text { and } b_{n}(i)=\left(f_{5} \phi_{i}\right)
$$

Let $\left\{\Psi_{i}\right\}_{i=1}^{\infty}$ be another sequence of basis functions with the property that $\left\{\Psi_{i}\right\}_{i=1}^{n}$ forms a basis for $s_{n}$ for all $n$. Clearly, we can write

$$
\psi_{i}=\sum_{j=1}^{n} c_{i j} \phi_{j} \quad, i=1_{000 n}
$$

and extending the usual matrix operator to sequences of functions we denote

$$
\left\{\psi_{ \pm}\right\}=c\left\{\phi_{i}\right\}
$$

where $\quad C=\left(c_{i j}\right)$ is a matrix with the property that, if $c_{n}$ denotes the $n \times n$ submatrix of $C, C_{n}(i, j)=c_{i j}, i, j=1 \ldots n$ then $C_{n}$ is non-singular for all $n$. In the above $C$ is clearly lower triangular. Although if $C$ is not of this form
the sequence

$$
\left[\psi_{i}\right]_{i=1}^{n}=c_{n}\left[\phi_{i}\right\}_{i=1}^{n}
$$

does form a basis of $S_{n}$, this relationship does not hold for all $k<n$. In terms of the basis $\left\{\psi_{i}\right\}$ we obtain the RayleighRitz approximate solution

$$
y_{n}(x,\{\psi\})=\sum_{i=1}^{n} \alpha_{n}(i) Y_{i}(x)
$$

from the equations

$$
\begin{equation*}
A_{n}^{*} \underline{\alpha}_{n}=\underline{b}_{n}^{*} \tag{3.43}
\end{equation*}
$$

where

$$
A_{n}^{*}(i, j)=\left(\Psi_{i} \cdot L \Psi_{j}\right) \text { and } \underline{b}_{n}^{*}(i)=\left(f, \Psi_{i}\right)
$$

The equations (3.42) and (3.43) are related by expressing (3.43) as

$$
\begin{equation*}
c_{n} A_{n} c_{n}^{T} \alpha_{n}=c_{n} b_{n} \tag{3.44}
\end{equation*}
$$

since we have $A_{n}^{*}=C_{n} A_{n} C_{n}^{T}$ and $\underline{b}_{n}^{*}=C_{n} \underline{b}_{n}$. From (3.44) we deduce ${ }_{-n}^{\alpha}=\left(C_{n}^{T}\right)^{-1} \underline{a}_{n}$, so that

$$
y_{n}\left(x,\left\{\psi_{i}\right\}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} c_{n}^{-1}(i, j) a_{n}(i) \psi_{i}(x)
$$

and expressing $\left\{\varphi_{i}\right\}_{i=1}^{n} \quad$ as $c_{n}\left\{\phi_{i}\right\}_{i=1}^{n}$ we have

$$
\begin{equation*}
y_{n}(x, \quad\{\psi\})=y_{n}(x,\{\phi\}) \tag{3.45}
\end{equation*}
$$

[We remark here that a formalism of this kind has been used by Reid (1) in connection with the finite element method 7.

The equality (3.45) is an idealized relationship attainable only in analytic computation. In practical application of the RayleighRitz method errors are introduced by the numerical processes, and one
would like a choice of the matrix $C$ (ide. of the functions $\psi_{i}$ ) which would minimize the effect of the numerical errors. In the interature of linear algebra there have been two approaches to this problem. These correspond to the cases $c=c_{i j}, c_{i j}= \begin{cases}d(i) & i=j \\ 0 & i \neq j\end{cases}$ ion. $C$ is diagonal, and $C_{n} A_{n 1} C_{n}^{T}=I_{n}$ where $I_{n}$ is the identity matrix of size $n$. Both approaches are pleasing, the former for the simplicity of $C$, and the latter for the simplicity of solution of the resulting equations, where the coefficients are given by $\underline{q}_{n}=C_{n}^{T} \underline{b}_{n}$. The suggestion that such crthonormalization might be an important tool in connection with the Rayleigh wite method was made by Davis and Rabinowitz (1), but little attention seems to have been paid to this remark subsequently. There is, however, no need to exclude more general transformations; for example, the transformation matrix $C$ of the transformation from

$$
\left\{\phi_{i}\right\}=x^{i}(1-x)
$$

to

$$
\left\{\psi_{i}\right\}=x(1-x) T_{i-1}^{*}(x)
$$

is not diagonal, and the resulting matrix $C A C^{\top}$ is not the identity matrix.

There are, however, a number of remarks which can be made concerning the two special cases, which relate particularly to the Mikhlin stability analysis in this chapter. The first comment rests on a result of Dovbysh (1) (see Mikhlin (4), po).

Let the sequence $\left\{\varnothing_{i}\right\}_{i=1}^{\infty}$ be minimal in the appropriate energy space $H_{L}$. Then there exist scalars $d(i), i=1,20 \ldots$ such that the sequence $\left\{\psi_{i}\right\}_{i=1}^{\infty}, \quad \psi_{i}=d$ (i) $\phi_{i}$ is strongly minimal in the energy space $H_{L}$ 。

Clearly, this is a special case of the general transformation in which $C$ is the diagonal matrix $D: d_{i i}=d(i) \quad i=1,2 \ldots$. The determination of the scalars $d(i)$ rests on the construction of a sequence of functions $\left\{\theta_{j}\right\} \in H_{L}$ which are bi-orthogonal to $\left[\phi_{i}\right]$, that is, the relation

$$
\left(\phi_{i}, \theta_{j}\right)=\delta_{i j}
$$

(see Mikhlin (4, p.3)). If the scalars $d(i)$ are now chosen so that

$$
\sum_{i=1}^{\infty}(d(i))^{-2}\left\|\theta_{i}\right\|_{L}=y^{2}
$$

where $X$ is an arbitrary non-zero constant, then the functions $\Psi_{i}=d(i) \varnothing_{i} \quad$ will be strongly minimal, and the eigenvalues $\lambda_{i}^{(n)}$ of the Gramm matrix of size $n$ of the sequence $\left\{\psi_{i}\right\}$ in $H_{\mathrm{L}} \quad$ will satisfy

$$
\lambda_{i}^{(n)} \geq \quad y^{-2} \quad \text { for all } n
$$

The determination of the scalars $d(i)$ by this method is not straightforward. For example, one might assume that a variation of the Gramm-Schmidt procedure for orthogonalizing functions could be used, but this is not so, as, we indicate below.

## Since the bi-orthogonal sequence of functions $\theta_{j}(x)$ satisfies

$\theta_{j}(x) \in H_{L}$, we may write

$$
\Theta_{j}(x)=\sum_{k=1}^{\infty} \alpha(j, k) \emptyset_{k}(x) \quad j=1 \ldots \infty
$$

for scalars $\alpha(j, k)$ to be determined from the bi-orthogonality condition

$$
\left(\phi_{i}, \theta_{j}\right)=\sum_{k=1}^{\infty} \alpha(j, k)\left(\phi_{i} \phi_{k}\right)_{L}=\delta_{i j}
$$

Even for the single function $\theta_{1}(x)$ this is an infinite system for the determination of the scalars $\alpha(1, k)$, and the determination of $d(i)$ is therefore impractical. In the case of a finite subsequence of functions $\left\{\varnothing_{i}\right\}_{i=1}^{n}$ and a positive definite operator $L$ the smallest eigenvalue of the Rayleigh-Ritz matrix is strictly positive, and the construction is unnecessary.

Thus we suggest that the result of Dovbysh is here of only theoretical value, and we remind ourselves that the condition that a com ordinate system is strongly minimal is insufficient to give complete numerical stability 。

We might, however, use the Gramm-Schmidt algorithm to orthonormalize the basis functions $\left\{\phi_{i}\right\}$ with respect to the scalar product of the energy space $H_{L}$, or with respect to the scalar product in an energy space $H_{M}$, where $M$ and $L$ are similar operators, in the latter case obtaining a system of functions which are almost orthonormal in $\mathrm{K}_{\mathrm{L}}$ 。 Considering the case of orthonormalizing in $H_{I}$, we seek to define functions

$$
\psi_{i}=\sum_{j=1}^{i} c_{i j} \phi_{j}
$$

satisfying $\left(\psi_{i}, Y_{j}\right)_{L}=\delta_{i j}$
This orthonormalization may be performed numerically, and in particular the Modified Grammoschmidt algorithm of Rice (1) is to be preferred. In general it will be necessary to approximate the scalar product in $\mathrm{H}_{\mathrm{L}}$ by some quadrature rule The resulting Rayleigh-Ritz matrix in terms of the basis $\left\{\psi_{i}\right\}$ is then the identity matrix, and the
coefficients $\frac{\alpha}{-n}$ of (3.43) are given trivia lily by $\alpha_{n}(i)-\left(f, \psi_{i}\right)$. The determination of these coefficients is completely numerically stable, since the basis $\left\{\psi_{i}\right\}$ is orthonormal in $H_{L}$. The situation is not, however, as convenient as it might seem, if we wish to evaluate the solution function. LThe comments which follow no doubt have less relevance if orthonormalization of the basis functions were utilized in the application of the Rayleigh-Ritz method to the eigenvalue problem, provided that only the eigenvalue, and not the eigenfunction, is required 7 .

The approximate solution $y_{n}(x)$ is giver by

$$
y_{n}\left(x,\left\{\psi_{i}\right\}\right)=\sum_{i=1}^{n} \alpha_{n}(i) Y_{i}(x)
$$

but where the basis $\left\{\psi_{i}\right\}$ has been constructed from $\left[\phi_{i}\right]$ by numerical orthonormalization, will be evaluated from

$$
y_{n}\left(x_{y}\left\{\psi_{i}\right\}\right)=\sum_{i=1}^{n} x_{n}(i) \sum_{j=i}^{i} c_{i j} \phi_{j}(x) \quad \ldots(3.46)
$$

In the case that the basis $\left\{\phi_{i}\right\}$ are 'nearly' linearly dependent, which is the case when the basis is only minimal or strongly minimal, at least for large $n$ the orthonormalization coefficients $c_{i j}$ may be large in modulus, and of alternating sign, and the evaluation of (3.46) can be severely affected by cancellation arron. We illustrate These points by considering the solution of the test problems of this chapter using a sequence of basis functions $\left\{\psi_{4}\right\}_{i=1}^{n}$ orthonormal in $H_{L}$ derived from the fundamental basis functions $\left\{\phi_{i}\right\}_{i=1}^{n}$ by application of the Modified Gramm-Schmidt process described by Rice (1).

In practice this algorithm seems best applied in the following manner. Let $\underline{\gamma}_{1}, \underline{\gamma}_{2}$ be $n$ component vectors and define

$$
\begin{align*}
& \left(\underline{-1}_{1}, \gamma_{2}\right)=\left(\sum_{i=1}^{n} \underline{\gamma}_{1}(i) \phi_{i}(x) \cdot \sum_{j=1}^{n} X_{2}^{n}(j) \phi_{j}(x)\right)_{L} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} X_{1}(i) x_{2}(i)\left(\phi_{i}, \emptyset_{i}\right)_{L} \tag{3.47}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\underline{x}_{1}\right\|^{2}=\left(\underline{x}_{1}, \underline{x}_{1}\right) \tag{3.48}
\end{equation*}
$$

The function $\oint_{i}(x)$ is therefore represented by the unjt vector $e_{n}^{i}=(0,0, \ldots 0,1,0 \ldots 0)^{T}$ where the non-zero element occupies the $i^{\text {th }}$ position. The sequence $\left\{\Psi_{i}^{\prime}\right\}_{i=1}^{n}$ can therefore be constructed by applying the Modified Gramm-Schmidt process to the $a$ unit vectors $e_{n}^{i}, i=1 \ldots n, i . e$, to the columns of the identity matrix $I_{n}$ using (3.47) and (3.48) to define the scalar product and norm required by the process. The scalar products $\left(\varnothing_{i}, \emptyset_{j}\right)_{I}$ are evaluated initially, and these, together with the expressions (3.47) and (3.48) may be evaluated in extended precision arithmetic if necessary. The results of applying this orthonomalization process to the solution of problem Ll using the basis $\oint_{1}(x)=x^{i}(1-x)$ as the fundamental basis are summarized in the style used previously, in Table XII. We give only the cases $n=2,3,7,8$. For $n=11$, the orthonormalization procedure generates a function $\psi_{10}^{\prime}(x)$ with 'negative' norm, so that the Gramm-Schmidt procedure fails. This may be attributed to roundiny errors in the Gramm-Schmidt process being magnified because of the nearmdependence of the fundamental basis, since the problem does not occur using double precision arithmeitc. For the results given, the coefficients $a_{n}^{\prime \prime}(i)$ decrease rapidly for small i as would be expected for an orthonormal basis. However, it will be noticed that this process does not continue throughout the
Orthogonal Combination Matrix $c^{T}: n=7$

| Problem |  |  |  | $\phi_{i}(x)=x^{i}(1-x)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +1.825743'+0 | $-2.263173^{\circ}+0$ | $+2.639687^{\prime}+0$ | $-2.997811^{\circ}+0$ | $+3.311882^{\circ}+0$ | $-3.575060^{\circ}+0$ | $+3.331100^{\circ}+0$ |
|  | +4.526356 ${ }^{\prime}+0$ | $-1.330399^{\circ}+1$ | +2.706434 ${ }^{\text {a }}$ +1 | $-4.643788^{\circ}+1$ | +7.205810 ${ }^{\circ}+1$ | $-9.485606^{\circ}+1$ |
|  |  | +1.330396 ${ }^{1}+1$ | $-6.320428^{i}+1$ | +1.859026 ${ }^{\circ}+2$ | $-4.350891{ }^{9}+2$ | $+8.115766^{\circ}+2$ |
|  |  |  | +4.213496 ${ }^{1}+1$ | $-2.789687^{\circ}+2$ | +1.093061 ${ }^{9}+3$ | $-3.007251^{\prime}+3$ |
|  |  |  |  | $+1.395103^{\circ}+2$ | $-1.206916^{\prime}+3$ | $+5.420003^{\prime \prime}+3$ |
|  |  |  |  |  | $+4.841914^{9}+2$ | $-4.678116^{\circ}+3$ |
|  |  |  |  |  |  | $+1.548143^{\circ}+3$ |

Table XIII
vectors $\underline{a}_{7}^{\prime \prime}$, $\underline{\underline{a}}_{8}^{\prime \prime}$, and later coefficients begin to increase。 This is again a consequence of the near-dependence of the basia $\left\{\phi_{i}(x)\right\}$. Additionally, the elements of the matrix $C$ by which the orthonormal basis $\left\{\psi_{i}\right\}=c\left\{\phi_{i}\right\}$ is generated are large in modulus and have an alternatirg sign distribution. This can be seen clearly in Table XIII where $C$ is given for the case $n=7$. This the computation of

$$
y_{n}\left(x,\left\{\psi_{i}\right\}\right)=\sum_{i=1}^{n} \alpha_{i 1}(i) \sum_{j=i}^{i} c_{i j} \phi_{i}(x)
$$

is likely to be affected by cancellation error, and it will be noticed that the results given in Table XII do not improve on those given in Table II for the simple basis $\oint_{i}(x)=X^{i}(1-x)$. Similar conclusions may be drawn from Tables AXIII and AXIV which relate to the application of this method to the problem L2.

We consider also the orthonormalization of one of the co-ordinate systems which has previously proved useful in the solution of these problems. Tables XIV and XV indicate the results obtained for problem Ll using orthonormalizing techniques with the fundamental basis $\oint_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ 。 The situation here is greatly improved; again the coefficients of the solution vector $\alpha_{n}$ decrease rapidly, but furthermore the matrix $C$ has elements which are not large in magnitude, so that cancellation is not a problem, as can be verified from the accuracy of the results. Again, the error of the approximation produced by this orthonormalizing technique is little different (though in fact marginally greater) than the error obtained by direct application of the fundamental basis. It is clear that the modified Gramm-Schmidt algorithm should be regarded as a numerical method for solving the problem
Behaviour of the Solution Vector and the Approximate Solution.

| Problem Ll |  |  | Orthonormal Rasis from $\oint_{i}=x(1-1) T_{i-1}^{*}(x)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{\mathrm{n}}(\mathrm{x})$ | $3.026723^{8}-4$ | $2.521276^{\circ}-5$ | $7.152557^{\circ}-7$ | $5.364418^{\circ}-7$ | $1.311302^{\circ}-6$ | $1.370906^{\circ}-6$ |
|  | +1.521444 - 1 | +1.521444 ${ }^{\prime}-1$ | +1.521444 - - | +1.521444 -1 | +7.521444'-1 | +1. $521444^{\prime}-1$ |
|  | +3.771979'-2 | +3.771979 ${ }^{\prime}-2$ | +3.771979'-2 | +3.771979 ${ }^{\circ}-2$ | +3.771979 ${ }^{\circ}-2$ | +3.771979 - ${ }^{-2}$ |
|  |  | -1.759826 ${ }^{\circ}$-3 | -1.759826 - 3 | -1.759825'-3 | -1.759826-3 | -1.759826-3 |
|  |  |  | -2.036504'-4 | -2.036504 ${ }^{\prime}$-4 | $-2.036504{ }^{2}-4$ | $-2.036504{ }^{8}-4$ |
|  |  |  | +5.636352 ${ }^{-6}$ | +5.636362'-6 | $-5.636362^{\prime}-5$ | -5.636362'-6 |
| $a_{n}^{\prime \prime}(i)$ |  |  | $+2.062546^{8}-6$ | +2.062646:-6 | +2.062646 ${ }^{\circ}-6$ | $+2.062646^{\circ}-6$ |
|  |  |  | +3.362074 ${ }^{-7}$ | +3.362074 ${ }^{\prime}-7$ | +3.362074 ${ }^{\circ}-7$ | $+3.362074{ }^{\circ}-\mathrm{i}$ |
|  |  |  |  | +3.615626 ${ }^{\circ}$-6 | +3.615265 -6 | $+3.615265^{\circ}-6$ |
|  |  |  |  |  | +1.259671-6 | +1.259671: -6 |
|  |  |  |  |  | +6.350773 ${ }^{\circ}$-6 | $+6.350773^{8}-6$ |
|  |  |  |  |  | $+2.79302 C^{8}-6$ | $+2.793030-6$ |
|  |  |  |  |  |  | $+9.132504{ }^{6}-6$ |


| Problem Ll | Orthogonal Combination Matrix $c^{T}: n=7$ |
| :--- | :--- | :--- | :--- |

Table XV
in terms of the fundamental basis, and not as a method of generating a now basis. In particular we have demonstrated that the stability properties of the numerical process are determined by those of the fundamental basis $\varnothing_{i}(x)$ and not by those of the numerically orthonormalized basis $\quad \Psi_{i}(x)$ 。

### 3.7 Linear Differential Equations with Singular Boundary Points.

In this section we demonstrate the application of the RayleighRitz method to the solution of two self-adjoint differential equations with singular points at the boundary of the region, corresponding to the equations considered by Meyers (1).

The original equations are

$$
\begin{equation*}
x y^{\prime \prime}-y^{\prime}-x=0 \tag{3.49}
\end{equation*}
$$

and

$$
\begin{equation*}
x^{2} y^{\prime \prime}-2 y+3 / 2 x^{2}=0 \tag{3.50}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
y(0)=y(1)=0 \tag{3.51}
\end{equation*}
$$

These can be written in self adjoint form, so that (3.49) and (3.50) become

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{1}{x} \frac{d y}{d x}\right)-\frac{1}{x}=0 \tag{3.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{d y}{d x}\right)+\frac{2}{x^{2}} y+\frac{3}{2}=0 \tag{3.53}
\end{equation*}
$$

respectively, again subject to the boundary conditions (3.51). To the self adjoint equations (3.52) and (3.53) there correspond the following variational problems, which we shall refer to as $S 1$ and SR.
SI : $\quad \min _{y} \int_{0}^{1} \frac{1}{x}\left(y^{2}+2 y\right) d x$
and

Se :

$$
\min _{y} \int_{0}^{1}\left\{y^{02}+\frac{2}{x^{2}} y^{2}+3 y\right\} d x
$$

again with boundary conditions (3.51). It is known that the equations (3.49) and (3.50), with boundary conditions (3.51) have the exact solution

$$
y(x)=\frac{1}{2} x^{2} \log x
$$

(Mayers (1)), and clearly the third derivative of the solution $y(x)$
is infinite at $x=0$. This weak boundary singularity does not
seriously affect the Rayleigh-Ritz procedure used. The scalar products which are encountered, ie.

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{1}{x} \frac{d \emptyset_{i}(x)}{d x} \cdot \frac{d \emptyset_{j}(x)}{d x}\right) d x \tag{3.54}
\end{equation*}
$$

and

$$
\int_{0}^{1}\left(\frac{d \phi_{i}}{d x}(x) \cdot \frac{d \phi_{j}(x)}{d x}+\frac{2}{x^{2}} \emptyset_{i}(x) \varnothing_{j}(x)\right) d x
$$

are finite in value for any coordinate system $\left\{\phi_{i}\right\}$ satisfying the boundary conditions and, in the case of (3.54) satisfying

$$
\left.\frac{d \emptyset_{i}}{d x}\right|_{x=0}=0 \text { for all } i \quad \ldots\left(3.54^{\prime}\right)
$$

Tables XVI, XVII, XVIII indicate the results obtained by applying. the bases

$$
\begin{align*}
& \phi_{i}(x)=\frac{\sqrt{2}}{i \pi} \quad \sin i \pi x \\
& \phi_{i}(x)=x^{i}(1-x) \tag{3.55}
\end{align*}
$$

and

$$
\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)
$$

respectively* to the solution of problem Sl , whilst similar results
Problem SI

| n | 2 | 3 | 7 | 8 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{e}_{n}(x)$ | $1.783527^{\circ}-2$ | $1.242201{ }^{1-2}$ | 2.824314'-3 | $2.261354^{\circ}-3$ | $1.035027{ }^{\circ}-3$ | $8.579081^{1-4}$ |
| $a_{n}^{n(i)}$ | $\begin{aligned} & -1.724290^{\circ}-1 \\ & +1.235743^{\prime}-1 \end{aligned}$ | -1.788035'-1 | -1.906504'-1 | -1.914668'-1 | -1.924572' ${ }^{-1}$ | -1.927132 - 1 |
|  |  | +9.793889'-2 | +8.944236 ${ }^{\text {-2 }}$ | +8.900272 ${ }^{\text {- }}$ - | +8.818358'-2 | +8.803891 ${ }^{-2}$ |
|  |  | +3.742832 - ${ }^{\text {2 }}$ | -3.027280'-4 | -1.194456'-3 | -2.032842'-3 | -2.264896 ${ }^{\circ}-3$ |
|  |  |  | +3.053147'-2 | +2.992591 ${ }^{-2}$ | +2.883799 ${ }^{\text {-2 }}$ | +2.867068 ${ }^{\circ}-2$ |
|  |  |  | +5.942240'-3 | +4.162535'-3 | +2.998370'-3 | +2.703373 ${ }^{\circ}-3$ |
|  |  |  | +1.830011 ${ }^{-}-2$ | +1.709909 ${ }^{-1} 2$ | +1.512589'-2 | +1.490595 ${ }^{\circ}-2$ |
|  |  |  | +1.782085'-2 | +5.724548'-3 | +3.393063 ${ }^{\text {¢ }}$ - ${ }^{\text {a }}$ | +2.933648'-3 |
|  |  |  |  | +1.986742 ${ }^{\text {- }}$ - | +1.003199 -2 | +9.719673'-3 |
|  |  |  |  |  | +3.986399'-3 | +2.951983 ${ }^{\text {- }}$ - |
|  |  |  |  |  | +8.388321.-3 | $+7.35226180 .3$ |
|  |  |  |  |  | $+1.038918^{\circ} \mathrm{m} 2$ | $+3.459058^{\circ}-3$ |
|  |  |  |  |  |  | $+1.2231744^{-}$- |

Table XVI


|  | Problem SI | baviour of the | Solution Vecto | and the Appr | mate Solution $\phi_{i}(x)=x(1-x)$ | $r_{i-1}^{*}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}(x)$ | 9.994625'-3 | 3.192842'-3 | $1.595020{ }^{\prime}-4$ | 9.191035'-5 | $-1.022592^{\circ}-5$ | 8.139758 ${ }^{1}$-6 |
| $a_{n}^{n \prime}(i)$ | $\begin{aligned} & -3.333336^{\circ}-1 \\ & -2.936086^{\circ}-1 \end{aligned}$ | $\begin{aligned} & -2.953146^{\circ}-1 \\ & -2.083348^{\circ}-1 \\ & +6.336468^{\circ}-2 \end{aligned}$ | -3.063508 $\quad$. 1 | -3.075482'-1 | -3.070433 ${ }^{\text {² }}$-1 | -3.070994'-1 |
|  |  |  | -2.254268'-1 | -2.278202'-1 | $-2.269003^{\circ}-1$ | $-2.270212^{-1}$ |
|  |  |  | +4.611796 ${ }^{\text {-2 }}$ | +4.380849 ${ }^{-2}$ | +4.479882 ${ }^{\text {-2 }}$ | +4.468762'-2 |
|  |  |  | -1.366389 -2 | -1.592051 ${ }^{-2}$ | -1.506235'-2 | -1.518016 ${ }^{\prime}$-2 |
|  |  |  | +7.757280\%-3 | +5.724895'-3 | +6.653457'-3 | +6.547540' -3 |
|  |  |  | -1.999099'-3 | -3.954812'-3 | $-3.233555^{\circ}-3$ | -3.344821'-3 |
|  |  |  | +2.500827'-3 | +1.033043'-3 | +1.848142 ${ }^{\text {- }}$ - | +1.751686'-3 |
|  |  |  |  | -1.396933'-3 | -9.359025'-4 | -1.036573 - ${ }^{\text {a }}$ |
|  |  |  |  |  | +6.218126'-4 | +5.403607 ${ }^{-4}$ |
|  |  |  |  |  | -2.386630'-4 | -3.2322120-4 |
|  |  |  |  |  | +1،930710'-4 | +1.360570 ${ }^{\text {- }}$ - |
|  |  |  |  |  |  | -5.893238:-5 |

Table XVIII
for problem S2 are presented as Tables A XV, A XVI, A XVII of Appendix A.

Similar conclusions may be drawn here as bave been indicated earlier. First, the trigonometric polynomial approxjmation converges slowly, since the solution is not periodic. The convergence of the coefficients of the solution vector is no longer regular. The simple polynomial basis (3.55) again demonstrates that, whilst it may produce reasonably accurate solutions, no reliance may be placed on its convergence, and the situation in which coefficients of the solution vector are large in magnitude and alternate in sign again appears. Finally, the use of the modified Chebyshev basis again provides approximations which have high accuracy and solution vectors whose coefficients are stable and which decrease rapidly to zero.

### 3.8 Summary

A full treatment of the numerical application of the RayleighRitz method for linear differential equations requires a diecussion of the error of the approximation. Since the error of the approximations calculated in this chapter depends on both the numerical errors in the solution of the Rayleigt Ritz equations, and on the quadrature errors in their construction, these approximations are not covered by the error bounds of Ciarlet, Schultz and Varga (1) or Gladwell (1), which apply in the case of analytic computation. We defer a further study of the errors inherent in our approximation until Chapter Five.

However, it is well known that the error in variational calculations is often estimated by considering the magnitude and rate of convergence of the coefficients of the approximate solution.

We have shown that, whilst accurate solutions may sometimes be obtained when the coefficients of an approximate aclutior in terms of a particular basis do not converge to zero, we can place some reliance on the accuracy of a solution whose coefficients do tend to zero in this way. As might be expected, we can also comment that, uniess a problem has a solution which is known to be periodic, a oo ordirate system which consists of trigonometric polynomials has few merits, and that for solutions which are 'smooth' expansions in terns of a polynomial basis may be very satisfactory. In particular we recommend the basis

$$
\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)
$$

as having desirable computational and convergence properties. We shall see in the next chapter that this also proves to be the case for a much wider class of problem than those so far considered.

## Chapter Four

Numerical Considerations in the Agplication of the
Rayleigh-Fitz method to Mildly Non-Linear Dirferential Equations

Whilst the Iinear differential equations and the corresponding simple quadratic variational problems which we considered in Chapter Three are sufficient to illustrate a number of important features of the Rayleigh-Ritz method as a numerical process, masto recent interest in the method has been concerned with the solution of mildy non-linear differential equations of the form (2.27) which we restate here for convenience. Solve the differential equation

$$
\sum_{s=0}^{k}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{s}(x) \frac{d^{s} y}{d x^{s}}\right)=f(x, y) \quad 0 \leq x \leq 1
$$

subject to the boundary conditions

$$
y^{(r)}(0)=y^{(r)}(I)=0 \quad r=0 \ldots k-z
$$

and certain conditions on $p_{s}(x)$ and $f(x, y)$. These last conditions are, for example, those of Ciarlet, Schultz and Varga (l). Whese have recently been extended by Gladwell (1), who considers the case in which the right hand side of (4.1) is replaced by $\left.\sum_{i=0}^{k-1} f_{i}(x, y)^{(i)}\right)^{(i)}$ where $y^{(i)}=\frac{d^{i}}{d x^{i}} y(x)$ and each of the functions $f_{i}\left(x, y^{(i)}\right)$ satisfies rather less restrictive conditions7. Under these conditions the solution of (4.1) minimizes the variational integral

$$
I(y)=\int_{0}^{l}\left\{\sum_{s=0}^{k} p_{s}(x) \frac{d^{s} y}{d x^{s}} \quad 2 \quad 2 \int_{0}^{y} f(x, \eta) d \eta\right\} d x
$$

subject to ( 4.2 ) over the space of functions

$$
\left\{\begin{aligned}
\left\{y \in Y: y^{(r)}(0)=y^{(r)}(1)=0, r-0 . . k-1,\right. & y \in c^{k-1}[0,1], \\
& \left.\frac{d^{k} y}{d x^{k}} \in \mathcal{L}^{2}[0,1]\right\}
\end{aligned}\right.
$$

The Rayleigh-Ritz approximation $y_{n}(x)$ of size $n$ is defined by

$$
\begin{equation*}
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x) \tag{4.3}
\end{equation*}
$$

where $\oint_{i}(x)$ are suitably chosen basis functions and

$$
\begin{equation*}
A_{n} \underline{a}_{n}=g_{n}\left(a_{n}\right) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{n}(i, j) & =\left(\phi_{i}, \phi_{j}\right) \\
& =\int_{0}^{1} \sum_{s=0}^{k} p_{s}(x) \frac{d^{s} \phi_{i}}{d x^{s}} \frac{d^{s} \phi_{j}}{d x^{s}} d x
\end{aligned}
$$

and

$$
E_{n}\left(a_{n 1}\right)=g_{n}\left(a_{n}\right)(i)=\int_{0}^{1} f\left(x, y_{n}(x)\right) \phi_{i}(x) d x \quad i=1 \ldots n
$$

The matrix $A_{n}$ is an ( $n \times n$ ) real symmetric matrix, and is assumed to be positive definite. That $A_{n}$ is positive definite is implied, for example, by the conditions of Ciarlet, Schultz and Varga (1). In general, as in Chapter Three, the elements of $A_{n}$ and $g_{n}\left(\underline{a}_{n}\right)$ are replaced by a quadrature approximation, though if the coefficients $p_{s}(x)$ and the chosen basis $\left\{\phi_{i}(x)\right\}$ are sufficiently simple, the matrix elements $A_{n}(i, j)$ may be evaluated analytically. We leave a full study of the effect of these quadrature errors until Chapter Five, but remark here that except where explicitly stated, the numerical results quoted in this chapter have been obtained by applying numerical quadrature to the evaluation of the elements of $A_{n}$ and $g_{n}$.

### 4.1 Details of the Application of the Rayleigh-Ritz Metho.

In this section we describe the method of solution of problemis of the form (4.1) using Rayleigh-Ritz techniques. We becin with a general approach and subzequently describe particular cases in which oonvenient modifications to this approach may be made.

Applied to mildly non-linear differential equations of the form (4.1) the Rayleigh-Ritz method may be seen to consist of an outer and an inner iteration. The outer iteration consists of the determination of a sequence of approximate solutions $y_{n}(x)$ for a sequence of values of $n$, where $y_{n}(x)$ is given in terms of a basis $\left\{\phi_{i}\right\}_{i=1}^{n}$ and is defined by (4.3) where the coefficient vector $\underline{a}_{n}$ is given by (4.4). This iteration may be terminated when some condition of the form

$$
h\left(y_{n}(x), y_{n-1}(x)\right)<\delta
$$

where $h(a(x), b(x))$ is generally some norm or seminorm of $a(x)-b(x)$. For example, we might have

$$
h(a(x), b(x))=\max |a(x)-b(x)|_{0 \leq x \leq 1}
$$

or

$$
\begin{equation*}
h(a(x), b(x))=\sqrt{\sum_{t=1}^{r}\left(a\left(x_{t}\right)-b\left(x_{t}\right)\right)^{2}} \tag{4.6}
\end{equation*}
$$

where $0 \leqslant x_{1}<x_{2} \ldots<x_{r} \leq 1$. (4.5) defines a norm on the function $a(x)-b(x)$, whilst (4.6) is a seminorm of this functicn. More frequently a relation of the form

$$
\begin{equation*}
\left\|\underline{a}_{n+1}-\underline{a}_{n}\right\|<\varepsilon \tag{4.7}
\end{equation*}
$$

is used, for simplicity. We have seen in Chapter Three that relationships of the form (4.5) or (4.6) may hold when (4.7) does not, and in these cases use of (4.7) may require additional computation; in

Eeneral, as we have seen, one prefers to choose a basis for which (4.7)
is true if and only if ( 4.5 ) or ( 4.6 ) hold.
The inner iteration performs the solution of the nor--linear ecuations (4.4). That is, for fixed $n$ and a given ${\underset{n}{n}}_{(c)}$ we determine a sequence of vectors ${\underset{-n}{n}}_{(r)}^{(r)} r=1,2 \ldots \ldots$ such that:

$$
\lim _{r \rightarrow \infty} a_{n}^{(r)}=a_{n}
$$

This iterative solution of the non-linear equations is terminated by a condition of the furm

$$
\begin{equation*}
\left\|a_{n}^{(r)}-a_{n}^{(r-1)}\right\|<\delta_{n} \tag{4.8}
\end{equation*}
$$

when we take ${\underset{\underline{a}}{n}}=\underline{a}_{n}^{(x)}$
A great variety of iterative methods for the solution of nierlinear equations have been proposed, (see, for example, Ortega and Rheinboldt (1))。A vory simple approach has been taken in the examples quoted in this chapter, though in certain special cases this
 solution vector and from the sequence of iterates ${\underset{a}{n}}_{(x)}^{(x)}$ defined by

$$
\begin{equation*}
A_{n} \underline{\theta}_{n}^{(r)}=E_{n}\left(\underline{a}_{n}^{(r-1)}\right) \quad r=1,2 \ldots \tag{4.9}
\end{equation*}
$$

until the condition (4.8) is satisfied. This simple iteration converges if

$$
\begin{equation*}
\rho\left(\left.A_{n}^{-1} \cdot \frac{\partial \underline{g}_{n}}{\partial \underline{a}_{n}}\right|_{a_{n}=\underline{a}_{n}^{r}}\right)<1 \tag{4.10}
\end{equation*}
$$

where $p(A)$ is the spectral radius of a matrix $A$. Though the condition (4.10) is stringent, good initial approximation vectors $\underline{a}_{n}^{0}$ are generally available from previous outer iterations. In the examples given the initial estimate

$$
\begin{equation*}
a_{n}^{(0) T}=\left(a_{n-1}^{T}, 0\right) \tag{4.1i}
\end{equation*}
$$

has been used. though more sophisticated approach based on extrapolation from the elements of the vector it in might be used. In practice, if the coefficients $a_{n}(i)$ are tending raptly to zero there is little to be gained by a more elaborate choice than (4.11). It remains coil to choose an initial estimate ${\underset{a}{a}}_{(0)}^{(0)}$ for the first outer iteration. In this situation the matrix A is small (ir cur case (2×2)) and if necessary the relation (4.10) may be directly checked. Ir fact the method has proved very insensitive to the chose of initial vectors.

A more rapidly convergent iterative solution of the equation os (4.4), and more sophisticated techniques of estimation of $a_{n}^{0}$ may lead to significantly fewer evaluations of vectors $\underline{g}_{n}\left(\underline{a}_{n}^{r-1}\right)$ in (4.9), with considerable gains in time where this vector is evaluated by a quadrature rule.

The relation ( 4.8 ) indicates that the termination condition for the inner iteration may depend on $n$, the number of basis functions used in the expansion of $y_{n}(x)$. It is felt that since the principal purpose of the first outer iterations is to provide good initial estimates for subsequent iterations the iterative solution of small Rayleigh-Ritz systems need not bs as accurately performed as that for larger ones. Accordingly, in the results which are given $\delta_{\text {in }}$ has one of the following forms

$$
\delta_{n}=n \cdot \varepsilon 10^{-n}
$$

or

$$
\delta_{n}=\varepsilon \cdot 10^{-n}
$$

where $\mathcal{E}$ is a small positive constant and typically $\mathcal{E}=5 \times 10^{-5}$ or $\varepsilon=1 \times 10^{-5}$ 。

The inner iteration of the application of the Rayleigh Bite method to mildly non－inear problems is modified in certain special cases． These relate to the case where in（401）we have $k=1, p_{1}(y)=1$ ， $p_{0}(x)=0$ ；ide．to differential equations of the form

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=f(x, y) \tag{4.22}
\end{equation*}
$$

and to particular chejees of the basis functions $\oint_{i}(x)$ with which $y_{n}(x)$ is determined．

The simplest case is that in which the basis is given by

$$
\phi_{i}(x)=\sqrt{2 i+1} \int_{0}^{x} P_{i}^{*}(x) d x \quad i=1,2 \ldots \ldots
$$

where $P_{i}^{*}(x)$ are the shifted Legendre polynomials．In this e case the matrix $A_{n}$ has elements given by

$$
A_{n}(i, j)=\sqrt{2 i+1} \sqrt{2 j+3} \int_{0}^{1} p_{i}^{*}(x) p_{j}^{*}(x) d x=f_{i j}
$$

so that $A_{n}=I_{n}$ ，where $I_{n}$ is the identity matrix or order $n$ ，so that equations（4．4）become

$$
I_{n} \underline{a}_{n} \equiv \underline{a}_{n}=g_{n}\left(g_{n}\right)
$$

and the iterative scheme（4．9）is reduced to

$$
a_{n}^{(r)}=g_{n}\left(a_{t}^{(r-1)}\right)
$$

ま。も。

$$
\begin{equation*}
a_{n}^{(r)}(i)=g_{n}\left(a_{n}^{(r-1)}\right) \tag{1}
\end{equation*}
$$

with again a termination condition of the form（4．7）．

This very simple Rayleigh -Rite method hae the disadvantage that evaluation of the functions $\phi_{2}(x)$, best achieved from the recurrence given in $\% 3.4$ ( p .92 ) , is very time consuming This will be clear from the subsequent discussion of test examples.

The second aneciul case applies to problems of the form (4012)
when the chosen basis functions are either

$$
\phi_{i}(x)=x(1-x) T_{i \ldots 1}^{*}(x)
$$

or

$$
\phi_{\mathbf{1}}(x)=x(1-x) P_{i m!}^{*}(x)
$$

where $\mathbb{T}_{1}^{*}(x)$ are the shifted Tchebyshev polynomials on $[0,1]$ and $P_{i-1}^{*}(x)$ are the shifted Legendre polynomials. In either of these cases the matrix $A_{n}$ assumes the special form indicated in Chapter Three in which

$$
A_{n}(i, j)=0 \quad j+j \text { odd. }
$$

Hence $A_{n}$ can be reordered so that $A_{n}$ is reducible. Let

$$
A_{n}^{(1)}(i, j)=A_{n}(2 i \cdots 1,2 j \cdots 1) \quad i_{y}, i=1 \ldots 0\left[\frac{n+1}{2}\right]
$$

and

$$
A_{n}^{(2)}\left(i_{\varepsilon} j\right)=A_{n}(2 i, 2 j) \quad j, j=1 \ldots\left[\frac{n}{2}\right]
$$

and define vectors $g_{n}^{(1)}, g_{n}^{(2)}, u_{n}, v_{n}$

$$
\begin{array}{lll}
g_{n}^{(1)}(i)=g_{n}(2 i-1) & i=1 \ldots & {\left[\frac{n+1}{2}\right]} \\
g_{n}^{(2)}(i)=g_{n}(2 i) & i=1 \ldots & {\left[\frac{n}{2}\right]}
\end{array}
$$

and

$$
\begin{array}{ll}
u_{n}(i)=a_{n}(2 i-1) & j=1 \ldots\left[\frac{n+i}{2}\right] \\
v_{n}(i)=a_{n}(2 i) & \vdots=1 \ldots\left[\frac{n}{2}\right]
\end{array}
$$

 be rewritter.

$$
\begin{align*}
& A_{n}^{(1)} u_{n}=a_{n}^{(1)}\left(u_{n_{n}} v_{n}\right) \\
& A_{n}^{(2)} V_{n=1}=\sin _{n}(2)\left(u_{n} v_{n}\right) \tag{2,3}
\end{align*}
$$

 may be solved jteratirely by the ielations

$$
\begin{align*}
& A_{n}^{(1)} u_{n}^{r}=\varepsilon_{r:}^{(I)}\left(u_{r_{1}}^{r-j}, r_{i}^{r-1}\right) \\
& A_{r}^{(2)_{n}^{r}}=g_{n}^{(2)}(\underline{u}_{n}^{r}, \underbrace{r-1}_{n})
\end{align*}
$$

 by some numerical method, for example by Gaussian Elimination. This reduction to two connested systems of the form (4.74) prosider considecable economy in the solution of the Raylejgh-Ritz equatirrs fox each valco of n 。

### 4.2 Scme numericas rosults for mildly nonmínear problams

In this section we repcrt sextain numerical sxperimente demonstraitige the application of verious choices of polynomian co-crinate aystems te the variational solutirn of mildy non linear diffeiential equations satisfying the reatristions of Ciarlet, Sotulta and Vaxga (1.). In section 4.4 examples whilh de not satisfo tinase conditicus bito whicit satisfy the weaker conditions of Gladwell (1) will be corsidezad.

The test examples wepoited kere are the followingu

Probleminl。
The solution of the differential equation

$$
y^{\prime \prime}=\frac{1}{2}(y+x+1)^{3} \quad y(0)=y(1)=c
$$

minimizes the variational integral

$$
I(y)=\int_{0}^{1}\left\{y^{3}+\int_{0}^{y}(\eta+x+1)^{3} d y\right] d x
$$

subject to boundary ocnditions $y(0)=y(1)=0$.
The exact solution is given by

$$
y(x)=2 /(2 \cdots)-x-1 .
$$

This example is considered by Ciarlet, SchuIta and Varga (i, p.425).

Problem N2.
The solution of the differential equation

$$
y^{\prime \prime}=e^{y} \quad y(0)=y(i)=0
$$

minimizes the variational integral

$$
\left.I(y)=\int_{0}^{3}\left\{y^{2}+2 \int_{0}^{y} \exp (7) d^{2}\right\}\right\} d x
$$

subject to $y(0)=y(1)=0$. Thia soluticn is given by

$$
y(x)=-\ln 2+2 \ln (c \sec (=(x-0.5) / 2))
$$

where $c \div 1.3350557$.
This example is considered also by Ciarlet, Schultz and Varga,(1, p.424).

Problom N3.
As a third test example we consider the differential equation

$$
\begin{equation*}
z^{\prime \prime}=6 x z^{2} \quad z(0)=z(1)=1 \tag{40.15}
\end{equation*}
$$

examined by Collatz (1, p.201), who shows that the operator $T$ defined by

$$
T(z)=z^{\prime \prime}-6 x z^{2}
$$

is monotone in the ractangle $0 \leq x \leq 1,0 \leq z(x) \leq 1$; i.e. if $z$
satisfies $T(z)=0$ and $w_{1}(x), w_{2}(x)$ satisfy

$$
T\left(w_{1}(x)\right)<0, T\left(w_{2}(x)\right)>0
$$

then the inequalities

$$
\begin{equation*}
w_{1}(x)<z(x)<w_{2}(x) \tag{4,16}
\end{equation*}
$$

hold. In particular the relation (4.16) is known to hold when

$$
w_{1}(x)=1-x+x^{3}, \quad w_{2}(x)=1-0.43\left(x-x^{4}\right)
$$

The differential equation (4.15) is transformed by the eubstitution $y(x)=z(x)-1$ to the form

$$
\begin{equation*}
y^{10}=x(y+1)^{2} \quad y(0)=y(1)=0 \tag{4.17}
\end{equation*}
$$

Since $w_{1}(x) \leq z(x) \leq w_{2}(x), \quad y(x)$ satisfies

$$
-x+x^{3} \leq y(x) \leq-0.43\left(x-x^{4}\right)
$$

The solution of ( 4.17 ) minimizes the variational integral

$$
I(y)=\int_{0}^{1}\left\{y^{\prime 2}+2 \int_{0}^{y} x(\eta+1)^{2} d \eta\right\} d x
$$

with boundary conditions $y(0)=y(1)=0$ 。
We consider the approximate solution of these problems in terms of some of the polynomial co-ordinate systems we have used previously. The systems used are

$$
\begin{align*}
& \phi_{i}(x)=x^{i}(1-x)  \tag{4.18}\\
& \phi_{i}(x)=x(1-x) T_{1-1}^{*}(x)  \tag{4.19}\\
& \phi_{i}(x)=\sqrt{2 i+2} \int_{0}^{x} P_{i}^{*}(t) d t
\end{align*}
$$

We do not consider basis functions which may be obtained from these by simple diagonal scalings, nor do we consider the co-ordinate system
$\phi_{\mathrm{E}}(x)=x(1-x) P_{i-1}^{*}(y)$ in wiew of its cumbersome computaional properties. Approximations $y_{n}(x)$ in terms of each of the systems (4.18), (4.19), (4.20) for values of $n$ in the range $2 \leq n \leq 10$ are vorsidesed. Numerical results for problems N1 and N2 using the bosis ( 4020 ) have beer zeported by Cisidet, Schults and Varga (1) for $n=2,4,6$. Ail namerical experiments have been performed on an IBM 360/67 ocmeater uging either single pacision ( 8 sig.figso) or double precision ( 15 sig.figs.) arithmetic. A Gauss.Legendre quadrature fombla using 20 points was used to evaluate the elements of the matrices $A_{n}$ and the successive right hand side vectors of (4.9) or (4.14) respestively, except that, since for sach of the test problems the matrix $A_{n}$ generated from the basia (4.20) is the identity matrix $I_{n}$, this was substituted directly.

The results for problem NI using each of the co-ordinate systems (4.18), (4.19), (4.20) are given in Tables XIX, XX, XXI respectively, whilst similar results are given for the problems N2, N3 in Appendix B. It is immediately apparent that there is no sigrificant difference between the accuracies of the approximate sollution produced in each co-orainate syster. The orrors in the apprcximations obtained by Ciariet, Sohulty and Varga for this problem are indicated as ecsv ir. Table $\mathrm{XXI}_{\text {, }}$ and we must attribute the minor difference to the use of different computirg facilities.

The situation with respect to the determination of the coefficients of the approximate solution vector and the progress of the iterative procadure does, howerer, depend considerably on the choice of co-ordinate system from (4.18), (4.19), (4.20). It is not useful to compare the number of iterations performed for very small values of $n$, since thig depends on the accuracy of the initial estimate $a_{n}^{0}$, but once a seasorable opproxixation hae been obtained a somparison can be made.
Benavicur of the Sclution Vevtor and the Approzimate Solution

Table XIX
Behaviour of the Solution Vector and the Approximate Solution

| Problem N1 |  |  |  |  |  | $\emptyset_{\dot{i}}(x)=x(1-x) T_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | ESTIMATE | 2 | 3 | 4 | 5 | 6 | 10 |
| $\bar{E}_{n}$ |  | 3.731896'-3 | $6.494664^{\circ}-4$ | 1.079385'-4 | 1.77593 $6^{\prime}-5$ | $3.155982^{\circ}-6$ | $2.706616^{\circ}-9$ |
|  | 1.0 | -6.813458'-1 | -7.062307-2 | -7.052262 -1 | -7.070771-1 | $-7.0707744^{8}-1$ | $-7.072067^{\circ}-1$ |
|  | 0 | $-2.338763^{\circ}-1$ | $-2.333518^{9}-1$ | -2c423185 -1 | $-2.423221 \times 1$ | -2.426300 -1 | -2.426406 - - 1 |
|  | 0 |  | -4.002991 ${ }^{\text {P }}$ - | -3.999128s-2 | $-4.157371^{1-2}$ | -4.157398:-2 | -4.163050r-2 |
|  | 0 |  |  | $-6.859975^{s}-3$ | -6.856142 ${ }^{4}-3$ | -7.1327060-3 | -7.142664 ${ }^{\text {P }}$ - |
| $a_{n}(i)$ | 0 |  |  |  | $-1.176108^{\circ}-3$ | $-1.175675^{\prime}-3$ | -1.225432 ${ }^{1}-3$ |
|  | 0 |  |  |  |  | $-2.016823^{\text {P }}-4$ | $-2.102509 \cdot-4$ |
|  | 0 |  |  |  |  |  | -3.602321. -5 |
|  | 0 |  |  |  |  |  | -6.180619 -5 |
|  | 0 |  |  |  |  |  | -1.017831'-6 |
|  | 0 |  |  |  |  |  | -1,746687'-7 |
|  | ITERRATIONS | 13 | 10 | 9 | 7 | 5 | $\begin{aligned} & 5 \\ & 6 \end{aligned}$ |
|  |  |  |  |  |  |  | 4 |
|  |  |  |  |  |  |  | 5 |
| Long P | ecision |  |  |  |  | $\delta_{n}=0.5$ | $10^{-(5+n)}$ |

Beaviour of the Solution Vector and the Approximate Solution

| Problem N1 |  |  |  |  | $\phi_{i}(x)=\sqrt{2 i+1}$ |  | $\int_{0} P_{\dot{S}}^{*}(t) d t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | ESTITMATE | 2 | 3 | 4 | 5 | 6 | $9+$ |
| $\bar{e}_{n} \times$ |  | $3.731930^{\circ}-3$ | 6.494546'-4 | $1.079387^{\circ}-4$ | $1.864398{ }^{\circ} \cdot .5$ | $3.156062^{\circ}-6$ | $1.516039^{\circ} \cdots$ |
| ${ }_{\text {esu }}$ |  | $3.76 \quad$ - 3 |  | $1.10 \quad$ - 4 |  | 3.29 i-6 |  |
| $a_{n}(i)$ | 1.0 | $43.933752^{\circ} \mathrm{cl} 1$ | +3.938597 ${ }^{\text {P }}$ - 1 | +3.938864 ${ }^{\text {¢ }}-1$ | $+3.9388788^{\circ} \cdots$ | $+3.9388780-1$ | $+3.938878^{\circ}-1$ |
|  | 0 | +1.045929 ${ }^{\circ}-1$ | +1.043581 ${ }^{1}-1$ | +1.044237 ${ }^{\text {P }}$-1 | +1.044275 ${ }^{\circ}-1$ | +1.04427\% ${ }^{\circ} \mathrm{m}$ | +1.044277 ${ }^{\text {cm }}$ |
|  | 0 |  | $+2.420781^{1}-2$ | +2.418445'-2 | +2.419309 ${ }^{\text {- }}$ - | +2.419360 ${ }^{\circ}-2$ | +2.419362 ${ }^{\circ}-2$ |
|  | 0 |  |  | +5.226647\&-3 | +5.223727'-3 | $+5.224903^{\circ}-3$ | +5.224976 ${ }^{\circ}-3$ |
|  | 0 |  |  |  | +1.080715'-3 | +1.080318:-3 | +1.080494 ${ }^{\circ}-3$ |
|  | 0 |  |  |  |  | +2.169661 ${ }^{\prime}$-4 | +2.169352 ${ }^{\text {- }}$ 4 |
|  | 0 |  |  |  |  |  | +4.26.3099:-5 |
|  | 0 |  |  |  |  |  | +8.242889 ${ }^{\circ}-6$ |
|  | 0 |  |  |  |  |  | $+1.573495 \cdot-6$ |
|  |  |  |  |  |  |  | 6 |
|  | ITERATIONS | 12 | 9 | 8 | 8 | 5 | 5 |
|  |  |  |  |  |  |  | 5 |
| Long Precision |  |  |  |  |  | $n=n .5 \cdot 10^{-(5+n)}$ |  |

Table XXI

We note in particular the poor convergence of the procesa when the basis (4.18) is used; an iteration limit of 20 iterations was imposed on the solution of the equations (4.9) or (4.14) at each atace, where this was rearhed $a n *$ has been placed ir the tab?ns fon eupbasiz. That this situation can arise for the basis (4.28) is indizative of the poor convergence of the coeffsiexts of the approximate solution vector when this basis is used, whinh can also be observed in the table. The convergence of the abintica vector coefficients and of the iterative procedure for eack of the cowrdinate systens (4019) and (4.20) is good. We would emphasizs again that solution in serms of the basis (4.20) is expensive of computer time because of the difficulty of evaluating the basis functions; as an indication we point cut that the solutions quoted in Tables XIX, XX and XXI (including solutions for $n=7,8,9$ ) were obtained in 124 secs, 173 secs and 300 secs respectively where the mark + in Table XXI indicates that solution of the system of size $n-10$ in terms of the besis (4.20) had not been completed in 300 secs. Similar. timing comparisone san be made for problems N2 and N3.

We compare briefly now the accuracy and nemerical behariour of solutions obtained using different precision of arithmetic; specifically we look at the solution of problem N1 in terms of the basis functions (4.18) and (4.19) using single precision ( 7 sig.figs.) and double precision ( 15 aig.fige。) arithmetic. Table XXII indicates that for the basis ( 4.19 ) the ecourasy of the approximate solution is not severely affected by a reduction in the precision of the computations antil the limit of this reduced accuracy is approached (the solution is of maximum magnitude $\doteqdot 1.1^{\prime}-1$ ) and it appears that the iterative solution of the equations is not adversely affected, though this behaviour is not sontinued; the iterative solution of the equations for $n=9,10$ is not achieved using 20 iterations in single precision
Double Precision

| $n$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{n}$ | $3.7^{\prime}-3$ | $6.5^{\prime}-4$ | $1.1^{\prime}-4$ | $1.8^{\prime}-5$ | $3.2^{\prime}-6$ | $5.5^{\prime}-7$ | $9.1^{\prime}-8$ |
| ITrers. | 13 | 10 | 9 | 7 | 5 | 5 | 6 |


| Single Precision |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| $9_{\mathrm{n}}$ | $3.7^{\prime}-3$ | $6.5^{\prime}-4$ | $1.1^{\prime}-4$ | $1.8^{\prime}-5$ | $4.0^{\circ}-6$ | $1.1^{\prime}-6$ | $1.2^{\prime}-6$ |  |
| ITRRS. | 13 | 10 | 7 | 6 | 4 | 5 | 3 |  |

The Bffect of Single and Double Precision iritimetic on $\phi_{i}(x)=x(1-x) \mathbb{T}_{i-1}^{*}(x)$ Table XXII
Problem NI
the accuracy and number of iterations. the accuracy and The the accuracy and number of iterations.
Double Precision

| n | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0_{\mathrm{n}}$ | $3.7^{\prime}-3$ | $6.5^{\circ}-4$ | $1.1^{1}-4$ | $1.9^{\mathrm{P}}-5$ | $3.2^{1}-6$ | $5.5^{\prime}-7$ | $9.1^{1}-8$ |
| ITRES. | 13 | 10 | 10 | 8 | 7 | 16 | $20^{*}$ |

Single Precision
The Effect of Single and Double Precision Arithmetic on
$\phi_{i}(x)=x^{i}(1-x)$
Table XXIII
arithmetic. The effect of a reduction in the precision $Q$ the computation is much mare marked when we consider solution in terme of the basis (4.18), as can be seen from the results sumnarized in Mable XXIII. Although low order solutions are produced in sincle precision arithmetic which agree with those obtained using double precision, the convergence of the iteration is severely affected, and the iteration limit of 20 iterations is excesded on several occasions. Furthermore, the iterative processes seem unlikely ever to converge; in Table XXIV we give the last six iterates of the process in the case $n=6$ 。

We notice that the first and last rows of the Table, i.e. $a_{6}^{15}$ and $\frac{(20)}{-6}$ ars identical, and hence that the iteration will continue to oscillate, so that convergence will not occur.

It appears then that, although the solution of mildly ron-linear problems in terms of the basis functions $\oint_{i}=x^{i}(1-x)$ may produce solutions equally accurate with those obtained using either the basis functions ( 4.19 ) and ( 4.20 ), and may be more econonical of computer time, the numerical processes involved are unstable, and may lead to the non-convergence of iterative methods of solution. We would therefore recommend that either the basia functions (4.19) or (4.20) be used for milday non-linear problems having solutions which may be well represented by polynomials, and express a preference on the grounds of computational convenience for the basis (4.19). Furthermore, we show in the next section that this basis generates matrices $A_{n}$ with a liseful theoretical property governing the convergence of iterative processes for the solution of equations. In $\% 4.4$ we demonstrate that the numerical comparisons which we have made in this section remain valid for a wider class of problems.


[^0]
### 4.3 Iterative Convergence : U.A.D. matrices.

In this section we outline a property of Rayleigh-Ritz approximation in terms of the basis

$$
\phi_{i}(x)=x(1-x){\underset{i}{i-1}}_{*}(x)
$$

which helps to justify the use of this basis for the solution of certain types of variational problem. The initial result is the following.

## Theorem 1

Let $B$ be the matrix with elements

$$
\begin{aligned}
B(i, j)=\int_{-1}^{1} \phi_{i} \cdot(x) \cdot \phi_{j}(x) d x \\
i, j=1,2 \ldots
\end{aligned}
$$

If $\emptyset_{1}(x)=\left(1-x^{2}\right) T_{i-1}(x)$, then the matrix $B$ is asymptotically diagonal of degree three (3).

Proof.
The elements of the matrix $B$ are given by

$$
B(i+1, j+1)=\left\{\begin{array}{ccl}
0 & i+j & \text { odd } \\
r(i, j) & i+j \text { even }
\end{array}\right.
$$

where

$$
\begin{aligned}
r(i, j)= & -\frac{3}{i+j^{2}-9}-\frac{1}{\overline{i+j^{2}-1}}-\frac{1}{\overline{i-j}-1}-\frac{3}{i-j^{2}-9} \\
& +\frac{4\left(\left(i^{2}-j^{2}\right)^{2}\left(2 i^{2}+2 j^{2}-20\right)+9\left(\overline{i+j}^{2}+\overline{i-j}^{2}\right)\right.}{\left(\overline{i+j}^{2}-9\right)\left(\overline{i+j}^{2}-1\right)\left(\overline{i-j}^{2}-1\right)\left(\overline{i-j}^{2}-9\right)} \\
& +\frac{24 i^{2} j^{2}\left(2 i^{2}+2 j^{2}-10\right)}{\left(\overline{i+j}^{2}-9\right)\left(\overline{i+j}^{2}-1\right)\left(\overline{i-j}^{2}-1\right)\left(\overline{i-j}^{2}-9\right)}
\end{aligned}
$$

Hence

$$
B(i+1, j+1)=O\left(i^{2}\right)+O\left(i^{-2}\right)+c
$$

and for sufficiently large $i$, and fixed $j$,

$$
\begin{aligned}
& B(i+1, i+1) \doteq k_{i} i^{2} \\
& B(i+1, i+1) \doteq d_{i} i^{-2}
\end{aligned}
$$

90 that

$$
\begin{aligned}
& \frac{|B(i, j)|}{\{B(i, i) \cdot B(j, j)\}^{\frac{1}{2}}} \div\left\{\left(k_{i} i^{\left.\frac{\mid a_{i}}{}{ }^{2}+i_{i}\right)\left(k_{j} j^{-2}\right.}{ }^{2}+c_{j}\right)\right\}^{\frac{1}{2}} \\
& \div \left\lvert\, \frac{\left|a_{i j}\right| \cdot i^{-3}}{\left.\left|k_{i}\right|| | B(j, j)\right|^{\frac{1}{2}}}\right.
\end{aligned}
$$

Hence the matrix $B$ is asymptotically diagonal of degree 3. In order that $B$ be uniformly asymptotically diagonal we require that there exist constants $w, W$ such that

$$
B(i+1, j+1)<w \quad \forall_{i, j}, i \neq j \quad \ldots(4.21)
$$

and

$$
\begin{equation*}
B(j+1, j+1) \quad \geq \quad w>0 \quad \forall_{j} \tag{4.22}
\end{equation*}
$$

To prove (4.22) we have

$$
\begin{aligned}
B\left(j+1_{\imath} j+1\right)=r(j, j)= & -\frac{3}{2 j^{2}-9}-\frac{1}{2 j^{2}-1}+4 / 3 \\
& +\frac{4 j^{2}}{\left(2 j^{2}-9\right)\left(2 j^{2}-1\right)}+\frac{16 j^{4}\left(j^{2}-5\right)}{3\left(2 j^{2}-9\right)\left(2 j^{2}-1\right)}
\end{aligned}
$$

For $j>2$ we have

$$
B(j+1, j+1) \geq \frac{4}{3}-\frac{3}{2 j^{2}-9}-\frac{1}{2 j^{2}-1} \geq 16 / 17
$$

and for $j=0,1,2$,

$$
\begin{aligned}
& B(1,1)=8 / 3 \\
& B(2,2)=48 / 21 \\
& B(3,3)=116 / 21
\end{aligned}
$$

so that (4.22) holds with was $16 / 17$. Clearly (4.21) heeds in view of the asymptotic behaviour of $A(i, j)$, $i \neq j$, so that the theorem is proved.

Corollary I
The Raylejgh-Ritz matrix A for the solution of variational problems of the form

$$
\left.\left.\min _{y} I(y)=\int_{0}^{1}\left\{y^{\prime 2}+2 \int_{0}^{y} f(x,\}\right) d\right\}\right\} d x
$$

in terms of the basis $\oint_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ is uniformly asymptotically diagonal of degree three.

Proof
The matrix $A$ has elements

$$
A(i, i)=\int_{0}^{1} \phi_{i}^{\prime}(x) \phi_{j}^{\prime}(x) d x
$$

which satisfy

$$
A(i, j)=\frac{1}{8} B(i, j)
$$

and from Delves \& Mead (2), p.703, the property that a matrix Es uinfomis asymptotically diagonal is invariant under a diagonal transformation 。

Corollary 2
The Rayleigh-Ritz matrices $A^{(1)}, A^{(2)}$ defined by

$$
\begin{array}{ll}
A^{(1)}(i, j)=A(2 i-1,2 j-1) & 1, j=1 \ldots\left[\frac{n+1}{2}\right] \\
A^{(2)}(i, j)=A(2 i, 2 j) & i, j=1 \ldots[n / 2]
\end{array}
$$

are asymptotically diagonal of degree three.

Proof

$$
\left(\left|A^{\left.\left.\left.\frac{\mid A}{(1)}(i, i)\right|_{i}\right|_{A} ^{(1)}(j, j) \right\rvert\,}\right|^{\frac{1}{2}}=\frac{A(2 i-1,2 j-1)}{A(2 i-1,2 i-1) A(2 j-1,2 j-1)}\right.
$$

Put $k=2 i-1, \quad m=2 j-1$.
For fixed m

$$
\frac{|A(k, m)|}{(|A(k, k)| \cdot|A(m, m)|)^{\frac{1}{2}}} \leq C k^{-3}
$$

from Theorem 1 and Corollary 1 , and hence

$$
\frac{|A(k, m)|}{\left(|A(k, k)|_{0}|A(m, m)|\right)^{\frac{1}{2}}} \leq C k^{-3}=C(2 i-1)^{-3}
$$

so that

$$
\left(\left.\left|A_{A}^{(1)}(i, i)\right|\right|_{A} ^{(1)}(i, j) \mid\right)^{\frac{1}{2}} \leq C^{\prime} i^{-3}
$$

and similarly for the matrix $A^{(2)}$.
Thus the results of Delves and Mead, given in Chapter Iwo, are applicable when the basis $\oint_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ is used to solve linear differential equations of the particularly simple type

$$
y^{\prime \prime}=f(x) \quad y(0)=y(1)=0
$$

Mere importantly, we consider an extension of the results of Delves and Mead to the iterative solution of the Rayleigh-Ritz equations (4.4) or (4.13), ie.

$$
\begin{equation*}
A_{n} a_{n}=E_{n}\left(a_{n}\right) \tag{4.23}
\end{equation*}
$$

or

$$
\begin{aligned}
& A_{n}^{(1)} u_{n}=g_{n}^{(1)}\left(u_{n}, y_{n}\right) \\
& A_{n}^{(2)} \underline{y}_{n}=g_{n}^{(2)}\left(u_{n}, v_{n}\right)
\end{aligned}
$$

where

$$
\begin{array}{lll}
a_{n}(2 i-1) & =\underline{u}_{n}(i) & \\
a_{n}(2 i) & =1 \ldots\left[\frac{n+1}{2}\right] \\
\underline{y}_{n}(i) \quad . \quad . \quad i=1 \ldots[n / 2]
\end{array}
$$

which determine an approximate solution of the form

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

of the differential equation

$$
\begin{equation*}
y^{\prime \prime}=f(x, y): y(0)=y(1)=0 \tag{4.24}
\end{equation*}
$$

where $g_{n}^{(1)}, g_{n}^{(2)}$ are defined in \% 4.1. Such results clearly apply to the solution of differential equations of the form

$$
y^{\prime \prime}=h(x) y+g(x) \quad: \quad y(0)=y(1)=0
$$

provided that the linear term in $y$ is included in the right hand side vector $g_{n}$ of (4.22) 。

Let the solution $y(x)$ of $(4,24)$ have a generalized Fourier expansion in terms of the comardinate system $\left\{\phi_{i}\right\}$ given by

$$
y(x)=\sum_{i=1}^{\infty} \alpha(i) \phi_{i}(x)
$$

Let $\quad R_{s}=\left\{\underline{\underline{V}}: \exists \mathrm{c} \quad\right.$ sot $\left.\quad \underline{\underline{Y}}(\mathrm{i})<\mathrm{Ci}^{-s}\right\}$
We can now prove the following.

Theorem 2
Let $A$ be a U.h.D. matrix of degree $p>1 / 2$, satisfying $\left|A_{i i}\right|=1$ and $A_{i j}<C(p) i-P$ where $C(p)$ is defined by
 such that $g\left(\underline{a}^{0}\right) \in R_{g}$ and define the sequence of vectors ${\underset{a}{(r)}}^{(r)}$ $r=1,2 \ldots$ by

$$
\begin{equation*}
A \underline{\underline{a}}^{(r)}=g\left(a^{(r-1)}\right)=g^{(r-1)} \tag{4.25}
\end{equation*}
$$

If $\underline{g}^{(r-1)} \in R_{s_{r}}, \quad s_{r}>0$
then $a^{(r)} \in R_{t}$ for all $r$
where $\quad t=\min \left(s_{r}, p\right)$.

Proof
For each $r$ we solve the linear system of equations

$$
A \underline{a}^{(r)}=\mathbf{g}^{(r)}
$$

where A is a U.A.D. matrix of degree $p$ and $g$ is a vector in $R_{s_{r}}$. Hence by Delves and Mead (2, Thmo6) ${\underset{\underline{e}}{ }}_{(r)}^{\in} R_{t_{r}}$ where $t_{r}=\min$ ( $p, s_{r}$ ). Hence the sequence of vectors ${\underset{\underline{a}}{ }}_{(r)}$ are all contained in $R_{t}$ where $t=\min _{r}\left(t_{r}\right)$. Q.E.D.

Corollary
If the iterative solution of (4.25) is convergent then $\underline{a} \in \mathbb{R}_{t}$.
We note several consequences of these results. The condition $A(i, i)=1$ does not apply in the case of the Rayleigh-Ritz matrix obtained from (4.24) by substitution of an approximation in terms of the coordinate system $\phi_{i}(x)=x(1-x) T_{i-1}(x)$. However, we have shown that $|A(i, i)|=C_{i} 1^{2}$ for some constant $C_{i}$, and it is known (Delves and Mead, ( $2, p .703$ )) that the U.A.D. properties of a matrix are invariant under a diagonal transformation. Thus we can consider a diagonal transformation by the matrix

$$
D: D(i, i)=\left(C_{i} i^{2}\right)^{-1}
$$

such that $A(1, i)=1$.
A major weakness of Theorem 2 is the assumption

$$
g\left(a^{(r-1)}\right) \in \mathbb{R}_{s_{r}} \quad \forall r
$$

which appears difficult to verify. However, we consider the system

$$
\begin{equation*}
D_{A_{a}}(r)=D_{E}\left(\underline{a}^{(r-1)}\right) \tag{4.25}
\end{equation*}
$$

Where $A$ is the Rayleigic-Ritz matrix for (4.24) with the basis $\phi_{i}(x)=x(1 \cdots x) T_{i-1}^{*}(x)$.

Writing $D A=A^{\prime}, \quad D_{g}=\mathbb{E}^{\prime}$ we have the system

$$
\begin{equation*}
A^{\prime} \underline{\underline{a}}^{(r)}=\underline{G}^{\prime}(r-1) \tag{4.27}
\end{equation*}
$$

where $A^{\prime}$ is a U.A.D. matrix of degree 3 with $A^{\prime}(i, i)=1$, and where $\underline{E}^{(r-1)} \in R_{2}$ provided there exists a constant $M$ sot $g^{(r-1)}(i)<M \quad i$ 。 Hence if $A^{\prime}$ satisfies the remaining condition of Theorem 2, ide. $\left|A^{\prime}(i, j)\right|<C(3) i^{-P}$ then $\underline{a}^{(r)}$ defined by (4.27 )satisfy $\underline{a}^{(r)} \varepsilon R_{2}$. The elements $\varepsilon^{(r-1)}(i)$ are defined by

$$
\underline{g}^{(r-1)}(i)=\int_{0}^{1} f\left(x, \sum_{j=1}^{\infty} \underline{a}^{(r-1)}(j) \phi_{j}(x)\right) \cdot \phi_{i}(x) d x
$$

so that

$$
\begin{array}{r}
\underline{g}^{(r-1)}(i) \leq\left\{\left[\int_{0}^{1} f\left(x, \sum_{j=1}^{\infty} a^{(r-1)}(j) \phi_{j}(x)\right) d x\right]^{2} .\right. \\
\left.\left[\int_{0}^{1} \phi_{i}(x) d x\right]^{2}\right\}^{\frac{1}{2}}
\end{array}
$$

by the Cauchy Inequality. We can now state
Theorem 3.
Let $\left\{\phi_{i}(x)\right\}$ be the coordinate system

$$
\begin{equation*}
\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x) \tag{4.28}
\end{equation*}
$$

and define $W$ to be the set of functions

$$
w=\left\{w(x): f(x, w)<M_{1}, w(x) \in H_{L}\right\}
$$

and suppose

$$
y^{(x)}(x)=\sum_{i=1}^{\infty} \underline{\underline{g}}^{(r)}(i) \phi_{i}(x), y(x)=\sum_{i=1}^{\infty} \underline{\alpha}^{\infty}(i) \phi_{i}(x)
$$

satisfy $y^{(r)} \in W, i=0,1 \ldots \quad, \quad y \in W$ where $\underline{a}^{(r)}$ are the solutione of equations $(4.26)$. Then $\underline{a}^{(r)} \in R_{2}$ for aill $r$ 。

Proof.
We have establisjed $a(r) \in R_{2}$ provided $\left|g^{(r-1)(i)}\right|<M 。$ Since, for $\phi_{i}(x)$ given by (4.28)

$$
\left[\int_{0}^{1} \phi_{i}(x) d x\right]^{2} \leq \text { const }=c_{1}
$$

then for all $w(x) \in W \quad \exists M=C_{1} M_{1}$
such that

$$
g^{(I-1)}(1)<M .
$$

Since $y^{(r-1)}(x) \in W$, we have $a^{(r)} \in R_{2}$

Corollary.
If the iterative solution of equations (4.27) is convergent, then $\alpha \in R_{2}$.

The results given above indicate the behaviour of the coefficients of the generalized Fourier expansion of the solution $y(x)$ of problem (4.23) in terms of the cc-ordinate system (4.28), and also the behaviour of the successive iterates in an iterative solution of the (infinite) system of equations ( 4.27 ). Nothing has been said concerning the situation for finite matrices, or concerning the particular iterative process used It would seem probable that results similar to Delves and Mead (1, Thmo, p.212) can be given for particular iterative methods of solution of a finite system of equations. This result asserts that the elements of the first iterate ${\underset{a}{n}}_{(1)}^{(1)}$ of the Gauss--Seidel or Jacobi methods
of solution of a finite system of equations have the same agymptotic behaviour as the exact; solution of the cozresponding infinite system of linear equations provided that the matrix $A$ is sufficientiy asymptotically diagonal ( $p$ large enough).

It is felt that the results of this section accourt in part for the high reliability of the variational solutions in terms of the basis $(4.28)$ quoted in this chapter. It can also be shown tiat the Rayleigh-Ritz matrix in terms of the basis

$$
\begin{equation*}
\phi_{i}(x)=x(1-x) P_{i-1}^{*}(x) \tag{4.29}
\end{equation*}
$$

is uniformly asymptot cally diagonal of degree 3 and thus that Theorem 3 holds in the case of (4.29) as well as in the case of (4.28). Finally in this section we suggest that the results given here lend weight to the optimistic comment of Delyes and Mead (2, p.25) that A.D and U.A.D matrices may be of considerable importance in variational calculations.

### 4.4 Numerical Results for q-bounded problems.

The conditions given by Ciarlet, Schultz and Varga (I), which apply to the numerical examples considered in $\% 4.2$, have recently been extended by Gladwell (1), who shows that a wider class of problems can be solved using the Rayleigh-Ritz method. We consider now numerical results obtained by the Rayleigh-Ritz method for the solution of two examples given by Gladwell which satisfy his conditions but not those of Ciarlet, Schultz and Varga. Additionally we demonstrate the success of the Rayleigh-Ritz method for certain particular problems which are not covered by either the requirements of Gladwell or Ciarlet, Schultz and Varga.

The examples considered are

## Problem Q1.

The solution of the differential equation

$$
y^{\prime \prime}=\frac{1}{2}(y+x+1)^{3}-\frac{1}{y \cdot(1-x)}\left(y-\frac{2}{2-x}+x+1\right)
$$

subject to $y(0)=y(1)=0$ is given by

$$
y(x)=2 /(2-x)-x-1 .
$$

This solution minimizes the variational integral

$$
\begin{array}{r}
I(y)=\int_{0}^{1}\left\{y^{2}-2 \int_{0}^{y}\left[\frac{1}{x(1-x)}\left(\eta-\frac{2}{2-x}+x+1\right)-\right.\right. \\
\left.\left.\frac{1}{2}(\eta+x+1)^{3}\right] d \eta\right\} d x
\end{array}
$$

subject to the boundary conditions $y(0)=y(1)=0$ 。

Problem Q2.
The second problem we consider is similar to that given by Gladwell (1, p.62). Specifically, we replace the derivative boundary condition given there, $y^{\prime}(0)=0$ by the condition $y(0)=0$. Then, defining

$$
\lambda=\frac{\theta}{2(1-\theta)} \quad, \quad y_{0}(x)=\cos \left(\lambda\left(1-\theta^{-x}\right)\right)
$$

the differential equation

$$
\begin{gathered}
\left(e^{x} y^{\prime}\right)^{\prime}=e^{x}-\lambda^{2} e^{-x}\left(K(y-x+1)+(1-K) y_{0}(x)\right. \\
+\left(y_{0}(x)-y+x-1\right)^{2 i+1} \\
(K=\text { const }, i=1,2,3 \ldots)
\end{gathered}
$$

with the boundary conditions $y(0)=y(1)=0$ has the solution $y(x)=y_{0}(x)+x-1$. The equation (4.30) has the form of $(4.1)$ but the right hand side of $(4,30)$ does not satisfy the conditions of Ciarlet, Schultz and Varga (1), but in the case $K<e^{2} / 4$ it satisfies
the extended conaitions of Gladwe:l. We consider the sautior of this problem for a mmber of values of $K$, inoluding some cases $K>e^{2} / 4$, for which a theoretisal justification of the method has not been given. We also considex the sase in whin the expanent $2 i+1$ cosurring in ( 4.30 ) is reclaced by $2 i$, for which the probiem again does not satisfy Gladwell's こonditions.

The solution of ( 4.30 ) minimizes the variational integral

$$
\begin{equation*}
I(y)=\int_{0}^{1} \int_{0}^{1} e^{x} y^{2}-2 \int_{0}^{y} \int^{2} e^{\cdots x}\left(K\left(\lambda^{2} \cdots x+1\right)+(i-K) y_{0}(x) .\right. \tag{4,31}
\end{equation*}
$$

subject to the boundary conditions $y(0)=y(1)=0$.

This example is interesting from sin additional viewpoint, in that it is the only example of a mildly non-linear equation which we shall considen for which $p_{1}(x) \neq 1$, so that the elements of the matrices $A_{n}$ are not so readily evaluated.

We consider only solution of the Froblens $Q 2$ and $Q 2$ in terms of the basis $\phi_{i}(x)=x(1-m) T_{j}^{*}(x)$. Solutions of problem QL are giver in Table XXV, and of problem Q2 fur the values $i=1, X=0.3$ in Table XXVI. Solutions of problem QC for other values of $K$ and 1 are given as Tables BVII; BVIII, BIX in Appendix B. No difficulties are encountered and both the solution vectors and the approximate solutions display stable and convergent behaviour. For problem Q2 it can be seon that the convorgence of the iterative solution of the equations deperds on $K$ and $i$ Speclfically, as $K$ is increased towards $e^{2} / 4$, or as $i$ derreaces towards zero, more iterations are required for the determination of each approximate solution vector $a_{-n}$. Thity reflects the behaviour of the integrand
Behaviour of the Solution Vector and the Approximate Solution

| Problem Q1 |  |  |  |  |  | $\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | ESTIMATE | 4 | 5 | 6 | 7 | 8 | 10 |
| $\bar{e}_{n}(x)$ |  | 1.082485 - 4 | 2.775997'-5 | 3.156666'-6 | $5.522174^{\prime}-7$ | 9.081012'-8 | $2.730828^{\prime}-9$ |
| $a_{n}(i)$ | -0.5 | -7.062235'-1 | -7.070770-1 | -?.070774'-1. | -7.071058 ${ }^{\circ} \mathrm{F}$ | -7.071058'-1 | -7.071067-1 |
|  | -0.25 | -2.423172'-1 | $-2.423219^{\circ}-1$ | $-2.426300 \cdot-1$ | $-2.3263011^{\prime-2}$ | -2.4264030 ${ }^{-1}$ | -2.42640 \% - 1 |
|  | 0 | $-3.998988 .-2$ | -4.157364 ${ }^{\text {c }}$ - | $-4.157396^{8}-2$ | -4.162968'-2 | -4.162869 - 2 | - $4.1630500^{\circ}-2$ |
|  | 0 | $-6.860071-3$ | -6.855057 ${ }^{\prime}-3$ | -7.132702 ${ }^{\text {- }}$ - | -7.132725-3 | -7.142345'-3 | -7.142664 -3 |
|  | 0 |  | $-1.176115^{\prime}-3$ | -1.175668'-3 | $-1.223749^{\prime}-3$ | $-1.223751^{1}-3$ | $-2.225432^{\circ}-3$ |
|  | 0 |  |  | $-2.016829^{\prime}-4$ | -2.016291'-4 | -2.099582 ${ }^{\circ}-4$ | $-2.102509^{-}-4$ |
|  | 0 |  |  |  | -3.458997-5 | -3.458312'-5 | -3.602322 ${ }^{\prime}-5$ |
|  | 0 |  |  |  |  | - 5.932915 - -6 | $-6.180621^{\circ}-6$ |
|  | 0 |  |  |  |  |  | $-1.017834^{\circ}-7$ |
|  |  |  | - |  |  |  | $-1.746698^{\circ}-7$ |
|  | ITERATIONS | 9 | 5 | 4 | 4 | 4 | $\begin{aligned} & 4 \\ & 4 \end{aligned}$ |
| Long Precision |  |  |  |  |  | $\delta_{n}=n 5_{10}-(3+n)$ |  |

Table XXV
Behaviour of the Solution Vector and the Approximate Solution

| Problem Q2: $K=0.5$, $i=1$ |  |  |  |  | $\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | ESTTMATE | 2 | 3 | 4 | 5 | 6 | 10 |
| $e_{n}(x)$ |  | 1.261579'-2 | 1.208426 ${ }^{\text {-3 }}$ | 7.948973'-5 | 4.423306'-5 | 9.148378 -6 | 2.617497'-9 |
| $\mathrm{a}_{\mathrm{n}}(\mathrm{i})$ | 1.0 | +2.772160'-1 | +3.453961 ${ }^{\text {- }}$ 1 | +3.474917 ${ }^{-1}$ | +3.471648'-1 | +3.470793 ${ }^{-1}$ | +3.470030 ${ }^{\prime}-1$ |
|  | 0 | -4.806177 ${ }^{\text {- }}$ | -5.190254 ${ }^{-1}$ | $-5.338607^{\circ}-1$ | -5.336877 ${ }^{\circ}-1$ | -5.330513'-1 | $-5.329933^{-1}$ |
|  | 0 |  | +1.081963 ${ }^{-1}$ | +1.117820'-1 | +1.111715'-1 | +1.110113'-1 | +1.108642'-1 |
|  | 0 |  |  | -1.114156'-2 | -1.100610'-2 | -1.043511-2 | -1.038202'-2 |
|  | 0 |  |  |  | -4.434962'-4 | -5.634499'-4 | -6.924685'-4 |
|  | 0 |  |  |  |  | +4.063253'-4 | +4.476025 ${ }^{\circ}-4$ |
|  | 0 |  |  |  |  |  | -9.081614'-5 |
|  | 0 |  |  |  |  |  | +1.133954 ${ }^{\prime}-5$ |
|  | 0 |  |  |  |  |  | -7.539886 ${ }^{-7}$ |
|  | 0 |  |  |  |  |  | -4.670775 ${ }^{\text {- }}$ - |
|  | 0 |  |  |  |  |  | 4.67017 |
|  | ITERATIONS | 8 | 6 | 7 | 6 | 6 | 5 5 4 4 |
|  |  |  |  |  |  | $\delta_{n}=n_{0} 5^{\circ} 10^{-(5+n)}$ |  |

Table XXVI
of the problem in terms of the criteria civer by Gladweit. For erample, if $K>e^{2} / 4$ then the integrand of (4.31) does not satisfy these oriteria, and we bave no theoretical justification for the use of the Rayleigh-Ritz method. However, we find that in this case the method proves satisfactory. Table XXVII gives Rayleigh-Ritz approximations to the solution of problem Q2 for $K=2, j=1$ obtained in terms of the basis $\oint_{i}(x)=x(1-\pi) T_{i-1}^{*}(x)$.

If the exponent $2 i+1$ occurring in the right hand side of ( 4.30 ) is replaced by $21, i=1,2,3 \ldots$ then the variational formulation of this problem:-

Problem Q2'

$$
\begin{aligned}
& \min _{y} \int_{0}^{1}\left\{e^{x} y^{\prime}\right. \\
& 0-2 \int_{0}^{y}[
\end{aligned} \quad \begin{aligned}
& \lambda^{2} e^{-x}\left(x(\eta-x+1)+(1-x) y_{0}(x)\right. \\
& \\
& \left.\left.+\left(y_{0}(x)-(\eta-x+1)\right)^{2 i}\right] d \xi\right\} d x
\end{aligned}
$$

subject to $y(0): y(1)=0$
also fails to satisfy the criteria of Gladvell (1) for any value of $K$, and again there is no theoretical justification for the use of the Rayleigh-Ritz method. In the particular case $K=0.5$, $i=1$, however, we demonstrate the success of the method in Table XXVIII in which the basis $\varnothing_{1}(x)=x(1-x) T_{i-1}^{*}(x)$ is used to obtain a sequence of Rayleigh-Ritz approximations.

### 4.5 Conclusions

Numerical results for certain examples of mildy non-linear differential equations have been presented which show that for suitable choices of polynomial co-ordinate system accurate solutions can be obtained in terms of a small number of basis functions
Behaviour of the Solution Vector and the Approximate Solution

Table XXVII

| Problem Q2' ${ }^{\text {a }}$ ( $\mathrm{k}=0.5, \mathrm{i}=1$ |  |  |  |  |  | $\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | ESTTMATE | 2 | 3 | 4 | 5 | 6 | 10 |
| $e_{n}(x)$ |  | 1.2613161 -2 | 1. $208479^{\circ}-3$ | 7.948959 - 5 | 4.423302'-5 | $9.148381^{1}-6$ | $2.617497{ }^{\circ}-9$ |
| $a_{n}(i)$ | 2.0 | $+2.772362^{\circ}-1$ | $+3.453969^{\circ}-2$ | $+3.474917^{\circ}-1$ | $+3.471548^{\circ} \mathrm{l}$ | $+3.470793{ }^{\prime-1}$ | $+3.470030^{-1}$ |
|  | 0 | $-4.806289^{\circ}-1$ | -5.1.9025 $5^{\circ}-1$ | $-5.338607^{\circ}-1$ | -5,336877 ${ }^{\circ}-1$ | -5.330573 ${ }^{\circ}-1$ | -5.329933'-2 |
|  | 0 |  | $+1.081963^{2}-2$ | +1.117820 ${ }^{\circ}-1$ | $+2.111725^{\circ}-1$ | $+1.110113^{\circ}-1$ | +1.1086420-1 |
|  | 0 |  |  | -2.114156:-2 | $-1.100610^{\prime}-2$ | -1.043511 ${ }^{\text {c }}-2$ | -1.038202--2 |
|  | 0 |  |  |  | -4.434962 -4 | $-5.534499-4$ | -6.924685 ${ }^{3}-4$ |
|  | 0 |  |  |  |  | $+4.063258^{\circ}-4$ | +4.476025 ${ }^{\circ}-4$ |
|  | 0 |  |  |  |  |  | $-9.081614^{\circ}-5$ |
|  | 0 |  |  |  |  |  | +1.133954 ${ }^{\circ}-5$ |
|  | 0 |  |  |  |  |  | $-7.539886^{\circ}-7$ |
|  | 0 |  |  |  |  |  | $-4.670775^{\circ}-8$ |
|  | ITERATIONS | 8 | 6 | 7 | 6 | 6 | $\begin{aligned} & 5 \\ & 5 \\ & 4 \\ & 4 \end{aligned}$ |
| Long | ecision |  |  |  |  | $\delta_{n}=$ | $510^{-(5+n)}$ |

Table XXVIII
and that the coefficients of such approxinations display gocd convergence and stability properties. A theoretical justification of the convergence rate of the generalized Fourier expansion of the solution has been given for a particular co-ordinate system. Additionally, in this special case it has been shown that the Rayleigh-Ritz matrix assumes a special form which permits decomposition into two metrices of approximately half size; the consequent gains in the elimination and back-substitution steps of the solution of equations (4.24) are a factor of 4 and 2 respectively at each iteration.

We contrast this situation with the justification of the admittedly powerful techniques of piecewise polynomial comordinate systems given by Schultz (1, p.303).
"Indeed, were it not for the fact that sparseness (of the Rayleigh-Ritz matrix) is so important and orthonormalization so difficult, we would alwaya use polynomial-type subspaces."

We must point out that the above remark was made in the wider context of elliptis boundary value problems. Nevertheless, the impression that orthonormality and/or sparseness are desirable properties for the applivation of the Rayleigh-Ritz method to the one-dimensional problems we kave considered is emphasized by the use in the papers of Ciarlet, Schultz and Varga (1) of the baels

$$
\phi_{i}(x)=\sqrt{21+1} \int_{0}^{I} P_{i}^{*}(t) d t \quad \ldots \ldots(4 \circ 32)
$$

which is an orthonormal basis for problems of the form $y^{\prime \prime}=f(x, y)$. We feel that it has been demonstrated that this emphasis is in some ways unnecessary, and that other choices of comordinate system may be equally satisfactory. In particular it has been shown that the
comordinate system

$$
\phi_{i}(x)=x(\ln x) T_{i-1}^{*}(x)
$$

has several useful and important theoretical and computational properties。

We would also like to point out the application of the RaylejghRitz method to examples of the class of problems considered by Gladwell (1), and the examples which are not included in that theory. Clearly, further axtensior of the assumptions on the form of the non-linear term $f(x, y)$ of the mildly non-linear differential equations is possible. The situation in respect of the application of the Rayleigh-Ritz method to mildly non-linear differential equations is a familiar one in numerical analyais; there exist theoretical oriteria which guarantee that the method may be applied with success to certain problems, and there exist certain other problems to which the methed can be applied but for which applications there is no theoretical justification.

## Chapter Five

## Etrors of quadrature and approximation

In this chapter we outline and develop a number of results necessary for a full underitanding of the nunerical experimenta and results of the previous chapters. These concern the behaviour ard effect of two kinds of exror implicit in the numerical solution of linear and mildly non-linean differential equations by the application of the Rayleigh-Ritz method.

First we consider the errors introduced into the Rayleigh-Ritz process by the approximation of certain integrals which arise, e.c.o

$$
\begin{array}{r}
A_{n}(i, j)=\left(\phi_{i}, \phi_{j}\right)_{L}=\sum_{s=0}^{k} \int_{0}^{l} p_{s}(x) \phi_{i}^{(s)}(x) \not \phi_{j}^{(s)}(x) d x \ldots(5,1) \\
i, j=1 \ldots n
\end{array}
$$

and

$$
\begin{equation*}
b_{n}(1)=\left(f, \phi_{i}\right)=\int_{0}^{1} f(x) \phi_{1}(x) d x \tag{5,2}
\end{equation*}
$$

$i=1$ 。 $n$
or
by finite quadrature sums. That is, we take

$$
A_{n}(i, j)=\sum_{s=0}^{k} \sum_{t=1}^{m} w_{+}^{(1)} p_{s}\left(x_{t}^{(1)}\right) \phi_{1}^{(s)}\left(x_{t}^{(1)}\right) \phi_{j}^{(s)}\left(x_{t}^{(1)}\right)
$$

and

$$
\begin{equation*}
b_{n}(i)=\sum_{t=1}^{m_{2}}{ }_{w_{t}}^{(2)} f\left(x_{t}^{(2)}\right) \phi_{i}\left(x_{t}^{(2)}\right) \tag{5.5}
\end{equation*}
$$

or

$$
\begin{array}{r}
b_{n}^{(r)}(i)=\sum_{t=1}^{m_{3}} w_{t}^{(3)} f^{\prime}\left(x_{t}^{(3)}, \sum_{j=1}^{n} a_{n}^{(r-1)}(i) \emptyset_{j}\left(x_{t}^{(3)}\right)\right) \\
\phi_{i}\left(x_{t}^{(3)}\right) \ldots(5.6) \\
i=1 \ldots n
\end{array}
$$

where $\left(\underline{w}_{t}^{(1)}, \underline{x}_{t}^{(1)}\right),\left(\underline{w}_{t}^{(2)}, \underline{x}_{t}^{(2)}\right),\left(w_{t}^{(3)}, x_{t}^{(3)}\right)$ are the weights and abscissae of certain quadrature formulas. Expressions (5.4), (5.5), (5.6) indicate that there is no need to use the same quadrature rule on each of the many integrands occurring in the Rayleigh-Ritz method, and much economy might be gained in this way. The quadrature rule used might be made to depend on $1, j, n$ in each of (5.1), (5.3), (5.3), and a separate quadrature rule could be applied to each term in the summation over a in (5.1), and different rules for each value of $r$ in the iterative evaluation of (5.3). In fact, in the numerical experiments reported previously the same quadrature rule has been used to approximate each of the expressions (5.1), (5.2), (5.3), and the theoretical analysis which we give will rely on this assumption.

The second type of errors which we must consider are those most important for an assessment of the Rayleigh-Ritz method. That is, we seek estimates and/or bounds for the accuracy of approximate solutions; e.E. relationships of the form

$$
\begin{equation*}
\left|y_{n}^{m}(x)-y(x)\right| \leq \varepsilon \quad 0 \leq x \leq 1 \tag{5.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|y_{n}^{m}(x)-y(x)\right|=O\left(n^{-i}\right)+O\left(m^{-j}\right) \tag{5.8}
\end{equation*}
$$

where $y(x)$ is the solution of the given differential equation and $y_{n}^{m}(x)$ a Rayleigh-Ritz approximation dependent on the number of basis functions used, $r$, and the number of points in the quadrature
ruie, $m$. We shall see that such results are not readila available, and in general ve have only re?ations of the form

$$
\left|y_{n}(x)-y(x)\right| \leq \varepsilon \quad 0 \leq x \leq 1 \quad \ldots(5 \cdot 9)
$$

01

$$
\left|y_{n}(x)-y(x)\right|=0\left(r^{1}\right)
$$

### 5.1 Consistegt Quanature Schemes.

The application of quadrature schemes to the evaluation of the right hand side vertors (5.2) and (5.3) has becn considered by Herbcid (I), Heriold, Schultz and Varga (1), and oriteria determined which allow the selention of quadrature rules which preserve the rate of convergence of the approximate solutions as $n$ increasea, for the case where the basis functions are piecewise continucus on a given sequense of meshes; such consistent schemes sometimes generate approximations which coincide with finite difference approximationso We examine the requirements for consistont quadrature schemes for piecewise approximation so that we can consider their relevance for Global apyroximations; and comment briefly on a relationohip with finite difference methods.

In this discussion of quadrature approximations we use a notation similar to that used by Lyness (2). We denote by $Q_{m_{0}}^{m}[\sigma(x), a, b]$ the quadrature approximation

$$
\int_{a}^{b} \sigma(x) d x \div Q_{m_{0}}^{m}\left[\sigma^{\prime}(x), a, b\right]=\sum_{t=1}^{m_{0}} w_{t} \sigma\left(x_{t}\right)
$$

and write $Q_{m_{0}}^{m}[c(x)]$ when $a=0, b=1$. We define the algebraje (trigonometric) degree of $Q_{m_{0}}^{m}[\sigma, a, b]$.

$$
Q_{m_{0}}^{\mathrm{m}}[r(x), a, b] \text { is said to be a quadrature rule of exact. }
$$

algebraic (trigonometric) degree $m$ if

$$
\begin{equation*}
\int_{a}^{b} \sigma(x) d x-Q_{m_{0}}^{m}[\sigma(x), a, b]=0 \tag{5.10}
\end{equation*}
$$

whenever $G(x)$ is an algebraic (trigonometric) polynomial of degree $\leq m$, but (5.10) does rot hold if $\sigma(x)$ is an arbitrary polynomial of higher degree.

We use the notation $Q_{m_{0}}[\sigma(x), a, b]$ to denote a quadrature approximation of unspecified degree $m(m \geq 0)$. No assumption is made concerning the weights $w_{t}$ or abscissas $x_{t}$ of the quadrature rule, though we shall in general take $a \leq x_{t} \leq b$, and on occasion require $w_{t}>0$. With the notation here defined we can write

$$
\underline{b}_{n}^{m_{0}}(i)=Q_{m_{0}}\left[f(x) \cdot \phi_{i}(x)\right] \div \underline{b}_{n}(i)
$$

and

$$
\begin{gathered}
b_{n}^{m_{j}}\left(i, \underline{a}_{n}\right)=Q_{m_{0}}\left[f\left(x, \sum_{j=1}^{n} \underline{a}_{n}(j) \emptyset_{j}(x) \cdot\right) \phi_{i}(x)\right] \\
\dot{\vdots} \underline{b}_{n}\left(i, \underline{a}_{n}\right)
\end{gathered}
$$

We can then define the Rayleigh-Ritz solution $y_{n}(x)$ and a quadrature approximated Rayleigh-Ritz solution $y_{n}^{m_{0}}(x)$ by

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

and

$$
y_{i \Delta}^{m_{c}}(x)=\sum_{i=1}^{n} \underline{a}_{n}^{m_{0}}(i) \phi_{i}(x)
$$

where in the linear case $\underline{a}_{n}$ and $\frac{a}{n}_{m_{0}}^{m_{0}}$ satisfy the equations

$$
A_{n} a_{n}=b_{n}
$$

and

$$
A_{n}{\underset{n}{n}}_{m_{0}}^{m_{0}}=\underline{b}_{n}^{m_{0}}
$$

respectively, and in the normlinear case the equations

$$
A_{n} a_{n 1}=b_{n}\left(\underline{a}_{n}\right)
$$

and

$$
A_{n} \dot{a}_{n}^{m_{n}}-b_{n}^{m_{0}}\left(a_{n}^{m_{0}}\right)
$$

The notion of a consistent quadrature scheme for the application of the Rayleifh-Ritz method with piecewise continuous basie functions is the following. Lat $y(x)$ be the solution of the giver differential equation, and assume that in the given approximation subspace we have results of the form

$$
\begin{equation*}
\left\|y(x)-y_{n}(x)\right\|_{\gamma} \leq k_{1}(\overline{\Pi 1})^{-\nu} \tag{5.11}
\end{equation*}
$$

where $\bar{\Pi}=\max _{1 \sim 1}\left(x_{i}-x_{i-1}\right)$ is the usual parameter of a partition $\Pi$ and $\|\cdot\|_{\gamma}$ is a norm related to the given problem, (cf. Ch. Two and Ciarlet, Schultz, Varga (1)). Then the quadrature scheme $Q_{m_{0}}$ is consistent in the given approximation subspace if we have results of the form

$$
\left\|y_{n}(x) \cdots y_{n}^{m_{0}}(x)\right\|_{\gamma} \leqslant k_{2}\left(\overrightarrow{\Pi_{i}}\right)^{-k}
$$

where $k \geq U$, since then the convergence rate of the true and calculated quadrature-approximated solutions is governed by

$$
\left\|y(x)-y_{n}^{m_{0}}(x)\right\|_{\gamma} \leq K(\bar{\Pi})^{-\nu}
$$

and the convergence rate of (5.11) is preserved.
In the case of piecewise approximation a particular type of quadrature rule, the composite quadrature rule, is important.

Given a quadrature rule $Q_{m_{1}}[\sigma, \alpha, \beta]$ and a partition
$\Pi=\left(a=x_{0}<x_{1}<\ldots<x_{N}=b\right)$ the ecrresponding composite rule is

$$
Q_{m_{0}}\left[\sigma(x), a_{9} b, \Pi\right]=\sum_{i=0}^{N-1} Q_{m_{1}}^{\prime}\left[\sigma(x), x_{i}, x_{j+1}\right] \quad \ldots(5.12)
$$

where $Q_{m_{l}}^{\prime}\left[\mathcal{S}(x), \lambda_{i}, x_{i+1}\right] \quad i=0$ 。. N-1 are obteineu from $Q_{m_{1}}[\sigma, x, \beta]$ by a linear transfornation. Such rules include the familiar composite trapezium and Simpson's rules, and certain other rules, including some of those corsidered by Herbold, Schultz and Varga (1) which are based on interpolation. We say that:-

A composite quadrature rule $Q_{m_{0}}^{m}[\sigma(x), a, b, \bar{\Pi}]$ is of exact, piecewise polyncmiai degree $m$ with respect to a partition $\bar{\Pi}$ iff

$$
\begin{equation*}
\left|Q_{m_{c}}^{m}[\sigma(x), a, b, \pi]-\int_{a}^{b} \sigma(x) d x\right|=0 \tag{5.13}
\end{equation*}
$$

for all functions $\sigma(x)$ which are piecewise polynoraial functions of degree $k \leqslant m$ on each interval $\left(x_{i}, x_{1+1}\right), i=0.0 N-1$, with possible discontinuitias only at points $x_{i} \quad 1=0$..N, but (5.13) does not hold for arbitrary piecewise polynomials of degree $k>m$.

We summarize results of Herbold, Schultz and Varga (1, Thms. 4,5, Corollary p.113) on consistent quadrature schemes for mildly non-linear differential equations.

Theorem
Let $C$ be any collection of quasi-uniform partitions
$\Pi: 0=x_{1}<x_{2} \ldots<x_{N+i}=1$, and for each $\Pi$, let $S_{n}(\Pi)$ be a finite dimensional subspace of $H_{L}$ consisting of polynomial L-splines such that $v(x) \& S_{n}(\bar{\Pi})$ implies $v(x)$ is a polynomial of degree st. most $n_{0}$ on each subinterval defined by $\bar{\Pi}$, and suppcse there erists a set of linearly independent functions $w_{j}(x), j=1 . . n$ which form a basis for $S_{n}(1 i)$. Let $f(x, v(x))$ satisfy $\frac{\partial^{s} f}{\partial_{x^{8}}}(x, v(x))$ is continuous in each subinterval of $\Pi$ for $0 \leq s \leq m_{2}$, and let $y(x)$, the solution of the given equation satisfy $y(x) \subset c^{n_{0}+1}[0,1]$.

Let $Q_{m_{1}}^{\prime}\left[G(x), x_{i}, x_{i+1}, \Pi\right]$ be a quadrature rule of polynomial
degree at least one satieffing $w_{i} \geq 0$ and (for each i)

$$
\begin{array}{r}
\left|Q_{m_{2}}^{2}\left[G(x), x_{i}, x_{i+1}, T_{1}\right]-\int_{x_{i}}^{x+1} G(x) d x\right|<K_{0}{h_{i}}_{2}^{\left.m_{2}+\right]} \\
\left\|D_{0}^{m_{0}}\right\|_{\infty} \|_{\infty}
\end{array}
$$

and let $Q_{m_{0}} 2 \mathrm{n}_{0}[\leq, 0,1, \pi]$ be a quadrature mule of the form (5.12) of piecewise pclynomial degree at least $2 n_{0}$.

Then there exists a positive constant $K$ such that

$$
\begin{equation*}
\left|y_{n}^{2 n_{0}}(x)-y_{n}(x)\right| \leq K(\overline{11})^{-r} \tag{5.14}
\end{equation*}
$$

whers $x=\min \left(n_{2}-n_{0}+k-1, n_{0}-k+1\right)$
and therefore tine quadrature scheme $Q_{m_{c}}^{2 n_{0}}[\sigma(x), 0,1, T]$ is consistent with the appropriate L-spline bound given in $\% 2.6$ if $m_{2} \geq 2+2 n_{0}-2 k$.

A number of the conditions of this Theorem may be relaxed when the given differential equation is linear. The conditions on the polynomial and pwecewise polynomial degree of the quadrature formila, which ersure a unique solution of the non-linear Rayleigh-Hitz equations, may be diapensed with as may the restriction that the partitions TICC are quasi-uniform. The restriction to subspaces consisting of polynomial I-spiines, which is necessary to ensure the boundedness of derivatives of the quantity

$$
\left\|\frac{d^{m_{0}}}{d x^{m_{0}}}\left\{f(0, w)\left(w-y_{n}(x)\right)\right\}\right\| L_{\infty}\left[x_{j}, x_{j+1}\right]
$$

for all $0 \leq j S N$ and arbitrary $w \in S_{n}(T)$ can also be omitted, so that the result holds for arbitrary piecewise polynomial subspaces and arbitrary partitions in the linear case.

Herboid, Schultz and Varga (I) show that if the simple piecewise linear basis

$$
w_{i}(x)= \begin{cases}\left(x-x_{i}\right) / h_{i-1} & x_{i-1} \leq x \leq x_{i} \\ \left(x_{i+1}-x\right) / h_{i} & x_{i} \leq x \leq x_{i+1} \\ 0 & \text { otherwige }\end{cases}
$$

is used to solve the equation

$$
\begin{aligned}
& y^{\prime \prime}=f(x) \\
& y(0)=y(1)=-0
\end{aligned}
$$

then a suitable corsistent quadrature is the trapezium rule approximation to the integrals

$$
\int_{x_{i \cdots 1}}^{x_{i}} f(x) w_{i}(x) d x, \int_{x_{i}}^{x_{i}+1} f(x) w_{i}(x) d x
$$

If $h_{i}=\left[x_{i+i}-x_{i}\right]=h$, a constant, this scheme yields the usual finite difference approximation

$$
y_{i-1}-2 y_{i}+y_{i+1}=h^{2} f\left(x_{i}\right)
$$

to the differential equation $y^{\prime \prime}=f(x)$, and the approximation extends to

$$
\begin{equation*}
y_{i-1} \cdots 2_{i}+y_{i+l}=n^{2} f\left(x_{i}, y_{1}\right) \tag{5.26}
\end{equation*}
$$

in the non-linear case。
For the equation

$$
y^{\prime \prime}+k y=f(x), \quad k=\text { const }
$$

and the basis (5.75) the resulting Rayleigh-Ritz equations have the form

$$
\begin{equation*}
\frac{y_{i-1}-z_{y_{i}}+y_{i+1}}{h}+\frac{h k}{6}\left[y_{i-1}+4 y_{i}+y_{i+1}\right]=\int_{x_{i-1}}^{x_{i+1}} f(x)_{w_{i}}(x) d x \tag{5.17}
\end{equation*}
$$

so that, if the right hand side of (5.17) is approximated by Simpson's Rule, we are led to

$$
\begin{aligned}
y_{i-1}-2 y_{j}+y_{i+1}=\frac{h^{2}}{6}\left[f^{\prime}\left(x_{i-1}, y_{i-1}\right)+\right. & 4 f\left(x_{i}, y_{i}\right) \\
& \left.f\left(x_{i+1}, y_{i+1}\right)\right] \ldots(5,18)
\end{aligned}
$$

instsad of (5,15). It can be shown (Appendix C) that the sohemes (5.16) and (5.18) have local truncation errors of the form o $h^{2}$ and $-\infty L^{2}$, and hence there is no advantage (and the disadvantage of additional computation) in using (5.18). That the schemes must have truncation exrors of equal magnitude and opposite sign can easily be zeen, howevery directiy from the forms of $(5.16)$ and (5.18) . Let $\mathbf{L}^{(1)}$ be a solution of $(5.16)$ and $Y^{(2)}$ of $(5.18)$. Then the vector $\bar{y}=\frac{1}{2}\left(\underline{Y}^{(1)}+{\underset{X}{ }}^{(2)}\right)$ satisfies the equations

$$
\begin{aligned}
\bar{y}_{i-1}-2 \bar{y}_{i}+\bar{y}_{j+1}= & \frac{h^{2}}{2}\left[f\left(x_{i}, \bar{y}_{i}\right)+\frac{1}{6}\left(f\left(x_{i-1}, \bar{y}_{i-1}\right)+4 f\left(x_{i}, \bar{y}_{i}\right)\right.\right. \\
& \left.\left.+f\left(x_{i+1}, \bar{y}_{i+1}\right)\right)\right] \\
= & \frac{h^{2}}{12}\left[f\left(x_{i-1}, \bar{y}_{i-1}\right)+10 f\left(x_{i}, \bar{y}_{i}\right)+f\left(x_{i+1}, \bar{y}_{i+1}\right)\right]
\end{aligned}
$$

and the scheme ( 5.19 ) is the well known Mehrstellenverfahren ${ }^{*}$ which has local troneation error $O\left(h^{4}\right)$ 。 A full truncation errer analysis of the soheme (5.18) together with numerical examples are given in Appendix C.

The criteria of consistent quadrature schemes are not directly relevant to global approximation in view of the different nature of the basis functione aria the different parameterization of the approximation subepace. An appropriate definition of a consistent quadrature goheme for global approximation mizht be the following. The qualrature s.hemes $Q_{m_{0}(n)}^{m(n)} \quad n=1,2 \ldots$ form a sequence of quadrature schemes consistent with the bound

$$
\left\|y_{n}-y\right\|_{\infty} \leq K_{n}-\nu \quad(\notin 2.6)
$$

[^1]if there exists a constant $K_{1}$ such that
\[

$$
\begin{equation*}
\left\|y_{n}-y_{n}^{m_{0}}\right\|_{\infty} \leq K_{1} n^{-{ }^{\nu}} \tag{5.20}
\end{equation*}
$$

\]

Attempts to derive characterization theorems for consistent quadrature schemes of this type have foundered. Much of the proof of Herbold, Schultz and Varga (1), Thmo5, remains valid, but certain auxiliary results from the theory of L-spline approximation are not applicable to polynomial approximation, and we are unable to proceed further along these Ines. One useful result which emerges from this study, however, is the following application of Herbold, Schultz, Varga (1), Thmo4, (which we state below in an appropriate form) to the use of global polynomial approximations.

## Theorem

Given any finite dimensional subspace $S_{n}$ of $H_{L}$, let $\phi_{i}(x)$, $i=$ lon be a basis of this space, and let $Q_{m_{0}}^{m}[G(x), 0, I]$ be quadrature rule of polynomial degree at least zero satisfying

$$
Q_{m_{c}}^{m}\left[\phi_{i}, \phi_{j}, 0,1\right]-\int_{0}^{1} \phi_{i} \cdot \phi_{j} d x=0 \quad \ldots\left(5.20^{\prime}\right)
$$

$\operatorname{ard} w_{t}>0 \quad 1 \leq t \leqslant m_{0}$.
Then there exists a unique approximate solution $y_{n}^{m_{0}}(x)$ of the problem

$$
L_{v}=\sum_{s \times 0}^{k}(-1)^{e} \frac{d^{s}}{d x^{s}}\left(p_{s}(x) \frac{d^{s} y}{d x^{s}}\right)=f(x, y)
$$

subject to $y^{\ell}(0)=y^{l}(1)=0, \quad l=0.0 k-1 \quad$ defined by

$$
y_{n}^{m_{0}}(x)=\sum_{i=1}^{n} \varepsilon_{n}^{m_{0}}(i) \phi_{i}(x)
$$

where

$$
A_{n} a_{n}^{m_{0}}=b_{n}^{m_{0}}\left(\underline{a}_{n}^{m_{0}}\right)
$$

20.8

$$
A_{n}-\left(\phi_{j} \cdot \phi_{i}\right)_{L}, \quad b_{n}^{m_{0}}\left(\underline{a}_{n}^{m}\right) \text { is defined } z y(5,10) .
$$

We gedive the fullowing
Cowilary.
Let. $S_{n}$ be a finite dimensional subspace of $H_{L}$ consisting of furutions $v(x)$ which are porynomials of degree at most $n$, and let $\left\{\varnothing_{i}\right\}_{i=2 k}^{\text {n }}$ be basis of this space. Then the abcve result holds if $Q_{m_{0}}^{m}[\sigma(x), 0,1]$ is an $n+1$ point Gauss-Legendre quadrature rule。

In owder to anvestigate numerically the effect of quadrature approzinations to

$$
\int_{0}^{1} f\left(x, y y_{r_{i}}(x)\right) \cdot \phi_{i}(x) d x
$$

we consider the cifferential equation

$$
\begin{align*}
& y^{\prime \prime}=(y+x+i)^{3}  \tag{5.21}\\
& y(0)=y(1)=0
\end{align*}
$$

previously ocnsidered in Cnapter Four, and estimate the constant $\nu$ of (5.20) for Galussw- Legendre quadrature approximations using different nurbers of points. Equation (5.21) is particularly suited to this computation since for a given m point Gauss-Legendre quadrature rine the elements $A_{n}(1, j) i_{s} j-1.0 m$ are evaluated exactly (except for rowing errers) but the elements $b_{n}^{m_{c}}\left(a_{n}^{m_{0}}\right)(1)$ only for $i=1, \ldots \frac{2 m-1}{3}$. We usa here the baeie $\phi_{i}(x)=x(1 \cdots x) T_{1-1}^{*}(x)$.

The known solution of $(5,21)$ is given by $y(x)=2 /(2-x)-x-1$, which satisfies $y(x) \in C^{t}[0,1]$ for all $t>0$. In this case it is well known (eog. Ciarlet, Schultz, Varga (1), p.406) that the classical Rayleighe-Ritz approximation in terms of a global polynomial basis
converges exponentialiy to the true solution, $i_{0}$. there exists a constant $H^{4} 0 \leq \mu<2$ such that

$$
\lim _{n \rightarrow \infty}\left(\left\|y_{n}(x)-y(x)\right\|_{\infty}\right)^{1 / n} \leq \mu \quad \text { for all } n
$$

In Figs. VI, VII we indicate graphically the behavicur of

$$
e_{n}^{m_{0}} \quad\left\|y_{n_{n}}^{m_{0}}(x)-y(x)\right\|_{\infty}
$$

for $m_{0}=8,20$ and $n=2 \ldots, \min \left(m_{0}-1,10\right)$ by plotting $-\ln \theta_{n}^{m_{0}}$ against $n$. Notice that $m_{0}=20$ generates, except for rounding exror, the classical Rayleigh-Ritz approximation, since all quadratures are in this case exact, and it is clear from Fig.VI that exponential convergence is obtained. In the case $m_{0}=8$ the classical RayleighRitz approximation is not generated for $n=6, n=7$, but it is clear from Fig.VII that the same exponential convergence prevails.

We consider also the example

$$
y^{\prime \prime}-\exp (y)=0 ; y(0)=y(1)=0
$$

with the known solution

$$
y(x)=-\ln 2+2 \ln c \sec \left(c\left(x-\frac{1}{2}\right) / 2\right)
$$

The classical Rayleigh-Ritz approximation in terms of a polynomial comordinate system is in this case not generated by a Gaussian quadrature for any value of $n$. Yet it is clear (Fig.VIII) that each of the subsequences

$$
\stackrel{m_{0}}{y_{21-1}}(x), \quad{ }_{y_{2 i}}^{m_{0}}(x), \quad i=1,2,3
$$

converge exponentially, whilst it is believed that the breakdown of this in the case $y_{7}^{m_{0}}(x)$ is attributable to the approaching limits of machine accuracy.

We remark that in no case has the determination of a 'quadrature approximated' Rayleigh-Ritz solution $y_{n} m_{0}(x) \quad n \geq m_{c}$ of a mildly



non-linear differential equation proved successful, and accordingly it may be that this condition for the uniqueness of a solution given in the above theorem is not only sufficient, as proved, but also necessary.

### 5.2 General Quadrature Approximation

We have already noted that we must consider not only quadrature approximations to the elements of the right hand side vectors arising in the Rayleigh-Ritz method, but also to the elements of the matrix A, that is, to expressions $\left(\phi_{i}, \phi_{j}\right)_{L}$ where

$$
\left(\phi_{i}, \phi_{j}\right)_{L}=\int_{0}^{1} \sum_{\mathrm{s}=0}^{k} p_{s}(x) \frac{d^{\mathrm{d}} \phi_{i}}{d x^{\mathrm{s}}} \frac{d^{\mathrm{s}} \phi_{j}}{d x^{\mathrm{s}}} \mathrm{dx}
$$

We recall the notation

$$
\left.\left.I(y)=\int_{0}^{1}\left[\sum_{\mathrm{s}=0}^{k} p_{s}(x)\left(\frac{d^{8} y}{d x^{8}}\right)^{2}+2 \int_{0}^{y} f(x,\}\right) d^{j}\right]\right] d x
$$

and introduce

$$
\begin{aligned}
I_{m_{0}}^{m}(y) & =Q_{m_{0}}^{m}\left[\sum_{s m 0}^{k} p_{s}(x)\left(\frac{d^{s} y}{d x^{s}}\right)^{2}+2 \int_{0}^{y} f(x, \eta) d \eta, 0,1\right] \\
& =\sum_{j=0}^{m_{0}} w_{j}\left[\sum_{s=0}^{k} p_{s}\left(x_{y}\right)\left(\left.\frac{d^{s} y}{d x^{s}}\right|_{x=x_{j}}\right)^{2}+\left.2 \int_{0}^{y} f(x, \eta) d^{z}\right|_{x=x_{j}}\right]
\end{aligned}
$$

These definitions will be of use, in an extended form, in Chapter Six. If the expression $y_{n}^{m_{0}}(x)=\left\{a_{n}^{m_{0}}(i) \oint_{i}(x)\right.$ is substituted above the necessary conditions for a minimum of the resulting expression, i.e.

$$
\frac{d I_{m_{0}}^{m}\left(y_{n}^{m_{0}}\right)}{d a_{n}^{m_{0}}(i)}=0
$$

generate the equations

$$
A_{n}^{m_{0}} \underline{a}_{n}^{m_{0}}=\underline{b}_{n}^{m_{0}}\left(a_{n}^{m_{0}}\right)
$$

where $A_{n}^{m_{0}}(i, j), b_{n}^{m_{0}}\left(\underline{a}_{n}^{m_{0}}\right)$ (i) are given by expressions of the form (5.4) and (5.6) respectively. We wish to prove that for a given subspace $S_{n}$ of $H_{L}$ spanned by the basis $\left\{\varnothing_{i}\right\}_{i=1}^{n}$ there exists a unique function $y_{n} m_{0}(x)$ such that

$$
I_{m_{0}}^{m}\left(y_{n}^{m_{0}}(x)\right) \leq I_{m_{0}}^{m}(y) \quad \forall y \in S_{n}
$$

We prove first a number of auxiliary results. A number of the assumptions of Ciarlet, Schultz and Varga (1) are given in a discretized form. We assume there exist constants $\quad B, K>0$ independent of $n$ such that

$$
\begin{aligned}
\|u\|_{\infty}^{m_{0}}= & \sup _{\substack{x=x_{t}}}|u(x)| \leq x Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{2} u(x)}{d x^{s}}\right)^{2}\right. \\
& \left.+B(u(x))^{2}\right]
\end{aligned}
$$

for all $u(x) \in S_{n}$
and introduce $A_{n}^{\prime}$ defined by

$$
A_{n}^{\prime}=\inf _{u \in S_{n}}^{u \neq 0} \frac{Q_{m_{0}}^{m}\left[\sum_{g_{m}}^{k} p_{s}(x)\left(\frac{d^{s} u}{d x^{s}}\right)^{2}\right]}{Q_{m_{0}^{m}}^{m}\left[u(x)^{2}\right]}
$$

and $\Lambda^{\prime}=\inf _{n} \Lambda_{n}^{\prime}$ 。

We now establish Lemma 1 and Lemma 2, the proofs of which are similar.

Lemma 1
Let $\gamma>-\Lambda^{\prime}$. Then
$g[u]=\left(Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} u}{d x^{g}}\right)^{2}+\gamma(u(x))^{2}\right]\right)^{\frac{1}{2}}$
is a seminorm on $S_{n}$ provided $w_{t} \geq 0 \quad t=0,1_{0} m_{0}$ 。

Lemma 2
Let $S_{n}=P_{n}$ where $P_{n}$ is a subspace of $H_{L}$ consisting of polynomials of degree at most $n$. . Then the expression (5.23) is a norm on $P_{n}$ provided $w_{t}>0, t=0,1, m_{0}$, and $m_{0}>n_{0}$

## Proof of Lemma 2

## We must verify

i)
$g[u] \geq 0$
$\forall u \in P_{n}$
ii) $g[c u]=c g[u]$
$c=$ constant
iii) $g[u]=0$ ff $u=0$
iv) $g[u+v] \leq g[u]+g[v]$
i) follows immediately from the restrictions $\sigma_{t}>0, \gamma>\sim \Lambda^{\prime}$, and (5.22), ii) is a consequence of the definition of $Q_{m_{0}}^{m}$, iii) follows since $u \in P_{n}, u \neq 0$ is such that $\left(\frac{d^{s} u}{d x^{8}}\right)^{2}$ has at most $n$-s distinct zeros ( $s=0,1,0 k$ ) and hence $w_{t}>0 \quad m_{0}^{2} n$ are sufficient to ensure $g[u]>0, u \neq 0$ whilst $g[u]=0, u \equiv 0$ is immediately obvious. To prove iv), squaring both sides gives

$$
g[u+v]^{2} \leq g[u]^{2}+g[v]^{2}+2 g[u] \cdot g[v]
$$

which reduces to

$$
\begin{aligned}
& Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{s}(x) \frac{d^{s} u}{d x^{s}} \cdot \frac{d^{s} v}{d x^{s}}+\gamma \cdot u(x) \cdot v(x)\right] \\
& \leq Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{z}(x)\left(\frac{d^{s} u}{d x^{s}}\right)^{2}+\gamma_{u^{2}}\right]^{1 / 2} \cdot Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{s}(x)_{0}\right. \\
& \left.\left(\frac{d^{s} v}{d x^{s}}\right)^{2}+\gamma_{v^{2}}\right]^{1 / 2} \cdot(5.24)
\end{aligned}
$$

Defining the vectors

$$
\begin{aligned}
& W_{r}=w_{t} p_{0}\left(x_{t}\right)+\delta, \quad r=1 \ldots m+1 \\
& W_{r}=w_{t} p_{s}\left(x_{t}\right) \quad r=m_{0}+2 \ldots R, \quad s \geq 1 \\
& U_{r}=\left.\frac{d^{d} u}{d x^{s}}\right|_{x=x_{t}} r=1,2 \ldots 0 R \\
& V_{r}=\left.\frac{d^{g} v}{d x^{s}}\right|_{x=x_{t}} \quad r=1,2 \ldots R
\end{aligned}
$$

where $r=t s+1, \quad R=\left(m_{0}+1\right) \cdot(k+1)$
(5.24) can be expressed as

$$
\left(\sum_{r=1}^{R} W_{r} U_{r} v_{r}\right)^{2} \leq\left(\sum_{r=1}^{R} W_{r} U_{r}^{2}\right) \cdot\left(\sum_{r=1}^{R} W_{r} V_{r}^{2}\right)
$$

which has the form of a finite Cauchy-Buniakowski inequality (liusternik and Sobolev (1)). Hence we may write

$$
\|u\|_{\gamma}^{m_{0}}=g[u]
$$

The proof of Lemma 1 is identical except that iii) is not required, and for general spaces $S_{n}$ is not necessarily true.

Corresponding to Ciarlet, Schultz and Virga (1, Lemma 1, p.396) we have

## Lemma 3

$$
\text { Let } \begin{aligned}
S_{n} & =P_{n} \quad \circ \quad \text { Then } \\
\lambda^{\prime} & \geq \frac{1}{k^{2}}-\beta
\end{aligned}
$$

which follows from the definition of $\Lambda^{\prime}$ and since

$$
\begin{aligned}
\|u\|_{\infty}^{m_{0}} \leq & \|u\|_{L_{2}}^{m_{0}} \text { where } \\
\|u\|_{L_{2}}^{m_{0}} & =\left(Q_{m_{0}}^{m}\left[u^{2}(x)\right]\right)^{\frac{1}{2}}
\end{aligned}
$$

Theorem.

$$
\begin{equation*}
\text { Let } \frac{d f\left(x_{,} v\right)}{d a} \geq X=-\Lambda \tag{5.25}
\end{equation*}
$$

and let $S_{n}=P_{n}$, let $m_{0}>n$ and $w_{t} \geqslant 0, t=0, \ldots m_{0}$. Then there exists a unique function $y_{n}^{m_{0}}(x)$ which minimizes $I_{m_{0}}^{m}(y)$ over $P_{n}$ 。

Proof.

$$
\begin{aligned}
& I_{m_{0}}^{m}\left(u_{n}\right)=\left\|u_{n}\right\|_{0}^{m_{0}}+Q_{m_{0}}^{m}\left[2 \int_{0}^{u_{n}} f(x, \eta) d \eta\right] \\
& u_{n}=\sum_{i=1}^{n-2 k+1} a_{n}(i) \phi_{i}(x) \quad \in P_{n}
\end{aligned}
$$

where

Using (5.25), clearly (egg. Ciarlet, Schultz, Varga (1), p.396)

$$
\begin{gathered}
I_{m_{0}}^{m}\left(u_{n}\right) \geq\left\|u_{n}\right\| \|_{0}^{m_{0}}+Q_{m_{0}}^{m_{0}}\left[\gamma u_{n}^{2}(x)\right] \\
=\left\|u_{n}\right\| m_{0}^{m_{0}}
\end{gathered}
$$

Hance, as $I_{m_{0}}^{m}$ is a continuous function on the finite dimensional subspace $P_{n}$, bounded below by 0 and satisfying

$$
\lim _{h u \rightarrow \infty} I_{m_{0}}^{m}(u)=+\infty
$$

for any norm $\left\|_{u}\right\|$ on $P_{n}$, since all norms on this finite subspace are equivalent, a standard compactness argument shows that there exists at least one $\bar{u}_{n}$ such that

$$
I_{m_{0}}^{m}\left(\bar{u}_{n}\right) s I_{m_{0}}^{m}\left(u_{n}\right) \text { for all } u \in P_{n}
$$

To prove that $\bar{u}_{n}$ is unique, we continue to follow the arguments of Ciarlet, Schultz, $\operatorname{Varga}((1), p .398-9) . \quad I_{m_{0}^{m}}^{m}\left(u_{n}\right)$ is twice differentiable with respect to the elements ${\underset{a}{n}}^{(1) \text {. We have }}$

We define $B^{m_{0}}\left(u_{n}\right)$ to be the $n-2 k+1 \times n-2 k+1$ matrix with elements

$$
b_{i j}=\frac{\partial^{2} I_{m_{0}}^{m}\left(u_{n}\right)}{\partial a_{n}(1) \partial a_{n}(j)}
$$

$$
1, j=10 \cdot n-2 k+1
$$

and show that $B^{m o}\left(u_{n}\right)$ is uniformly positive definite; 100 . that for any functions

$$
u_{n}=\sum_{i=1}^{n-2 k+1} g_{n}(1) \phi_{i}(x), y_{n}=\sum_{i=1}^{n-2 k+1} \alpha_{n}(1) \phi_{1}(x)
$$

$\in P_{a} \quad$ there exists a positive constant $c$ such that

$$
\begin{equation*}
\alpha_{-n}^{T}{ }^{m_{0}}\left(u_{n}\right) \alpha_{n} \geq c \alpha_{n}^{T}-\underline{\alpha}_{n} \tag{5.27}
\end{equation*}
$$

But substituting (5.26) and from the definition of $\|u\|_{\gamma}^{m_{0}}$, clearly

$$
\alpha_{n}^{T} B^{m o}\left(u_{n}\right) \alpha_{n} \geq\left\|J_{n}\right\|_{\gamma}
$$

$$
\begin{align*}
& \frac{d I_{m_{e}}^{m}\left(u_{n}\right)}{d a_{n}(i)}=Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{s}(x) \sum_{j=1}^{n-2 k+1} a_{n}(j) \frac{d^{s} \phi_{j}}{d x^{s}} \frac{d^{s} \phi_{i}}{d x^{s}}\right] \\
& +Q_{m_{0}}^{m}\left[r\left(x, \sum_{j=1}^{n} \underline{a}_{n}(j) \phi_{j}(x)\right) \phi_{i}(x)\right] \\
& 1 \leq i \leq n-2 k+1 \\
& \frac{\delta^{2} I_{m_{0}}^{m}\left(u_{n}\right)}{d a_{n}(i) d a_{n}(j)}=Q_{m_{0}}^{m}\left[\sum_{s=0}^{k} p_{s}(x) \frac{d^{s}}{d x^{8}} \phi \cdot(x) \frac{d^{s} \phi_{j}}{d x^{s}}\right] \\
& +Q_{m_{0}}^{m}\left[\frac{\partial f}{d u}\left(x, \sum_{l=1}^{n-2 k+1} a_{n}(1) \phi_{1}\right) \cdot \phi_{1} \phi_{j}\right] \tag{5.26}
\end{align*}
$$

and since all norms on the finite space $P_{n}$ are consistent we have verified that $B^{m_{0}}\left(\underline{u}_{n}\right)$ is uniformly positive definite 。

With this result established the arguments of Ciarlet，Schultz， Varga（ $1, \mathrm{p} .398-9$ ）follow immediately，so that the uniqueness of $y_{r_{0}}^{m_{0}}(x)$ is proved 。

We notice that the restriction（5．20）evident in the Theorem of Herbold，Schultz and Varga（1）has here not been required，but that the above Theorem severely restricts the choice of approximation subspace 。 It would appear that generalization of the above result to the case of piecewise polynomial approximation can be readily accomplished；in this respect we state the following theorem for which the above proof also holds．

Theorem 。

$$
\text { Let } \Pi=0=x_{0}<x_{1} \ldots<x_{N}=1 \text { be a partition of }[0,1] \text {, }
$$ and let $S_{n}(T)$ be a subspace of $H_{L}$ consisting of functions $v(x)$ such that $v(x)=w_{i}(x) x_{i} \leqslant x \leqslant x_{i+1}, i=0.0$ N－1，where $w_{i}(x)$ is a polynomial of degree $n$ in the interval $\left[x_{i}, x_{i+1}\right]$ ．Let $Q_{m_{1}}^{\prime}[\sigma(x), 0,1]$ be a quadrature rule satisfying

$$
Q_{m_{1}}^{\prime}\left[C^{\prime}(x), 0,1\right]=\sum_{j=0}^{m_{1}} w_{t} \sigma\left(\xi_{j}\right),
$$

$w_{t}>0, \quad \xi_{j} \varepsilon(0,1) \quad j=0 . . m_{1}$
and let $Q_{m_{0}}[\sigma(x), 0,1, \Pi]$ be the corresponding composite quadrature rule of the form（5．12）．Then there exists a unique function $y_{n}^{m_{0}}(x) \in S_{n}(\Pi)$ which minimizes the expression

$$
I_{m_{0}}(y)=Q_{m_{0}}\left[\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s}}{d x^{s}} y\right)^{2}+2 \int_{0}^{y} f(x, \eta) d \eta, 0,1, \Pi\right]
$$

subject to the conditions

$$
y^{1}(0)=y^{1}(1)=0, \quad 1=0,1.0 k-1
$$

We remark that the above theorems do not show that

$$
\lim _{m_{0} \rightarrow \infty}\left(y_{n}^{m_{0}}(x)\right)=y_{n}(x)
$$

where $\Psi_{n}(x)$ minimizes $I(y)$ in the subspaces $P_{n-k}$ or $S_{n}(\mathbb{\|})$ and so the convergence of $y_{n}^{m_{0}}(x)$ to $y(x)$ where $y(x)$ is the solution of the given differential equation is not established by these results.

As an example using non-Gaussian quadrature we consider the quadratuxe approximated Rayleigh-Ritz solutions obtained in terms of a global polynomial basis, of the differential equation

$$
y^{p \prime}=\exp (y) ; y(0)=y(1)=0
$$

obtained by minimizing

$$
I_{m_{0}}(y)=Q_{m_{0}}\left[y^{0^{2}}+2 \int_{0}^{y} \exp (\eta) d \eta\right]
$$

over the subspace $P_{n=1}$, using as a basis the functions $\oint_{i}(x)$ -$x(1-x) T_{i-1}^{*}(x)$. The expression

$$
Q_{m_{0}}[O(x)]=\frac{1}{m_{0}} \sum_{i=0}^{\prime \prime m_{0}} \sigma\left(i / m_{0}\right)
$$

denotes the trapezium quadrature xule and $<$ indicates that first and last terms in the summation are taken with weight $1 / 2$. In Table XXIX we 11st the values of the approximation so produced at the points $x=$ ioh $i=1.09 \quad h=0.1$ for $n=2-7$, and also the values of the true solution. This approximation is obtained with $m_{0}=10$ and we should not be surprised at the low accuracy of these solutions
Behaviour of the Approximate Solution determined using

| Problem N2 |  | Trapezium Rul | guadrature, | $m_{0}=10$ | $\phi_{i}(\mathrm{x})=$ | $x(1-x) T_{i-1}^{*}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n TRUE | 2 | 3 | 4 | 5 | 6 | 7 |
| 0.1-4.143561'-2 | -3.994132'-2 | -3.726778'-2 | -3.726778'-2 | -4.018395'-2 | -4.018395'-2 | -5.864745'-2 |
| 0.2-7.326837'-2 | -7.100679'-2 | -6.962891 '-2 | -6.962891'-2 | -7.781684 ${ }^{\prime}-2$ | -7.781684'-2 | -8.957194'-2 |
| 0.3-9.579983'-2 | -9.319441'-2 | -9.455207'-2 | -9.455207 ${ }^{\text {-2 }}$ | -1.004141'-1 | -1.004141 ${ }^{\prime}-1$ | -1.028812'-1 |
| 0.4-1.092377'-1 | -16065101'-1 | -1.102292'-1 | -1.102292'-1 | -1.100589'-1 | -1.100589'-1 | -1.214435'-1 |
| 졸 $0.5-1.147036{ }^{\prime}-1$ | -1.109481'-1 | -1.155754'-1 | -1.155754 ${ }^{\text {- }}$ - | -1.124016 ${ }^{\prime}$-1 | -1.124016'-1 | -1.317592'-1 |
| 0.6-1.092377 ${ }^{\prime}$-1 | -1.065101'-1 | -1:102292'-1 | -1.102292'-1 | -1.100589'-1 | -1.100589'-1 | -1.214435'-1 |
| $0.7-9.579983^{\prime}-2$ | -9.319641'-2 | -9.455207'-2 | -9.455207'-2 | -1.004141 - ${ }^{\text {- }}$ | -1.004141'-1 | -1.028812'-1 |
| 0.8-7.326837'-2 | -7.100679'-2 | -6.962891'-2 | -6.962891 '-2 | -7.781684'-2 | -7.781684'-2 | -8.957194'-2 |
| 0.9-4.143561'-2 | -3.994132'-2 | -3.726778'-2 | -3.726778 ${ }^{\text {- }}$ - | -4.018395 ${ }^{\prime}-2$ | -4.018395'-2 | -5.864745'-2 |

Behaviour of Solution Vector Determined by

| Problem N2 ${ }^{\text {2 }}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | TRUE | 2 | 3 | 4 | 5 | 6 | 7 |
|  | -4.591899'-1 | -4.437924'-1 | -4.437924'-1 | -4.246335'-1 | -4.261621 - - | -4.261621 - ${ }^{\text {1 }}$ | -5.079843'-1 |
|  | 0 | +6.276577 ${ }^{\text {' }}$-11 | +6.264950'-11 | +8.486195'-11 | +8.492623'-11 | +8.238167'-11 | +8.159274'-11 |
|  | -4.408692'-3 |  | +3.766821'-2 | +3.766821'-2 | +17.119080'-2 | +7.119080'-2 | +5.388678 ${ }^{\text {- } 2}$ |
| $a_{n}(\mathrm{i})$ | 0 |  |  | +2.616281'-11 | +2.594028'-11 | +3.043847 ${ }^{\prime}-11$ | +3.005369'-11 |
|  | -3.364178 ${ }^{\text {' }}$ - |  |  |  | +4.774627'-2 | +4.774627'-2 | +1.159240'-1 |
|  | 0 |  |  |  |  | +6.862119'-12 | +6.734933'-12 |
|  | -2.922086 ${ }^{1-7}$ |  |  |  |  |  | +8.108988'-2 |

Table XXX
Problem N2
The Behaviour of Rayleigh-Ritz Approximations using
Trapezium Rule quadrature, $m_{0}=20$

| Problem |  |  |  |  |  | $\phi_{i}(x)=x(1-x) \mathrm{T}_{\mathrm{i}-1}^{*}(\mathrm{x})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | TRUE | 2 | 3 | 4 | 5 | 6 | 7 |
| -20 |  | 7.427937'-4 | 1.335644'-3 | 1.335633'-3 | 1.700439'-3 | 1.700439'-3 | 2.378551'-3 |
| $e^{-10}$ |  | 2.755535'-3 | 4.294349'-3 | 4.294349 '-3 | 5.374064'-3 | 5.374064'-3 | 2.052271 '-2 |
|  | -4.591899'-1 | -4.532848'-1 | -4.484259'-1 | -4.484260'-1 | -4.397072'-1 | -4.397072'-1 | -4.393216'-1 |
|  | 0 | +6.723690'-11 | +6.721788'-11 | +1.139027 ${ }^{\prime}-10$ | +1.140181'-10 | +1.300976 ${ }^{\text {- }}$ - 0 | +1.300933'-10 |
|  | -4.408692'-1 |  | +8.328005'-3 | +8.328017 ${ }^{\prime}-3$ | +2.863406 ${ }^{\prime}-2$ | +2.863407 ${ }^{\text {-2 }}$ | +4.161364'-2 |
| $a_{n}($ | 0 |  |  | +4.004373'-11 | +3.980822'-11 | +6.145184'-11 | +6.137825'-11 |
|  | -3.364178'-5 |  |  |  | +1.800285'-2 | +1.800285'-2 | +3.885991 ${ }^{\prime}$-2 |
|  | 0 |  |  |  |  | +2.059899'-11 | +2.051226'-11 |
|  | -2.922086 ${ }^{\prime}-7$ |  |  |  |  |  | +2.099935'-2 |

Table XXXI
even for moderate values of $n$ since the integrand contains polynomials of high degree. The coefficients of the approximate expansion, displayed in Table $X X X$, become increasingly innaccurate as $n$ increases, reflecting the larger errors in the matrix $A_{n}$ and the vectors $g_{n}\left(\underline{a}_{n}\right)$. In Table XXXI we display the coefficients of the approximation obtained with $m_{0}=20$, and give a comparison of the maximum errors in $y_{n}^{m}(x)$, denoted $e_{n}^{-10}$ and $e_{n}^{-20}$, in the two cases. It is clear that there is some improvement when $m_{0}$ is increased, though $m_{0}=20$ remains too small.

This example and our earlier use of Gaussian quadrature illustrate that where we expect the integrands of $I\left(y_{n}\right)$ to be smooth functions, as is the case with a polynomial basis and a differential equation with smooth coefficients, Gaussian quadrature is, not surprisingly, to be preferred.

### 5.3 The overall error of Rayleigh-Ritz approximations.

We have seen that the error in a numerical solution of the differential equation

$$
\begin{gathered}
L y=\sum_{s=0}^{k}(-1)^{2} \frac{d^{s}}{d x^{s}}\left(p_{s} \frac{d^{s} y}{d x^{s}}\right)=f(x, y) \\
y^{x}(0)=y^{r}(1)=0
\end{gathered} \quad r=0,1 \ldots k-1 .
$$

by the Rayleigh-Ritz method is due to a cumulation of errors from three sources. These are the error introduced by truncation, that is by the determination of the $n^{\text {th }}$ Rayleigh-Ritz approximation

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

instead of

$$
y(x)=\sum_{i=1}^{\infty} a(i) \varnothing_{i}(x)
$$

by the effects of quadrature errors in the evaluation of the elements of the Rayleigh-Ritz equations, and by the effects of rounding errors and the magnification of both rounding and quadrature errors by the method of numerical solution of the equations. Error bounds including the effects of all three of these sources of error do not appear in the literature. Indeed, the truncation error problem seems to be the only one for which there is an adequate treatment.

Results concerning the magnitude of $\left\|y_{n}-y\right\|_{\infty}$ are typified by the a-priori and a-posteriori bounds of Ciarlet, Schultz and Varga (1) (see also Gladwell (1), Schultz (2)). We recall the assumptions of $\% 2.6$, ide there exist constants $K, \beta$ such that either

$$
\begin{equation*}
\|w(x)\|_{\infty} \leqslant K \int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} \pi}{d x^{s}}\right)^{2}+\beta w(x)^{2}\right\} d x \tag{5.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\left\|D^{1} w(x)\right\|_{\infty} \leq K \int_{0}^{1} \int_{g=0}^{k} p_{s}(x)\left(\frac{d^{g}}{d x^{g}}\right)^{2}+\beta^{2} w(x)^{2}\right\} d x \tag{5.29}
\end{equation*}
$$

or

$$
\left\|D^{1} w(x)\right\|_{2} \leq K \int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} w}{d x^{s}}\right)^{2}+\beta w(x)^{2}\right\} d x
$$

where $\quad 0 \leqslant 1 \leq k$
and

$$
\Lambda=\operatorname{in}_{y} f \frac{\int_{0}^{1} \sum_{\mathrm{g}=0}^{\mathrm{K}} p_{\mathrm{g}}(x)\left(\frac{d^{\mathrm{s}} \mathrm{y}}{d x^{8}}\right)^{2} d x}{\int_{0}^{1} y(x)^{2} d x}
$$

and

$$
\frac{\partial_{f}(x, y)}{\partial v} \geq \gamma>-\Lambda
$$

and

$$
\begin{aligned}
& \Gamma_{0}=\max \frac{\partial f(x, y) \quad 0 \leq x<1,|y|<\frac{2 k M}{\lambda+y}}{\lambda y}=\max |f(x, 0)|
\end{aligned}
$$

Then defining

$$
\|w\|_{x}=\int_{0}^{1}\left\{\sum_{s=0}^{k} p_{s}(x)\left(\frac{d^{s} w}{d x^{s}}\right)^{2}+\gamma_{w(x)^{2}}\right\} d x
$$

the a-priori bound (Ciarlet, Schultz, Varga (1), Thm.3, p.403)

$$
\left\|y_{n}-y\right\|_{\infty} \leqslant x\left\|y_{n}-y\right\|_{\gamma} \leqslant c \inf _{w C S_{n}}\|w-y\|_{\infty}
$$

where

$$
c=K\left(1+\max \left(\frac{\left.\Gamma_{0}-\gamma, 0\right)}{\Lambda+\gamma}\right)^{\frac{1}{2}}\right.
$$

is valid, where we assume only (5.28). If either (5.29) or (5.30) hold then this a-priori bound can be extended to derivatives of order up to and including 1 , taking the form

$$
\left\|\frac{d^{t}}{d x^{t}}\left(y_{n}-y\right)\right\| \leq \frac{c}{2^{1-t}} \inf ^{w \in S_{n}}\|w-y\|_{\infty} \quad 0 \leq t \leq 1 .
$$

If we define the residual $\mathcal{Y}(x)$ of a function $w(x)$, where $w(x) \in S$ by

$$
\tau(x)=\sum_{s=0}^{k}(-1)^{s} \frac{d^{s}}{d x^{s}}\left(p_{s}(x) \frac{d^{s} w}{d x^{s}}\right)-f(x, w)
$$

then the a-posteriori bound

$$
\begin{equation*}
\|w-y\|^{\|} \leq\|w-y\|_{Y} \leq \frac{x}{\sqrt{N}}\|\gamma(x)\|_{2} \tag{5.31}
\end{equation*}
$$

is valid, (Ciarlet, Scultz, Varga (1), Thmo17, p.421).

The bounds of Gladwell (1), p.45, p.55-7, represent extensions of bounds essentially of the above form to the more general problems
considered by Gladwell. In the case of non-linear problems of the type we have considered they reduce to the form of (5.31).

Though Gladwell ( 1, p.13) states that the determination of the constant $K$ of the assumptions (5.28), (5.29) or (5.30) is on ocsssion possible, these error bounds ought more properly to be regarded as indicative of the pointwise convergence of the RayleighRitz solutions rather than as practical error bounds for general problams.

Bounds on the effect of the other terms are in general equally impractical. For example, in the case of consistent quadrature schemes for piecewise Rayleigh-Ritz approximation it is not practical to compute a value for the constant $K$ of (5.14), (Herbold, Schultz, Varga, (1) Corollary, p.ll3) and the determination of constants $P_{1}, Q_{1}$ for the definition of stability of Mikhlin (3.21) is not in practice achieved without numerical computation of the eigenvalues of the Rayleigh-Ritz matrix by some numerical process itself subject to error.

Accordingly we believe that the situation is that rigorous error bounds on practical Rayleigh-Ritz approximations are not produced by these means. In practice the situation is very similar to that for many other methods for evaluating series approximations to the solution of differential equations; for example, the Chebyshev series direct expansion method (Clenshaw (1), Lanczos (3)) and collocation (Clenshaw and Norton (1), Wright (1)). That is, we obtain an estimate of the reliability of the approximation

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

by examining the behaviour of the coefficients $a_{n}(i)$ for a sequence of values of $n$. In practice we must assume that the computed
values of ${\underset{-n}{n}}^{(i)}$ are the exact Rayleigh-Ritz coefficients so that careful selection of the basis, so as to minimize the affects of rounding errors and the quadrature, must be made as discussed above. From the computed coefficients $a_{n}(1)$ and the assumption

$$
y(x)=\sum_{i=1}^{i} a(i) \emptyset_{i}(x)
$$

we can write, in the usual fashion

$$
\begin{aligned}
C_{n}(x) & =y(x)-y_{n}(x) \\
& =\sum_{i=1}^{n}\left(\underline{a}(i)-a_{n}(i)\right) \phi_{1}(x)-\sum_{j=n+1}^{\infty} a(j) \phi_{j}(x)
\end{aligned}
$$

so that

$$
\left|\xi_{n}(x)\right|<\sum_{i=1}^{n}\left|\underline{a}(1)-a_{n}(1)\right|-\left|\phi_{i}(x)\right|+\sum_{j=n+1}^{\infty}\left|a_{n}(j)\right| \cdot\left|\phi_{j}(x)\right|
$$

Delves and Mead (1) suggest that the second term in this error. quickly dominates, so that

$$
\left\|E_{n}(x)\right\|_{\infty}(1+\infty) \sum_{j=n+1}^{\infty}|a(j)| \cdot\left\|\phi_{j}(x)\right\|_{\infty}^{i}
$$

where $C \ll 1$. Accordingly, if the differences

$$
\left|a_{n}(i)=\underline{a}_{n-1}(i)\right| \cdot\left\|\phi_{i}(x)\right\|_{\infty} \quad i=1,0, n-1
$$

are small by comparison with $\left|a_{-n}(n)\right| \cdot\left\|\phi_{n}(x)\right\|_{\infty}$ we can regard

$$
E_{n}=\underline{a}_{n}(n) \mid \cdot\left\|\phi_{n}(x)\right\|_{\infty}
$$

as an estimate of $\left\|_{n}\right\|_{\infty}$ As with other series expansions it is more appropriate to consider

$$
E_{n}^{*}=\max _{k=0,1,2}|{\underset{-n}{n}}(n-k)| \cdot \|\left.\phi_{n-k}(x)\right|_{\infty}
$$

as an estimate of $\left\|\varepsilon_{n}\right\|_{\infty}$.

If the Rayleigh-Ritz matrix A is uniformly asymptotically diagonal of degree $p \geq 2$ it might be thought that more elaborate procedures might be used to estimate $\underline{a}(j), j>n$, and hence to estimate

$$
\sum_{j=n+1}^{\infty}|a(j)| \cdot\left\|\phi_{j}(x)\right\|_{\infty}
$$

either by use of the prediction coefficients defined by Delves and Mead (1), using ( $a_{n}, Q$ ) as an initial vector, or by an approach based on the following remarks. We shall show, however, that the estimates based on this second approach can be very pessimistic.

Typically, provided that the right hand side vector $\underline{b}$ or the
 Thmo3, po14, also Ch.4, Thm.2, p.139) we have

$$
|\underline{a}(j)|<c j^{-q}, \quad c>0, \quad 1 \leq q \leq p
$$

so that

$$
\sum_{j=n+1}^{\infty}|\underline{a}(j)| \cdot\left\|\phi_{j}\right\|_{\infty} \leq c \sum_{j=n+1}^{\infty} \frac{\left\|\phi_{j}\right\|_{\infty}}{j^{q}}
$$

If $\left\|\phi_{j}\right\|_{\infty}=K$, a constant, then

$$
\left\|\varepsilon_{n}\right\| \leq c k \sum_{j=n+1}^{\infty} \frac{1}{j^{q}} \leq c k \int_{n+1}^{\infty} \frac{1}{j^{q}}
$$

Hence, provided $q \geq 2$, we have

$$
\left\|\varepsilon_{n}\right\| \leq \frac{c K}{(n+1)^{q-1}}
$$

In the case of the application of the basis functions

$$
\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x) \quad i=1,2 \ldots
$$

to the problem

$$
\begin{gathered}
L y=\frac{d^{2}}{d x^{2}} y=I(x, y) \\
y(0)=y(1)
\end{gathered}
$$

we have established (Ch.4, Thm。2, p.184) that provided $f(x, y)<M$, a constant, for all $y$ 'near' the solution then $p=3, q=2$.

Noting that $K=1 / 4$, we have

$$
\begin{equation*}
\left\|E_{n}\right\|_{\infty} \leq \frac{c}{4(n+1)} \tag{5.32}
\end{equation*}
$$

If the coefficient vectors defined by the Rayleigh-Ritz method, $a_{n}$, are such that the elements ${\underset{n}{n}}(i)$ are tending smoothly to zero, we may estimate $C$ by

$$
\begin{equation*}
c_{n}=\left|n^{2} \quad a_{n}(n)\right| \tag{5.33}
\end{equation*}
$$

or more generally by

$$
\begin{equation*}
c_{n}^{t}=\max _{0 \leq 1 \leq t}\left|(n-1)^{2}{\underset{B}{n}}(n-1)\right| \tag{5.34}
\end{equation*}
$$

where $t$ is some small integer. Substituting from (5.33) and (5.34) into (5.32) we obtain the estimates of the error bound

$$
E_{n}^{0}=c_{n} / 4(n+1)
$$

and

$$
E_{n}^{t}=c_{n}^{t} / 4(n+1)
$$

In Tables XXXII, XXXIII we illustrate the magnitude of these estimates for the problems

$$
\begin{aligned}
& L(y)=y^{n}+y=-x \\
& y(0)=y(1)=0
\end{aligned}
$$

and

$$
L(y)=y^{\prime \prime}=\frac{1}{2}(y+x+1)^{3}
$$

for different values of $n$, and $t=2$. The measured estimate
of

$\left\|f_{n}\right\|_{\infty} e_{n}=\max _{x_{i}}\left|y\left(x_{i}\right)-y_{n}\left(x_{i}\right)\right|$
where $\quad x_{i}=i / 20, i=0.020$ is given for comparison. We observe immediately that the estimates $E_{n}^{0}$ and $E_{n}^{2}$ and particularly the latter, are very wide bounds, and might well be thought impractical. The estimate $E_{n}$, based on the final coefficient a $_{n}(n)$, is more satisfactcry, and indeed seems very good in the case of the non-linear problem (Table XXXIII). We remark that the linear problem is somewhat exceptional in that its solution is approximated very well by low order polynomials.

The estimates $E_{n}^{c}$ and $E_{n}^{2}$ do not seem to be without practical use, however. A comparison of Tables XXXII and XXXIII reveals that the magnitudes of these estimates become larger when the error $\mathbf{e}_{\mathbf{n}}$ becomes larger, that is when numerical and quadrature errors have serious effect. This has been observed for a number of test examples. Accordingly the estimates $E_{n}^{0}$ and $E_{n}^{t}$ may be of value in providing a criterion for the automatic termination of the evaluation of the sequence of Rayleigh-Ritz approximations $y_{n}(x)$, $\mathrm{n}=2,2 \ldots$.

These methods of estimating the error of the Rayleigh-Ritz approximation are weak due to the asymptotic nature of U.A.D properties. Similar remarks apply to other techniques based on this theory, such as the prediction of the coefficients $a(n+1)$, $a(n+2) \ldots$ from $a_{n}$ by application of the Gause-Seidel or Jacobi iteration to the infinite Rayleigh-Ritz matrix, as described by Delves and Mead.((1), p.212).

The determination of readily computable error estimates and bounds

## Error Estimates

| $8{ }^{80}$ |  |  | $\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| n | ${ }_{n}$ | $E_{n}^{0}$ | $E_{n}^{2}$ | $\mathrm{E}_{n}$ |
| 7 | $\begin{gathered} 5.36^{9}-7 \\ \left(5.18^{9}-11\right) \end{gathered}$ | 3.1'-7 | $4.8^{\circ}-6$ | $5.0{ }^{\circ}-8$ |
| 8 | $\begin{gathered} 5.36^{\circ}-7 \\ (3.00)^{\circ}-11 \end{gathered}$ | $5.69-7$ | $6.0^{\prime}-6$ | 6.59 |
| 12 | $\begin{gathered} 5.96^{1}-7 \\ \left(3.19^{0}-11\right) \end{gathered}$ | 1.3'-5 | $1.3^{\circ}-5$ | 1.19-6 |

Table XXXII
(see Table VII)

| Error Estimate |  |  | $\emptyset_{1}(x)=x(1-x) T_{1-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $n$ | ${ }_{5}$ | $E_{n}^{\circ}$ | $\mathrm{E}_{n}^{2}$ | $E_{n}$ |
| 4 | $1.08{ }^{3}-4$ | 5.4'-3 | $4 \cdot 8^{\prime}-2$ | 1.7-4 |
| 6 | $3.16^{\circ}-6$ | $3.01-4$ | 4.1'-3 | 5.0'-5 |
| 10 | $2.77^{\circ}-9$ | $3.8{ }^{\circ}-7$ | $2.0{ }^{\circ}-5$ | $4 \cdot 3^{1}-8$ |

for the Rayleigh-Ritz method is a problem which is not easily resolved. Accordingly we are of the opinion that the only practical criteria which can be applied to the determination of a suitable value of $n$, and the corresponding approximate solution $y_{n}(x)$ are those based on a careful choice of the basis functions $\phi_{i}$ and the quadrature sineme used guided by the remarks of Ch's. 3, 4 and 5, and a study of the convergence of the computed vectors $a_{n}$ and functions $y_{n}(x)$. Of the estimates of $\left\|E_{n}\right\|_{\infty}$ the value

$$
E_{n}=\left|\underline{a}_{n}(n)\right| \cdot\left\|\phi_{n}\right\|_{\infty}
$$

seems most satiafactory; it should nevertheless be used with caution.

## Chapter Six

## Extensions and Conclusions

In this last chapter we comment on extensions of the principles and methods of earlier chapters to more general variational problems than those previously considered here. In $\% 6.1$ we consider an approach to the use of the finite element method for general second order elliptic partial differential equations, and in $\% 6.2$ present a natural formulation of an approximate extended Kantorovich method (Kantorovich and Krylov (1), p.304, Kerr (1), Andersenn (2)), described with reference to Laplace's equation, but readily extended to other equations.

We consider briefly the possible application of a Rayleigh-Ritz method to the "simplest problem" of variational calculus in its general form, including the class of problems considered by Allen, (1,2). Finally, in $\% 6.4$ we summarize the conclusions which may be reached from our numerical investigation of the Rayleigh-Ritz method emphasizing again many of the results and comments of this and earlier chapters.

### 6.1 An approximate finite element method for elliptic partial differential equations in two dimensions

We consider in this section the application of a finite element method involving the use of piecewise planar functions defined over triangular elements to second order elliptic partial differential equations in two dimensions, and suggest an approach which may be useful when the differential operator involved has coefficients dependent on the space variables.

The application of the finite element method in a num: of forma and to various problems is described in a vast and expanding literature, to which we can make only token reference. An important text fior many mechanical and mathematical aspects of the method is that of Kolur, Kratochvil, Zlamal and Zenicek (1), whilst a mathematical formulition appropriate to this section is given by Birkhoff, Schulta, Varga (1). Many aspects of the method are described in conference proceedings edited by Bramble and Hubbard (1) and Schoenberg (1). An extensive bibliography on the finite element method and its applications has recently been compiled by Whiteman (1).

For convenience we consider only positive definite self adjoint partial differential equations of the form

$$
\begin{array}{r}
L u=\frac{\partial}{\partial x}\left(p_{1}(x, y) \frac{\partial u}{\partial x}\right)+\frac{\partial}{\partial y}\left(p_{2}(x, y) \frac{\partial u}{\partial y}\right)=f(x, y) \\
, x \in \Omega \tag{6,1}
\end{array}
$$

$$
\begin{equation*}
u=0 \text { on } \delta \Omega \tag{6.2}
\end{equation*}
$$

where $\Omega$ is a bounded region of $R_{2}$ with boundary $S S$. Extensions of the proposed scheme to the case $L u=f(x, y, u)$ and $=0$ the case in which $I$ is not a self-adjoint operator, may be made using a Galerkin formulation.

Corresponding to the equation (6.1) we have the variational problem

$$
\left.I\left(u_{0}\right) \leq I(u)=\int_{\Omega} \int_{1}(x, y)\left(\frac{\partial u}{d x}\right)^{2}+p_{2}(x, y)\left(\frac{d u}{\sqrt{y}}\right)^{2}+2 f(x, y) u\right\} d \zeta 2
$$

with the bourdary conditions (6.2) above, where the functions $u(x, y)$ satisfy

$$
u(x, y) \in \mathcal{L}_{2}^{1}(\Omega)
$$

It is known (e.g. Mikhlin (1,4)) that the function,$\ldots y$ ) ja a weak or generalized solution of equation (6.1).

The finite element method we wish to consider generates approximations to $u_{0}(x, y)$ in the following manner. A triangulation $T$ is super-imposed on the region $\Omega$ such that each triargle of $T$ has at least one vertex in.$\{$ not on $S(2$. We do not consider triangles having any vertex external to $\Omega$. Algorithms for constructing such triangulations of a given region () have been described by George (1) and Reid (2). We depict such a triangulation below (Fig. IX)


Fig. IX

Por simplicity we now assume that the region $\Omega$ is approximated by the polygonal region $\Omega^{\prime}$ whose boundary $\delta \Omega^{\prime}$ is described by the
straight lines connecting 'adjacent' points of the triangu a un T lying on $\delta()^{\prime}$, although Reid (2) considers the case in which the original region $\Omega$ is retained during the finite element procedure, and the simplification is not essential to our method. We now suppose that there are $k$ vertices $P_{1} \ldots P_{k}$ of the triangulation $T$ internal to $\Omega^{\prime}$ and $n-k$ vertices $P_{k+1} \ldots P_{n}$ lying on $\delta \Omega^{\prime}$. In the simplest case, which is the one we pursue in detail, we associate with each internal vertex $P_{i}$, $i-1 \ldots k$, a function $\phi_{i}(x, y)$ having the properties that

1) $\varnothing_{1}(x, y)$ is a planar function in each triangle of the triangulation $T$
2) $\phi_{i}\left(x_{j}, y_{j}\right)=\delta_{i j}, j=1, \ldots, k$
where $P_{j}=\left(x_{j}, y_{j}\right)$
3) $\phi_{i}\left(x_{j}, y_{j}\right)=0 \quad j=k+1, \ldots, n$.

Such a function is clearly non-zero only on triangles of $T$ having $P_{i}=\left(x_{i}, y_{i}\right)$ as a vertex. Then an approximation $\bar{u}_{\mathrm{I}}(x, y)$ to $u_{0}(x, y)$ of the form

$$
\vec{u}_{p}(x, y)=\sum_{i=1}^{K} \bar{a}_{i} \phi_{i}(x, y)
$$

is determined by the condition

$$
\begin{aligned}
I^{\prime}\left(\bar{u}_{T}\right) \leq I^{\prime}\left(u_{T}\right)= & \int_{\Omega^{\prime}}\left\{p_{1}(x, y)\left(\frac{\partial u_{T}}{\partial x}\right)^{2}+p_{2}(x, y)\left(\frac{\partial u_{T}}{\partial y}\right)^{2}\right. \\
& \left.-2 f(x, y) u_{T}\right\} d \Omega^{\prime}
\end{aligned}
$$

where

$$
u_{T}(x, y)=\sum_{i=1}^{k} a_{i} \phi_{i}(x, y)
$$

Substituting for $u_{T}(x, y)$ and differentiating with respect to
$a_{i}, i=1 \ldots k$, we obtain the equations

$$
A \overline{\underline{a}}=\underline{b}
$$

where $A$ is the $k \times k$ matrix

$$
\left.A(i, j)=\int_{\Omega^{\prime}} \int_{1}(x, y) \frac{\partial \varnothing_{i}}{\partial x} \cdot \frac{d \varnothing_{j}}{\partial x}+p_{2}(x, y) \frac{\partial \phi_{i}}{d y} \frac{f_{j}}{d y}\right)_{j} d
$$

$$
i, j=1 \ldots k
$$

and $\underline{b}$ the vector

$$
b(i)=\int_{\Omega^{\prime}} f(x, y) \varnothing_{i}(x, y) d \Omega^{\prime}
$$

$$
i=I \ldots k
$$

We remark briefly that, in view of the form of the functions $\phi_{i}(x, y)$ the coefficients $\overline{\underline{a}}(i)$ satisfy

$$
\overline{\underline{a}}(i)=\bar{u}_{T}\left(x_{i}, y_{i}\right)
$$

so that the resulting coefficients are the values of the approximate solution at the vertices of $T$.

The expression for $A(i, j)$ admits immediate simplification if the vertices $P_{i}, P_{j}$ are not immediate neighbours in $T$, that is, if no triangle has both $P_{i}$ and $P_{j}$ amongst its vertices, for then by definition of $\phi_{i}(x, y), \phi_{j}(x, y)$, we have $A(i, j)=0$. In fact, even if $P_{i}, P_{j}$ are immediate neighbours in $T$, only two triangles have them both as vertices, so that, depicting these two triangles in Fig. X we can write

$$
\begin{equation*}
A(i, j)=\int_{T_{1}+T_{2}}\left\{p_{1}(x, y) \frac{\partial \phi_{1}}{\partial x} \cdot \frac{d \phi_{j}}{\partial x}+p_{2}(x, y) \frac{\partial \phi_{i}}{d y} \frac{\partial \phi_{i}}{d y}\right\} d! \tag{6.3}
\end{equation*}
$$



## Fig. X

Similarly the region of integration $\Omega^{\prime}$ in the definjtion of $\underline{b}(i)$ may be reduced to the region covered by all triangles of $T$ having $P_{i}$ as a vertex.

The ovaluation of $A(i, j)$ and $b(i)$ is not, however, trivial unless the coefficient functions $p_{1}(x, y), p_{2}(x, y)$ are simple, and in practice the method is often only discussed with reference to the Laplace and Poisson equations where $p_{1}(x, y)=p_{2}(x, y)=1$. Quadrature approximations are often necessary for more general problems, although little study seems to have been made of them. We can, however, cite the thesis of Herbold (1), who considers quadrature approximations to the elements of $\underline{b}$ for equations of this type. We now suggest a practical scheme for the case where $p_{1}(x, y)$, $p_{2}(x, y)$ are general functions of $x$ and $y$ which we believe has some merit. In particular we show how certain simplifications which can be applied in the case of Laplace's equation are also applicable to the new method, and briefly indicate how the new method may be applied using basis functions which are, for example, cubic rather than planar in each element.

Only one term of (6.3) is considered, since the ex f anion may be formed by summation of similar terns. We take

$$
\begin{equation*}
c(i, j)=\int_{T_{1}} p_{1}(x, y) \frac{\partial \emptyset_{i}}{d x} \frac{d \phi_{j}}{d x} \tag{6,4}
\end{equation*}
$$

Where $T_{1}$ is the triangle (Figo $X$ ) with vertices $\left(x_{i}, y_{2}\right),\left(x_{j} ; y_{j}\right)$, ( $x_{r}, y_{r}$ ). Reid (l) considers that in this trisincle we may represent the planar function $\phi_{i}(x, y)$ by a linear combination of the Lagrange functions. Extending this, we define these Lagrange functions on $T_{1}$ by

$$
I_{u}\left(x_{v}, y_{v}\right)=\delta_{u v} \quad, \quad u, v \in i, j, r
$$

and the additional condition that $l_{u}$ is linear in $x$ and $y$, and express $p_{1}(x, y)$ approximately as

$$
p_{1}(x, y) \doteqdot \sum_{u=i, j, r} p_{1}\left(x_{u}, y_{u}\right) l_{u}(x, y) \underbrace{}_{x, y \in T_{1}}
$$

(iou. $p_{2}(x, y)$ is approximated by its planar interpciant on $T_{1}$ )。 Then the expression (6.4) may be approximately written as

$$
c(i, j) \doteqdot \sum_{u=i, j, r} p_{1}\left(x_{u}, y_{u}\right) \int_{T_{1}} 1_{u}(x, y) \frac{\partial \phi_{i}}{d x} \frac{\partial \phi_{j}}{\partial x} d r_{i}^{i}
$$

Each of the integral terms is now a triple product of the Lagrange functions and their derivatives, for we note that

$$
\phi_{i}(x, y)=1_{i}(x, y) \quad, \quad(x, y) \in T_{1}
$$

so that

$$
\int_{T_{1}} l_{u}(x, y) \frac{\partial \phi_{i}}{\partial x} \cdot \frac{\partial \phi_{j}}{\partial x} \cdot d \Omega^{\prime}=\int_{T_{1}} 1_{u}(x, y) \frac{\partial l_{i}}{\partial x} \cdot \frac{\partial l_{j}}{\partial y} d \lambda^{\prime}
$$

and the integration on the right is comparatively simple, with our earlier expressions for $A(i, j)$.

George (1), has proposed a further scheme for tho simplification of the evaluation of $A(i, j)$ for Laplace's equation watch is rowdily applied to our more general problem. In the ( \} , ~ ) ~ p i a n o ~ w e ~ define a canonical triangle $\mathrm{r}^{\mathrm{c}}$ with vertices $(0,0),(1,0),(0,1)$, and on this triangle the basis functions $\phi_{i}^{0}\left(s,{ }_{i}^{\gamma}\right)$ i $=1,2,3$ with the properties

1) $I_{i}^{0}(\{, \eta)$ is a planar function
2) $\left.1_{i}^{0}\left(\xi_{j},\right\}_{j}\right)=\delta_{i j} \quad, i, j=1 \ldots 3$, where the
triangle $T^{0}$ has vertices $\left(\xi_{j}, \gamma_{j}\right)$. Let the linear transformation

$$
(\xi, \eta)=J(x, y)
$$

be such that $(x, y) \in T_{1}$ inf $\left.(\xi\},\right) \in T^{0}$ and $(x, y) \subset j^{\prime}$ inf $(\xi\},) \in \Omega 2^{\circ}$
Then

$$
\begin{aligned}
& \int_{\mathbb{T}_{2}} I_{u}(x, y) \frac{\partial I_{i}}{d x} \cdot \frac{d I_{j}}{d x} d \Omega^{\prime} \\
& =\int_{T^{\circ}}^{0} I_{u}^{0}(\xi, \eta) \frac{d I_{i}^{0}}{\partial \xi} \cdot \frac{I_{j}^{0}}{\partial \xi} \cdot \operatorname{det}(J) d!^{\circ} \\
& \\
& +\ldots \ldots
\end{aligned}
$$

where the remaining terms are similar quadratic forms introduced by the transformation. Thus integrals of the form

$$
\int_{T^{0}} I_{u}^{0}(\xi, \eta) \frac{\partial 1_{i}^{0}}{\partial \xi} \cdot \frac{\partial I_{i}^{0}}{\partial \eta} d \Omega^{0}
$$

may be evaluated once only, and then premultiplied by the appropriate Jacobian determinant and the value of the coefficient function at $P_{u}, u=i, j, r$, before being added in to $A(i, j)$ 。

We remark that the scheme is in reality a simple quan......ure approximation of the integrals occurring in the finite element method derived so as to be exact when the coefficient functions and the basis functions are piecewise planar functions on $T$. In particular it generates the usual planar finite element. approximation to the Laplacian operator since in this case the coefficient functions are exactly represented by their interpolant in the planar basis on $T$. The schene extends to other finite element approximations, for example to bi-1inear functions dofined over rectengular elements, or to cubic functions on triancular elements. In this last case the usual parameterization of the cubic basis function is in terms of its values and tiosse of its $x$ and $y$ derivatives at the vertices of the triancles together with the function value at the centre of the circumscribing circle. This would lead to approximations of the coefficient functions invcluirg not only $p_{1}\left(x_{i}, y_{i}\right)$, but also

$$
\left.\frac{\partial}{\partial y} p_{1}(x, y)\right|_{\left(x_{i}, y_{i}\right)} \text { and }\left.\frac{\partial}{d y} p_{1}(x, y)\right|_{\left(x_{i}, y_{i}\right)}
$$

and a simple quadrature formula involving $0^{n}$ ? values of the coefficient functions and their derivatives.

Finally in this section we comnent that finite element procedures have often been regarded as variants of a finite difference procedure, and this view can clearly be applied to the approximate finite element method which we have described. Nonetheless, the 'finite difference' equetions produced by our finite element method are of non-standard form, even on a rectangular mesh. For example, considering the use of bi-linear
functions on a square mesh, our method generates the sarme . in standard finite difference approximation of the Laplacian as the finite element approximation of Birkhoff, Schultz and Varea (1, p. 25,3).

### 6.2 The Kantorovich and Extended Kantorovich hethods.

In this section we comment on some aspects of the 'method of reduction to ordinary differential equations' proposed by Kantorovich (see Kantorovich and Krylov (1), p.304-337, and for an example of ita practical application MoDonald (1) ), and on an extension of this method suggested by Kerr (1), and studied in a particular form by Andersenn (2). Following Kantorovich, we outline the method and its extension, in relation to their application to Laplace's equation in two dimensions,

$$
L u=\frac{\partial^{2} u}{\partial x_{1}^{2}}+\frac{\partial^{2} u}{\partial x_{2}^{2}}-f(\underline{x})
$$

defined on the rectangle $\Omega:-a \leq x_{1} \leq a,-b \leq x_{2} \leq b$, and subject to the boundary conditions

$$
\begin{align*}
& u(-a)=u(a)=0  \tag{6.5}\\
& u(-b)=u(b)=0 \tag{6.6}
\end{align*}
$$

Extension of the discussion to other differential aquations involving a positive definite operator $L$, and to higher dimensions is readily achieved.

Corresponding to the equation $\left(6.4^{\prime}\right)$ with boundary conditions (6.5), (6.6) we have the variational principle :Let $\bar{u}(x)$ be a function such that

$$
I(\bar{u}) \leq I(u)=\int_{\Omega}\left\{\left(\frac{\partial u}{\partial x_{1}}\right)^{2}+\left(\frac{\partial u}{\partial x_{2}}\right)^{2}+2 f(\underline{x}) u\right\} d \Omega
$$

where we consider only functions $u$, $\bar{u}$ satisfying the bowlury conditions ( 6.5 ), ( 6.6 ) and such that

$$
\begin{aligned}
& u, \bar{u} \subset c^{0}[\Omega] \\
& u, \bar{u} \in d_{2}^{1}[\Omega]
\end{aligned}
$$

The function $\bar{u}(\underline{x})$ is then a weak or generalized solution of (6.4) with the boundary conditions ( 6.5 ), (6.6), from the variational theory of Chapter Two.

The Kantorovich method determines a sequence of approximations to $\ddot{u}(x)$, of the form

$$
\begin{equation*}
u_{N N}(x)=\sum_{t=1}^{N} g_{t}^{1}\left(x_{1}\right) \theta_{t}^{1}\left(x_{2}\right) \tag{6.7}
\end{equation*}
$$

$$
, \mathbb{N}=1,2 \ldots
$$

where the functions $\Theta_{t}^{1}\left(x_{2}\right)$ are prescribed linearly independent functions satisfying ( 6.6 ). The functions $g_{t}^{l}\left(x_{1}\right)$ are determined so as to satisfy the remaining boundary conditions (6.5) and so that $I\left(u_{N}\right)$ is a minimum of $I(u)$ for all functions $u$ of the form $(6,7)$. We pursue the determination of $g_{t}^{I}\left(x_{1}\right)$ subsequently.

The extended Kantorovich method determines a sequence of approximations to $\bar{u}(x)$ of the form

$$
\begin{aligned}
u_{N}^{n, i}(\underline{x})=\sum_{t=1}^{N} E_{t}^{n}\left(x_{i}\right) G_{t}^{n}\left(x_{j}\right) & \ldots(6,8) \\
i & =1,2 ; i \neq j \\
n & =1,2 \ldots ; N=1,2 \ldots
\end{aligned}
$$

The function $\theta_{t}^{n}\left(x_{2}\right)$ is chosen as in the Kantorovich method for $n=1$, and subsequently by the relations

$$
\begin{aligned}
& \theta_{t}^{n}\left(x_{1}\right)=g_{t}^{n}\left(x_{1}\right) \\
& \theta_{t}^{n}\left(x_{2}\right)=s_{t}^{n-1}\left(x_{2}\right)
\end{aligned}
$$

The linknown functions $\xi_{t}^{n}\left(x_{i}\right)$ are deterrined at each iter..tion as in the Kantorcvich method, by the requirements that they satisfy the boundary conditions ( 6.5 ) if $i=1$ or ( 6.6 ) if $i=2$, and to onsure that $I\left(u_{N}^{n, i}\right) \leq I(u)$ for all functions $u$ of the form (6.8). We now take $i=1$, for convenience. Substituting $u_{N}^{n, i}$ for $u$ in $I(u)$, we have

$$
\begin{array}{r}
I\left(u_{N}^{n, 1}\right)=\int_{\Omega}\left(\sum_{\Omega=1}^{N} \theta_{t}^{n}\left(x_{2}\right) \cdot \frac{d g_{t}^{n}\left(x_{1}\right)}{d x_{1}}\right)^{2}+ \\
\\
\left(\sum_{t=1}^{N} \frac{d \theta_{t}^{n}\left(x_{2}\right)}{d x_{2}} \cdot g_{t}^{n}\left(x_{1}\right)\right)^{2}+ \\
\\
\left.2 f(\underline{x}) \cdot \sum_{t=1}^{N} \theta_{t}^{n}\left(x_{2}\right) \varepsilon_{t}^{n}\left(x_{2}\right)\right\} d \Omega
\end{array}
$$

Integrating with respect to $x_{2}$, and using the boundary conditions (6.5) to eliminate terms (see Kantorovich and Krylov (1), p.306-7) ve obtain

$$
\begin{aligned}
I\left(u_{N}^{n, 1}\right)= & I\left(g^{n}\left(x_{1}\right)\right) \\
= & \int_{-a}^{a}\left\{\sum_{t=1}^{N} P_{t}^{n} \frac{d g_{t}^{n}\left(x_{1}\right)^{2}}{d x_{1}}+\sum_{t=1}^{N} Q_{t}^{n} g_{t}^{n}\left(x_{1}\right)^{2}\right. \\
& \left.-2 \sum_{t=1}^{N} F_{t}^{n} g_{t}^{n}\left(x_{1}\right)\right\} d x_{1}
\end{aligned}
$$

In the case of Laplace's equation, and the torsion equation considered by $\operatorname{Kerr}$ (1), Andersenn (2), the expressions $P_{t}^{n}, Q_{t}^{n}, F_{t}^{n}$, $t=1 \ldots N$, are constants. For more general positive definite differential equations, these expressions will be functions of $x_{1}$.

The functional (6.9) may now be minimized over its parametors $g_{t}^{n}\left(x_{1}\right)$ in ooder to determine $u_{n, l}^{n, l}(\underline{x})$. This minjmization is achieved by Kantorovich and Krylov (1), Kerr (1) and Andersenn (2) by solving analytically the corresponding Euler equations

$$
\frac{\partial I\left(G_{t}^{n}\left(x_{1}\right)\right)}{\partial \varepsilon_{t}^{n}\left(x_{1}\right)}=0, \quad t=1 \ldots N \quad \ldots(6.10)
$$

with the boundary conditions

$$
g_{t}^{n}(-a)=g_{t}^{n}(a)=0 \quad, \quad t=1 \ldots N .
$$

These equations are linear, and for Laplace's equation and the torsion equation have constant coefficients, so that exact solutions are readily obtained, particularly for small values of $N$.

Where these equations do not have this simple form, it will in general be necessary to solve the differential equation (6.10) or the corresponding variational problem ( 6.9 ) approximately. We can therefore conceive a number of 'approximate extended Kantorovich' methods. From our viewpoint the approximate solution of the variational problem (6.9) is an interesting possibility. We assume that for each $t, t=1 \ldots N, k$ independent basis functions $\phi_{t, 1}(x) \ldots \phi_{t, k}\left(x_{1}\right)$ are chosen, each satisfying $\phi_{t, r}(-a)=$ $\phi_{t, r}(a)=0$, and $E_{t}^{n}$ is represented by

$$
\varepsilon_{t}^{n}\left(x_{1}\right)=\sum_{r=1}^{k} \alpha_{k, t}^{n}(r) \varnothing_{t, r}\left(x_{1}\right)
$$

Substituting in $I\left(g^{n}\right)$, and minimizing with respect to the scalar parameters $\alpha_{t, r}^{n}, t=1 \ldots N, r=1 \ldots k$, leads to a linear system of Mk algebraic equations, the Rayleigh-Ritz equations for the minimization of ( 6,9 ).

We remark that this algorithm remains untried. It is apparent,
however, that the careful choice of co-ordinate system $\left\{\psi_{i j}\right\}$ will be governed by the same considerations which apply when the RayleighRitz method is used in the solution of ordinary differential equations, together, perhaps, with some additional criteria. Andersenn (2) has already pointed out that a careful selection of the function $\theta_{1}^{1}\left(x_{2}\right)$ is necessary, even in the simple case $N=1$, to ensure that the iterative determination of the sequence $u_{1}^{n}(\underline{x})$ converges. Further research along these lines is indicated.

### 6.3 The 'Simplest Problem' of Variational Calculus

Some invertigations of a series expansion method for the determination of approximate solutions of the 'simplest problem' of variational calculus have been made, which are considered only briefly here. Amongst such problems are those considered by Allen (1), which may be atated (see Chapter One) as

Determine $\bar{y}=\bar{y}(x)$ s.t

$$
\begin{equation*}
I(\bar{y}) \leq I(y)=\int_{0}^{1} F\left(x, y, y^{0}\right) d x \tag{6.11}
\end{equation*}
$$

subject to

$$
\begin{equation*}
y(0)=y(1)=0 \tag{6.12}
\end{equation*}
$$

For convenience we do not include the similar boundary conditions $y(0)=\alpha, y(I)=\beta$, which are readily reduced to those above. The functions $y(x)$ are restricted to those for which the integral $I(y)$ exists and has finite value. To be more specific a knowledge of the form of $F\left(x, y, y^{\prime}\right)$ is required, and we wish to avoid further assumption concerning the nature of the integrand. In particular we do not restrict ourselves to those cases in which $F$ is quadratic, or 'nearly so', in the dependent variables $y, y$ ', since these cases
correspond to those for which the Rayleigh-Ritz method has been derived in earlier chapters.

Allen (1), (2), and others have derived methods for this problem based on finite difference approximations of $y^{\prime}(x)$ and simple quadrature approximations of the integral. Allen's methods closely resemble shooting methods for the solution of boundary value problems in ordinary differential equations. An analysis of theoretical properties of methods such as these for this 'simplest problem' is given by Stepleman (1).

We investigate an approach closely analogous to the Rayleigh-Ritz procedure. If $\oint_{i}(x), i=1, \ldots, \infty$ are a chosen set of basis functions satisfying the boundary conditions (6.12), and forming a complete sequence in the appropriate function space, and $\varnothing_{i}(x)$, $i=1, \ldots, n$ are linearly independent for all $n$, then an approximation

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(i) \phi_{i}(x)
$$

might be determined by the minimization of

$$
\begin{equation*}
I\left(y_{n}\right)=I\left(a_{n}\right)=\int_{0}^{1} F\left(x, \sum_{i=1}^{n} a_{n}(i) \phi_{i}(x), \sum_{i=1}^{n} a_{n}(i) \phi_{i}^{\prime}(x)\right) d x \tag{6.13}
\end{equation*}
$$

The expreseion (6.13) is a function of the $n$ variables $a_{n}(i)$, and minimization with respect to these might be achieved in a number of ways. Pursuing the analogy with the Rayleigh-Ritz method, the equations

$$
\frac{d I\left(a_{n}\right)}{d a_{n}(i)}=0 \quad i=1, \ldots, n
$$

are obtained. In the case that $F\left(x, y, y^{i}\right)$ has the simple form
considered in earlier chapters these are the usual Rayleich-Ritz equations. More generally, these are non-linear equations and may have any non-negative number of solutions (as may the original problem). Though this method introduces no additional theoretical complexity to the problem, in practice differentiation of the function $I\left(a_{n}\right)$ may be inhibiting, and a more direct approach required. One of the many alcerithms (see Powell (1)) for the minimization of a function of $n$ variables might be employed. The purpose of this section is to illustrate that whilst this method is practicable, difficulties similar to those encountered using the Rayleigh-Ritz method in its usual form arise. In particular the selection of the comordinate system $\oint_{i}(x)$ again affects the performance of the method, as we show in a simple example below. The further point, that the minimization techniques locate local, rather than clobal minima, must also be born in mind.

Problem MI :

$$
\begin{aligned}
& \text { Find } \bar{y}(x) \\
& \qquad I(\bar{y}) \leq I(y)=\int_{0}^{1}\left\{x^{2} y^{\prime} 2+12 y^{2}+20 x y\right\} d x
\end{aligned}
$$

subject to

$$
y(0)=y(1)=0 .
$$

This example has the unique solution

$$
\bar{y}=x^{3}-x
$$

as may be verified from the Euler equation, and for which $I(\bar{y})=-4 / 3$. We sumarize in Tables XXXIV, XXXV the performance of the Davidon minimization algorithm (Fletcher-Powell (1)) using the basis functions

$$
\phi_{i}(x)=x^{i}(1-x)
$$

and

$$
\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)
$$

Convergence of Davidon Minimization, $n=2$

| Problem M1 |  | $\phi_{i}(x)=x^{i}(1-x)$ |  |
| :--- | ---: | :--- | :---: |
| Function <br> Evaluations | $a_{n}(1)$ | $a_{n}(2)$ | $I\left(y_{n}\right)$ |
| 0 | -1.200000 | -0.800000 | -1.328000 |
| 17 | -1.133464 | -0.771484 | -1.331689 |
| 26 | -1.137132 | -0.781446 | -1.331733 |
| 37 | -1.077520 | -0.930959 | -1.332415 |
| 49 | -1.000427 | -1.038437 | -1.333028 |
| 68 | -0.995719 | -1.007085 | -1.333332 |
| 80 | -0.997066 | -1.003156 | -1.333332 |
| 87 | -0.999401 | -0.999447 | -1.333333 |
| 96 | -1.000434 | -0.999259 | -1.333333 |
| 108 | -0.999828 | -1.000008 | -1.333333 |
|  |  |  |  |
| Exact | -1.000000 | -1.000000 | $-1.333333^{\circ}$ |

Table XXXIV

Convergence of Davidon Minimization, $n=2$
Problem MI

$$
\phi_{i}(x)=x(1-x) \mathbb{T}_{i-1}^{*}(x)
$$

| Function <br> Evaluations | $a_{n}(I)$ | $a_{n}(2)$ | $I\left(y_{n}\right)$ |
| :--- | :---: | :---: | :---: |
| 0 | -0.600000 | -1.400000 | -0.901333 |
| 6 | -1.440000 | -1.280000 | -1.256533 |
| 13 | -1.369822 | -0.665295 | -1.323521 |
| 24 | -1.501329 | -0.499896 | -1.333332 |
|  |  |  |  |
| Exact | -1.500000 | -0.500000 | $-1.333333^{\circ}$ |

with $n=2$, for which the exact solution may be expressed exactly in terms of either basis. We note the comparatively rapid convergence of the minimization procedure when the trial function is expressed in terms of Chebyshev polynomials. This has been observed in this and other examples, and for larger values of $n$. In the case of problem $M 1$, we can make the following remarks about the convergence of the Davidon algorithm. For any trial function $y_{n}(x)$ which is a linear combination of $n$ independent basis functions, the function $I\left(y_{n}\right)=I\left(\underline{a}_{n}\right)$ is a quadratic function of the $n$ parameters $\underline{a}_{n}(i)$, $1=1 . . . n$. For such functions the Davidon algorithm converges in n iterations provided that the one-dimensional minimization problems occurring in each iteration are solved exactly. In practice this will not be the case。 From Tables XXXIV, XXXV, where each row except the first, corresponds to a Davidon iteration, we can see that convergence requires more than two iterations. We can attribute the differing convergence rates to the different accuracies with which the one-dimensional problems are solved, and the observed superiority of the Chebyshev expansion in the minimization algorithm may be a function of parameters of the one-dimensional minimization procedures.

The example considered above is of the simple quadratic type for Which the Rayleigh-Ritz method in its usual form is appropriate. We experiment further with the following example considered by Allen (2, Ex. i) for which minimization techniques seem more appropriate. Problem M2 ${ }^{\dagger}$ :- Determine $\bar{z}(\bar{x})$ such that

```
This example is given also by Allen (1, p.208, Ex.iii), where the
    expression ( \(1.05 \exp \left(1-4 z^{\prime}\right)\) )
is printed
\[
\left(1.05-\exp \left(1-4 z^{\prime}\right)\right)
\]
```

The latter form appears to be in error since in this case we believe $I(z)$ may assume arbitrarily large negative values.

$$
\begin{aligned}
& I(\bar{z}) \leq I(z)=\int_{0}^{1} f\left(x, z, z^{\prime}\right) d x \\
& \left.=\int_{0}^{1} \frac{1.05 \exp \left(1-4 z^{\prime}\right)(1-z) \cdot c(x) \cdot\left(2-\frac{c(x)}{\left(1+z^{2}\right)}\right) d x}{2(1-z)}\right)
\end{aligned}
$$

subject to $z(0)=0.5, z(1)=0$, where

$$
c(x)=\left(1+x \exp \left(-6(x-0.4)^{2}\right)\right)^{-1}
$$

This problem arises in the study of the utilization of fuel by a ship, and its practical significance assures a unique solution (Allen (1)). To apply our minimization techniques we prefer to utilize the transformation

$$
z(x)=y(x)+\frac{1}{z}(1-x)
$$

and write

$$
\begin{aligned}
& I(z)=I(y)=\int_{0}^{1} f\left(x, y, y^{\prime}\right) d x \\
& =\int_{0}^{1} \frac{1.05 \exp \left(3-4 y^{\prime}\right)\left(\frac{1}{2}(x+1)-y\right) \cdot}{\left(1+\left(y-\frac{1}{2}(x-1)\right)^{2}\right)} c(x)\left(2-\frac{c(x)}{(x+1-2 y)}\right) d x
\end{aligned}
$$

with the homogeneous boundary conditions $y(0)=y(1)=0$. The unknown function $y(x)$ is approximated by

$$
y_{n}(x)=\sum_{i=1}^{n} a_{n}(1) \phi_{i}(x)
$$

where $\phi_{i}(x)$ are admissible functions, and the integrand approximated by a quadrature rule $Q_{m_{0}}[f, 0,1]$, so that the function of $a_{n}$,

$$
I_{m_{0}}(y)=I_{m_{0}}\left(a_{n}\right)=Q_{m_{0}}[f, 0,1]
$$

is minimized.

We have considered the basis functions

$$
\begin{aligned}
& \phi_{i}(x)=x^{i}(1-x) \\
& \phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)
\end{aligned}
$$

and

$$
\phi_{i}(x)=\sin i x x
$$

and have used eight and twelve point Gaussian quadrature schemes. The resulting functions, $I_{m_{0}}\left(\underline{a}_{n}\right)$, for various values of $n$, have been minimized using the Rosenbrock minimization algorithm (Rosenbrock (1); see also Palmer (1)) since in this case we prefer not to differentiate the integrand $f\left(x, y, y^{0}\right)$ with respect to $y$ and $y^{\prime}$. In Table XXXVI we present typical results of this procedure for various combinations of $n, m_{0}$ and the basis $\phi_{i}(x)$. The minimum value $\bar{I}_{m_{0}}$ and the value of the corresponding function. $z(x)$ at $x=0.5$ are given. Table XXXVII records the progress of the procedure in the case $n=4, m_{0}=8, \phi_{i}(x)=x(1-x) T_{1-1}^{*}(x)$. The results are given at the end of each iteration of the Rosenbrock algorithm. $N$ denotes the number of evaluations of the function $I_{m_{0}}\left(a_{n}\right)$ which have been performed. The asterisk * indicates that the step size parameter used in solving the sequence of one-dimensional minimization problems which occur in each iteration of the Rosenbrock algorithm was reduced after this point to enable increased accuracy to be obtained.

We contrast these results with those given by Allen (2), where the value $z(0.5)=0.2233225 \pm 10^{-8}$ is given. We have applied one of the second order algorithms (approximation 5) due to Allen (1) to this problem and obtained the value $z(0.5)=0.2281458$ with $h=0.1$. Corresponding to the approximation given by this method we have obtained an approximation to $I(z)$ by application of Simpson's rule

|  | A Comparison of Basis Functions in the Numerical <br> Solution of Allen's Example by Minimization。 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\phi_{i}(x)$ | $n$ | $m_{0}$ | $\bar{I}$ | $\mathrm{z}(0.5)$ |
| $x^{i}(1-x)$ | 4 | 8 | $1.679943^{i+1}$ | 0.233556 |
| $x(1-x) T_{i-1}^{*}(x)$ | 4 | 12 | $1.679617^{9}+1$ | 0.233797 |

Table XXXVI
The Progress of Rosenbrock's Minimization Algorithm

| N | 0 | 10 | 19 | 33 | 55 | 73 | 88 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I(y) | +1.687511 ${ }^{6}+1$ | +1.681240 ${ }^{\circ}+1$ | +1.679749 ${ }^{\text {+ }}$ | +1.679661 ${ }^{1}+1$ | +1.679624 ${ }^{1}+1$ | +1.679619 ${ }^{\text {a }}$ +1 | +1.679617 |
| $\mathrm{a}_{n}(\mathrm{i})$ | -1.070000'-1 | -8.700000'-2 | -6.714442'-2 | -6.986317-2 | $-7.428655^{\circ}-2$ | $-7.327567^{:}-2$ | -7.346390 ${ }^{\circ}-2$ |
|  | 0 | -2.500000 -3 | -6.196734'-3 | -5.760375 ${ }^{\prime}-3$ | -5.179174 ${ }^{9}$ | -5.750956'-3 | $-6.206727^{8}-3$ |
|  | 0 | -2.500000'-3 | -5.694190'-3 | -6.993183'-3 | -9.250436 ${ }^{\prime}-3$ | -8.710496 ${ }^{\circ}-3$ | $-8.655659^{\circ}-3$ |
|  | 0 | +5.000000 ${ }^{\prime}-3$ | +5.798209 ${ }^{\prime}-3$ | +6.158782'-3 | +6.484334 ${ }^{\text {d }}$ - | $+6.074610^{\circ}-3$ | $+5.919732^{\circ}=3$ |
| z(0.5) | 2.232500'-1 | 2.288749'-1 | 2.346374'-1 | 2.342824'-1 | $2.337409^{\circ}-1$ | $2.338584^{\circ}-1$ | $2.337979^{\circ}-1$ |

## Table XXXVII

to the integration, taking $O\left(h^{2}\right)$ approximations to $z^{\prime}\left(x_{j}\right)$ in terms of $z\left(x_{i}\right)$. The resulting value $(h=0.1)$ is $\bar{I}(z)=1.752381^{\prime}+1$. The disparity between our results for this problem and those of Allen, whilat not of major proportions, is not readily explained. We might suspect that in using an algebraic or trigonometric representation for $y(x)$, we are assuming that $y(x)$ has more continuous derivatives than is in fact the case, but if this were so then we should not be able to obtain a smaller value for $I(z)$ than by Allen's methods. Additionally, the assumption that Allen's methods are second order in $h$ depends on the requirement that $y(x)$ has at least a Lipschitz bounded fourth derivative, and since Allen (1) has shown numerically that $O\left(h^{2}\right)$ convergence does occur, low order polynomial approximations can be justified. We therefore consider that we have shown that the combination of the techniques of the Rayleigh-Ritz method with those of numerical minimization algorithms prove a valuable alternative to 'discrete' methods such as those of Allen, for 'simplest' problems of the calculus of variations having smooth solutions.

### 6.4 Conclusions

It has been shown that a user of the Rayleigh-Ritz method for the numerical solution of two point boundary value problems in ordinary differential equations is presented with a number of choices which govern the success or failure of the method as he applies it. The stages in the application at which these choices must be made can be summarized as
i) The selection of a sequence of approximating subspaces,
ii) The selection of basis functions for each subspace of the chosen sequence,
iii) The evaluation of the elements of the Rayleigh-Ritz equations,
iv) The determination of the solution vector of the Rayleigh-Ritz equations,
v) The evaluation of the corresponding approximate solution,
vi) The estimation of the error of the approximation,
though we emphasize again that these choices are not independent. It has been the purpose of this investigation to evaluate criteria which have been proposed in the literature of the method by which such a choice may be governed, and to identify areas in which previously accepted criteria may be inadequate or too restrictive, and to suggest, on the basis of numerical and theoretical results, alternative and, we hope, more suitable criteria which may be applied.

The investigation has concentrated in parts on ordinary differential equations of second order, though much of the theory has been formulated for equations of arbitrary order, and some of it for partial as well as ordinary differential equations. We consider that second order ordinary differential equations are sufficient to demonstrate the effects of different choices at each of the six stages outlined above, at least for ordinary differential equations, and remark that this view seems widely held, for few examples of the application of the method to equations of higher order appear in the literature。

The selection of a sequence of subspaces in which to approximate the solution of the given equation should ideally be determined from a knowledge of the properties of this solution, for these, and particularly the degree of continuity of the solution, govern the rate of convergence of the Rayleigh-Ritz approximations, as is
indicated by the results of Ciarlet, Schultz, Varga (1), and others, described in Chapter Two. We have chosen to emphasize in this work the situation in which the solution can be assumed to be reasonably smooth, and high accuracy is required, and are thus led to the choice of subspaces of polynomial functions. We acknowledge that if the solution is known to have points of irregular behaviour, and particularly if the solution $y(x)$ only satisfies $y(x) \in C^{t}[0,1]$ for some $t, k \leq t \leq 2 k$, then provided the points at which this irregular behaviour occurs can be isolated, and included in the mesh ppints of a piecewise approximation, this approximation will in general be more satisfactory than any polynomial approximation. Equally, if a solution is known to be periodic, it should be approximated in terms of periodic functions, whether they be periodic spline functions (Ciarlet, Schultz, Varga (2)) or trigonometric functions depending on the continuity properties of the solution. The choice of a sequence of approximating subspaces being made, we have shown that an appropriate choice of comordinate system for each subspace is still required, and is governed by more stringent requirements than those of admissibility and independence. However, we have demonstrated that the criteria proposed by Mikhlin to ensure complete stability are unnecessarily restrictive for many practical problems, and have indicated a preference for the informal notion of 'sufficient stability' introduced by Samokish, which requires a choice O: co-ordinate system in which rapid convergence may be expected. Numerical investigations of co-ordinate systems satisfying these criteria for second order ordinary differential equations have led us to derive an efficient evaluation algorithm for the co-ordinate system of integrated Legendre polynomials, which satisfies Mikhlin's criteria for these problems and which has been used by Mikhlin (4)
and Ciarlet, Schultz and Varga (1), and to a theoretical investigation of a co-ordinate system which has been ahown by experiment to satisfy the less restrictive conditions of Samokish (1). For this system, based on Chebyshev polynomials, we have shown that for a certain class of problems the Rayleigh-Ritz matrix assumes a particularly convenient form, and have established that it is uniformly asymptotically diagonal of degree three, allowing the theorems of Delves \& Mead (2) to be utilized to derive asymptotic convergence results for the resulting Rayleigh-Ritz approximations to the solution of linear equations. The results of Delves and Mead have been extended to apply in the case when this co-ordinate system is used to solve mildiy non-linear equations, allowing asymptotic convergence results to be deduced for these also. This modified Chebyshev co-ordinate system has been used to solve successfully a number of test problems taken from the literature, including problems with a weak boundary singularity (Mayers (1)) and problems satisfying the extended existence results of Gladwell (1). In this connection the successful solution of problems to which no known existence results apply should be mentioned, indicating that further extensions of the existence theory for the Rayleigh-Ritz method are possible. We conclude that these modified Chebyshev polynomials represent a useful alternative co-ordinate system to the integrals of the Legendre polynomials, for second order ordinary differential equations having 'smooth' solutions.

A scheme for the construction of a co-ordinate system based on the orthonormalization of a prescribed co-ordinate system with respect to the energy norm of the co-ordinate functions, suggested by Davis and Rabinowitz (1), has been investigated. If the
orthonormalization could be performed exactly the resulting co-ordinate system would satisfy the criteria of Mikhlin, and thus be completely stable. In practice, the orthonormalization of the functions must be performed numerically, and it has been demonstrated by example that the stability properties of the resulting co-ordinate system are identical with those of the original prescribed system, and theoretical reasona for this have been investigated. It has been shown that the orthonormalization of the co-ordinate system corresponds to a method of solution of the Rayleigh-Ritz equations which is known to be less economical of computer time than standard methods. Since the accuracy of the resulting approximation is not increased the suggestion that orthonormalization of this form could be a powerful tool in variational calculation has to be rejected.

In the literature of the Rayleigh--Ritz method the effects of the quadrature approximations which are frequently made in the evaluation of elements in the Rayleigh-Ritz equations has previously been neglected, with the exception of the contributions of Herbold (1) and Herbold, Schultz and Varga (1). We have been able to modify some of these results, which are applicable when the co-ordinate system used consists of piecewise polynomials and only the free term vector is approximated by quadrature, to the case of a polynomial co-ordinate system. Additionally, extensions to the case in which quadrature approximations to the elements of both the matrix and the free term vector have been derived. It has unfortunately not been possible to extend all the results in this manner, and in particular we have been unable to show that the convergence rate which applies when the sequence of Rayleigh-Ritz approximations is computed exactly is preserved when quadrature errors are present.

However, this property has been shown to hold for certain ast examples using a polynomial comordinate system and particular choices of quadrature rule.

We have indicated our belief that the error bounds given in the literature for the Rayleigh-Ritz method are of theoretical rather than practical significance, and in general are not easily computed. Accordingly, we express the opinion that simple and previously popular error estimates based on the magnitude of the coefficients in the Rayleigh-Ritz expansion have to be accepted. Estimates developed from the theory of Delves and Mead (2) are shown to be extremely pessimistic for a number of test examples. However, the behaviour of a sequence of these estimates provides a guide to the growth of rounding exror in the Rayleigh-Ritz pracess, and this may have application in the selection of a particular member of the sequence of Rayleigh-Ritz approximations as a final solution.

In the last chapter extensions of aspects of the previous work to partial differential equations are considered. An approximate finite element method for second order elliptic equations, derived by applying an extension of the work of Herbold (1) for partial differential equations analogous to that used in Chapter Five to extend his work for ordinary differential equations, has been proposed. This method has a simple form, and in particular is more easily applied to general operators than standard finite element techniques. Further investigation of this approach is clearly necessary, both from a practical and a theoretical aspect, but in particular it is hoped that uniqueness, convergence and consistency results similar to those of Herbold (1) may also be derived in this case.

A unified description of the Kantorovich and 'extend Kantorovich' methods as applied to second order linear partial differential. equations in two dimensions involving a positive definite differential operator has been presented, and extensions to other equations involving a positive definite differential operator indicated. An approximate method which arises in a natural maner from these methods has been outlined. It has been emphasized that the successful application of this method rests on the criteria which govern the application of the Rayleigh-Ritz method to ordinary differential equations, and the relevance of earlier discussions has thus been extended to a wider field.

An attempt to extend the Rayleigh-Ritz method to general formulations of variational problems of the so-called 'simplest' type, based on algorithms for the minimization of a function of n variables, has also been considered. Further research into this approach is required before its difficulties can be isolated, but in particular the high overnead of quadrature approximation is again a serious practical disadvantage.

In conclusion we comment on the usefulness of the Rayleigh-Ritz algorithm for the solution of the problems with which we have been primarily concerned, two-point boundary value problems in ordinary differential equations, in comparison with other algorithms. Broadly speaking, numerical algorithms for these problems approximate the solution in one of two ways, either in terms of pivotal values (values at a sequence of points) or as a series expansion of the approximate soluticn in terms of prescribed functions. These classifications are not independent, and we have seen that for the Rayleigh-Ritz method a particular choice of prescribed piecewise
polynomial co-ordinate system for a method regarded as being of the second type generates an approximation considered to be a classical example of methods of the first type. Nonetheless, we preserve elements of this classification in our brief comparison of these methods.

A choice between type of method must be made on the basis of required properties of the approximate solution and on the nature of the problem, and its exact solution. If the value of the approximate solution may be required at many arbitrary points, then a series expansion is frequently to be preferred. Further, we have seen that if the exact solution of a problem is sufficiently smooth, polynomial expansions are appropriate, and whilst this remark has been made here in the contert of the Rayleigh-Ritz method it remains largely true for other series expansion methods. Pivotal methods, whether of the 'shooting' or 'boundary' type, are well suited to problems with solutions which are not known to be smooth, and these methods, particularly 'shooting' methods are often very readily applied to very general ordinary differential equations.

Of the methods for the determination of series expansion approximations to the solution of ordinary differential equations we comment only upon the more popular ones. These are the direct power series expansion method, the method of collocation and the least squares method in both its continuous and discrete forms, together with the Rayleigh-Ritz or Galerkin methods.

The direct power series expansion method, usually applied in terms of Chebyshev series (Lanczos (3)) is regarded as a method appropriate to the solution of linear equations with particularly simple coefficients, and is out of place when considered for a
wider class of problems.
The least squares method may be applied in two forms, corresponding to the choice of an integral least squares norm, or a discrete semi-normo In the former case the resulting least squares equations for the linear differential equation $L y=f$ are equivalent to those obtained by applying the Rayleigh-Ritz method to the differentiai equation $L^{*} L_{y}=L^{*} \mathrm{P}$ where $L^{*}$ denotes the conjugate operator to $L$ (Mikhlin and Smolitskiy (1), p.226). In view of this similar difficulties regarding the selection of co-ordinate systems can be encountered in the least squares method and in the Rayleigh-Ritz method. However, one of the criteria applied to this selection of the co-ordinate system in the Rayleigh-Ritz case, that $\|_{n}-y_{n} \rightarrow 0$ as $n \rightarrow \infty$, where \|.\| denotes a norm other than the energy norm, does not apply in the least squares case, where $\left\|L_{y_{n}}-f\right\|_{2} \rightarrow 0$ as $n \rightarrow \infty$ from the definition of the least squares approximation. On the other hand, convergence of the least squares approximation $y_{n}(x)$ to the true solution $y(x)$ requires more restrictive differentiability assumptions on the true solution $\bar{y}(x)$ and on elements of the co-ordinate system than is the case for RayleighRitz calculations.

The difficulties of numerical quadrature which are apparent in the evaluation of matrix and vector elements for both the RayleighRitz and continuous least squares methods are avoided by the discrete least squares method and by the collocation method (Wright (1), Clenshaw and Norton (1)), both of which are powerful algorithms for the solution of problems of the type we have considered. In particular there are powerful convergence results for the collocation method (Karpilovskaja (1)), for linear equations, comparable with the
results convergence of the Rayleigh-Ritz method using polynumial basis functions, given in Chapter Two. These include convergence results for the derivatives of the approximate solution up to and including the order of the differential equation. In view of these results, and the well known observation that the collocation method is a particular sase of the discrete least squares method, We acknowledge the efficiency of the collocation method for linear equations. For non-linear equations such resulis have not been found in the Iiterature.

We have shown therefore the power of the Rayleigh-Ritz method for the solution of linear and mildy non-linear boundary value problems in ordinary differential equations, and extended known results for this method in a number of directions. Though extensions of some of these results into the field of partial differential equations have been outlined, it is clear that further research in these areas remains to be undertaken.
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## Appendix A

Additional Numerical Experiments concerning the

Stability of the Rayleigh-Ritz method

## for Linear Differential Equations

Behaviour of the Solution Vector and the Approrimate Solution

$$
\phi_{i}=\frac{\sqrt{2}}{\pi} \sin i \pi x
$$

| $n$ | 2 | 3 | 7 | 8 | 11 | 12 | Exact |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{e}_{n}$ | $3.067046{ }^{\prime}-2$ | 8.543193 ${ }^{\text {d }}$ - | 2.059637'-3 | 2.059757'-3 | 5.676150'-4 | 5.675553'-4 |  |
| $e_{n}$ | $3.067016^{\prime}-2$ | $8.543073^{\circ}-3$ | 2.059101'-3 | 2.059101'-3 | $5.638599^{\circ}-4$ | 5.638599 ${ }^{\circ}-4$ |  |
| $a_{n}^{n}(i)$ | $\begin{aligned} & -1.258719^{\prime}+0 \\ & +2.551434^{\circ}-7 \end{aligned}$ | $\begin{aligned} & -1.258719^{\prime}+0 \\ & +3.906468^{\prime}-7 \\ & -1.880712^{\prime}-1 \end{aligned}$ | -1.258719'+0 | $-1.258719^{1}+0$ | $-1.258719^{\prime}+0$ | $-1.258719^{\circ}+0$ | $-1.258719^{\circ}+0$ |
|  |  |  | +4.369090'-7 | +4.369123 ${ }^{\prime}-7$ | +4.871040'm | +4.871049'-7 | 0 |
|  |  |  | -1.880712'-1 | -1.880712'-1 | -1.880712'-1 | -1.880712'-1 | -1.880707'-1 |
|  |  |  | +1.325641 ${ }^{\prime}$-6 | +1.325642'-6 | +1.364883'-6 | +1.364884-6 | 0 |
|  |  |  | -6.962626'-2 | -6.962626 ${ }^{\text {- }}$ 2 | -6.962633 ${ }^{\prime}-2$ | -6.962633'-2 | $-6.962561^{\prime}-2$ |
|  |  |  | +3.415361'-6 | +3.415366 ${ }^{\text { }}$-6 | +3.489104 ${ }^{\prime}-6$ | +3.489023'-6 | 0 |
|  |  |  | -3.580279'-2 | -3.580279'-2 | -3.580123'-2 | -3.580123'-2 | -3.580304'-2 |
|  |  |  |  | +2.202146 ${ }^{\prime}$-6 | +2.296201'-6 | +2.297730'-6 | 0 |
|  |  |  |  |  | -2.176207'-2 | -2.176207'-2 | -2.172907 ${ }^{\circ}-2$ |
|  |  |  |  |  | +1.693847'-6 | +1.678460'-6 | 0 |
|  |  |  |  |  | -1.429344'-2 | -1.429344'-2 | -1.456988'-2 |
|  |  |  |  |  |  | +6.771289 ${ }^{\prime} 7$ | 0 |

Behaviour of the Solution Vector and the Approrimate Solution

|  | Problem L2 |  |  |  | $\phi_{i}=x^{i}(1-x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | 8.018374'-3 | $6.729363^{\prime}-5$ | 8.434054'-5 | 4.559753'-5 | 8.267164'-5 | $8.088347^{1}-5$ |
|  | $-2.204382^{\prime}+0$ | $-2.348120{ }^{\prime}+0$ | $-2.345106^{1}+0$ | $-2.347199^{\circ}+0$ | -2.343614'+0 | $-2.343832^{t}+0$ |
|  | $-2.938764^{\prime}-5$ | +7.042962'-1 | +6.031696'-1 | +6.257339'-1 | +5.469805'-1 | +5.496667 ${ }^{1}-1$ |
|  |  | $-7.043280^{\prime}-1$ | +2.168700'-1 | +3.652343'-1 | +7.863547 ${ }^{\prime}-1$ | +8.218269'-1 |
|  |  |  | $-3.492091^{\prime}+0$ | $-5.729425^{\prime}+0$ | $-5.296747^{\prime}+0$ | $-6.221701^{\prime}+0$ |
|  |  |  | $+6.312297^{1+0}$ | +1.518153'+1 | +4.583859 ${ }^{\prime}+0$ | +1.162742 ${ }^{\prime}+1$ |
| $a_{n}^{\prime \prime}(i)$ |  |  | $-5.402607^{1}+0$ | $-2.127252^{\prime}+1$ | +1.663523'+1 | $-9.521029^{\prime}+0$ |
| ${ }_{n}(1)$ |  |  | +1.760405 ${ }^{\prime}+0$ | +1.513413 ${ }^{1}+1$ | -4.657511'+1 | +5.466616 ${ }^{\prime}+0$ |
|  |  |  |  | $-4.310890^{\prime}+0$ | $+4.025767^{1}+1$ | $-1.076542^{\prime}+1$ |
|  |  |  |  |  | $-1.072923^{\prime}+0$ | +6.026103 ${ }^{\prime}+0$ |
|  |  |  |  |  | -1.647729'+1 | +1.732836 ${ }^{\text {+ }}+1$ |
|  |  |  |  |  | +6.604581'+0 | $-2.377923^{1}+1$ |
|  |  |  |  |  |  | +8.461565'+0 |

Problem L3

| Problem L3 |  |  |  |  | $\phi_{i}=\frac{\sqrt{2}}{i \pi} \sin i \pi x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | $9.993731^{1}-3$ | $2.412616^{\prime}-3$ | $2.801417^{\circ}-4$ | $2.908110^{8}-4$ | $2.669095^{\circ}-4$ | $2.600550^{\prime}-4$ |
| $a_{n}^{n}(i)$ | +4.638341 ${ }^{\prime}-1$ | +4.649453 ${ }^{\circ}-1$ | +4.650508 ${ }^{\circ}-1$ | +4.650483'-1 | +4.650617 ${ }^{\circ}-1$ | +4.650608 ${ }^{1} 1$ |
|  | -6.225671'-3 | +1.306083 ${ }^{\prime}-3$ | +1.774430'-3 | +1.772947 ${ }^{\circ}$ - | +1.813214 -3 | +1.812832 ${ }^{\circ}-3$ |
|  |  | +5.296903 ${ }^{\circ}-2$ | +5.324144 ${ }^{\circ}-2$ | +5.323769'-2 | +5.326077 ${ }^{5}-2$ | +5.325992'-2 |
|  |  |  | +1.448819'-3 | +1.446035 ${ }^{\prime}$-3 | +1.508326 ${ }^{\prime}-3$ | +1.507817 ${ }^{\prime}$-3 |
|  |  |  | +1.933184'-2 | +1.937292'-2 | +1.941706 ${ }^{\prime}$-2 | +1.941581'-2 |
|  |  |  | +6.446225 ${ }^{\prime}-4$ | +5.347889'-4 | +7.778537'-4 | +7.770825 ${ }^{\prime}-4$ |
|  |  |  | +9.860436 ${ }^{\prime}-3$ | +9.797393 ${ }^{\circ}-3$ | +9.942493'-3 | +9.940273 ${ }^{\circ}-3$ |
|  |  |  |  | +4.550586'-4 | +4.405113'-4 | +4.380696 ${ }^{\prime}-4$ |
|  |  |  |  |  | +6.022375'-3 | +6.016566 ${ }^{\prime}-3$ |
|  |  |  |  |  | +2.348949'-4 | +2.360584'-4 |
|  |  |  |  |  | +3.922856'-3 | +3.883826 ${ }^{\prime}-3$ |
|  |  |  |  |  |  | -3.211936 ${ }^{\prime}-4$ |


Behaviour of the Solution Vector and the Approximate Solution

| n | 2 | 3 | 7 | 8 | 11 | 12 | Exact |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{\theta}_{n}$ | $3.067016^{\prime}-2$ | 8.543014'-3 | $2.059400{ }^{\prime}-3$ | 2.059518'-3 | 5.679726'-4 | 5.679130'-4 |  |
| $\mathrm{a}_{n}^{n}(\mathrm{i})$ | -5.666235 ${ }^{\circ}-1$ | -5.666235'-1 | -5.666235 ${ }^{\circ}-1$ | -5.666235'-1 | -5.666235'-1 | -5.666235 ${ }^{\text {-1 }}$ | -5.666234'-1 |
|  | +1.026310'-7 | +1.362118 ${ }^{\prime}-7$ | +1.474327'-1 | +1.474336 ${ }^{6}-1$ | +1.587446'-7 | -1.587449 ${ }^{\circ}-7$ | 0 |
|  |  | -2.822056 ${ }^{\circ}-2$ | -2.822054'-2 | -2.822054 ${ }^{\prime}-2$ | -2.822054 ${ }^{\circ}-2$ | -2.822054 ${ }^{\text {² }}$ | $-2.822057{ }^{\prime} \times 2$ |
|  |  |  | +1.487271'-7 | +1.487273'-7 | +1.518779'-7 | +1.518781 ${ }^{1}-7$ | 0 |
|  |  |  | -6.268568'-3 | -6.268568'-3 | -6.268579'-3 | -6.268579 ${ }^{\text {- }}$ - | -6.2685:5\%-3 |
|  |  |  | +2.509243'-7 | +2.509246'-7 | +2.566941 ${ }^{\text {- }}$ - | +2.566873'-7 | 0 |
|  |  |  | -2.302469'-3 | -2.302469 ${ }^{\prime}-3$ | -2.302368'-3 | -2.302368 ${ }^{\text {² }}$ - | -2.302434'-3 |
|  |  |  |  | +1.273960'-7 | +1.328447'-7 | +1.329424 ${ }^{\circ}-7$ | 0 |
|  |  |  |  |  | -1.088488'-3 | -1.0884888 -3 | -1.086836 - - 3 |
|  |  |  |  |  | +6.709620 ${ }^{\circ}-8$ | +6.630965 ${ }^{\text {- }}$ | 0 |
|  |  |  |  |  | -5.849362 ${ }^{\circ}-4$ | -5.849362 -4 | -5.962506 ${ }^{\circ} 4$ |
|  |  |  |  |  |  | +2.884520'-8 | 0 |

Table A.V
Behaviour of the Solution Vector and the Approximate Solution

Behaviour of the Solution Vector and the Approximate Solution

| Problem L3 |  |  |  |  | $\phi_{i}=\sin i \widetilde{l} x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | 9.994327 ${ }^{\circ}-3$ | $2.413152^{\circ}-3$ | 2.786516 ${ }^{\circ}-4$ | $2.890825^{\text { }}-4$ | $2.664327^{\text {² }}$-4 | $2.595782^{\circ}-4$ |
| $a_{n}^{\prime \prime}(1)$ | +2.087971'-1 | +2.092974'-1 | +2.093446 ${ }^{\circ}-1$ | +2.093434 ${ }^{\text {- }}$ - | +2.093492-1 | +2.093488 ${ }^{\prime}-1$ |
|  | -1.401453 ${ }^{\prime}-3$ | +2.937775 ${ }^{\circ}-4$ | +3.991916 ${ }^{1}-4$ | +3.988593 ${ }^{1}-4$ | +4.079239'-4 | +4.078368 ${ }^{\circ}-4$ |
|  |  | +7.948096 ${ }^{1}-3$ | +7.988974'-3 | +7.988419 ${ }^{\prime}-3$ | +7.991891-3 | +7.991756 ${ }^{\circ}-3$ |
|  |  |  | +1.630371'-4 | +1.627237'-4 | +1.697341 ${ }^{1}-4$ | +1.696766 ${ }^{\prime}-4$ |
|  |  |  | +1.744966'-3 | +1.744163'-3 | +1.748138'-3 | +1.748024 ${ }^{\prime}-3$ |
|  |  |  | +4.835539 ${ }^{\text {P }}$-5 | +4.761746'-5 | +5.835093 ${ }^{\prime}-5$ | +5.829300'-5 |
|  |  |  | +6.341049'-4 | +6.300499'-4 | +6.393810'-4 | +6.392381'-4 |
|  |  |  |  | -2.561006'-5 | +2.478292'-5 | +2.464550'-5 |
|  |  |  |  |  | +3.012220'-4 | +3.009314'-4 |
|  |  |  |  |  | +1.057282'-5 | +1.062521'-5 |
|  |  |  |  |  | +1.605317 ${ }^{1}-4$ | +1.589340'-4 |
|  |  |  |  |  |  | -1.205196'-5 |

Table A.VII

| Problem L3 |  |  |  |  | $\phi_{i}=\frac{(i+1)^{i+1}}{i^{i}} x^{i}(1-x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | 3.973841'-4 | $2.596974^{\circ}-4$ | 1.235604'-4 | $1.617074^{\prime}-4$ | $1.828669^{\circ} \sim 4$ | $2.561211^{\circ}-4$ |
| $\mathrm{a}_{n}^{\prime \prime}(\mathrm{i})$ | +2.040166 ${ }^{\circ}-1$ | +2.052860 ${ }^{\circ} 1$ | +2.065733 - - | +2.067685 ${ }^{\text {- }}$ - | +2.085866 ${ }^{1-1}$ | +2.032431 ${ }^{\text {P }}$-1 |
|  | -1.289450'-3 | -4.717405 ${ }^{\circ}-3$ | -2.082940'-2 | -1.335302'-2 | -4.088303:-2 | +4.349186 ${ }^{\circ}-2$ |
|  |  | +2.305782 ${ }^{\text {- }}$ - | +7.458947 ${ }^{\circ}-3$ | +1.861542'-2 | +1.772055'-1 | -3.218552'-1 |
|  |  |  | +1.720487'-2 | -1.081941 ${ }^{\text {- }}$ - | -4.340974'-1 | +9.542376 ${ }^{\prime}-1$ |
|  |  |  | -4.092942'-2 | -4.328237'-2 | +4.946390'-1 | $-1.270512^{\prime}+0$ |
|  |  |  | +3.336322'-2 | +7.499170'-2 | -6.647415'-3 | +3.320995'-1 |
|  |  |  | -9.997639'-3 | -5.531494'-2 | -5.625248'-1 | +1.112635'+0 |
|  |  |  |  | +1.550595'-2 | +4.936668'-1 | $-1.5336851+0$ |
|  |  |  |  |  | -8.754467'-2 | +1.096158'+0 |
|  |  |  |  |  | -5.737963'-2 | -5.845233'-1 |
|  |  |  |  |  | +1.782958'-2 | +1.752035'-1 |
|  |  |  |  |  |  | -3.627368'-3 |

Behaviour of the Solution Vector and the Approximate Solution

| Problem L2 |  |  |  |  | $\phi_{i}=x(1-x) \mathrm{T}_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}$ | 7.512092'-3 | $6.848570^{\circ}-5$ | 1.609325'-6 | 2.443790'-6 | $2.980231^{\prime}-6$ | $2.741811^{\prime-6}$ |
| $a_{n}^{\prime \prime}(i)$ | $-2.204399^{\prime}+0$ | $-2.260107^{\prime}+0$ | $-2.260634^{\prime}+0$ | $-2.260634^{\prime}+0$ | $-2.260646^{\prime}+0$ | $-2.260646^{\prime}+0$ |
|  | $-3.046706-6$ | $-3.288793^{\circ}-6$ | -2.032014'-5 | $-4.714167^{\prime}-5$ | -8.884820'-5 | $-1.451001^{\prime}-4$ |
|  |  | $-8.805703^{\prime}-2$ | -8.903860'-2 | $-8.903860^{\prime}-2$ | $-8.906525^{\prime}-2$ | $-8.906531^{\prime}-2$ |
|  |  |  | -1.481899'-5 | -4.010117'-5 | $-8.025800^{\circ}-5$ | -1.350449 ${ }^{\circ}-4$ |
|  |  |  | -7.269900'-4 | -7.269906 ${ }^{\circ}-4$ | -7.521975 ${ }^{\circ}-4$ | -7.522000'-4 |
|  |  |  | -8.882419'-6 | -3.077652 ${ }^{1}-5$ | $-6.764875^{\prime}-5$ | -1.193898 ${ }^{\circ}-4$ |
|  |  |  | -3.819528'-6 | $-3.819528^{\prime}-6$ | -2.635270 ${ }^{\circ}-5$ | $-2.635325^{\circ}-5$ |
|  |  |  |  | -1.557500 -6 | $-4.690210^{\circ}-5$ | $-9.371082^{\circ}-5$ |
|  |  |  |  |  | -1.810425 ${ }^{\circ}-5$ | -1.810511'-5 |
|  |  |  |  |  | -2.199219 ${ }^{\circ}-5$ | -6.129839'-5 |
|  |  |  |  |  | -9.370720'-6 | -9.371147 ${ }^{1}-6$ |
|  |  |  |  |  |  | -2.735282'-5 |

Behaviour of the Solution Vector and the Approrimate Solution

| Problem L2 |  |  | $\phi_{i}=x(1-x) P_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 |
| $\overline{e s}_{n}(x)$ | $8.018791^{\circ}-3$ | $6.818769^{8}-5$ | $1.370906^{\circ}-6$ | $1.490116^{3}-6$ |
| $a_{n}^{n}(i)$ | $-2.204399^{\circ}+0$ | $-2.230754^{8}+0$ | $-2.230906^{\circ}+0$ | $-2.230906^{\circ}+0$ |
|  | -3.247331 - 6 | $-3.460043^{\prime}-6$ | -6.737194'-6 | -7.879636'-6 |
|  |  | -1.174072'-1 | -1.181630'-1 | -1.181630 -1 |
|  |  |  | -7.404697-6 | -1.007034'-5 |
|  |  |  | -1.328536'-3 | -1.328536'-3 |
|  |  |  | -3.97102'-6 | -8.159448'-6 |
|  |  |  | -9.592214 - ${ }^{\text {- }}$ | -9.592258'-6 |
|  |  |  |  | -5.673747 ${ }^{2}$-6 |

Table A. X

| Problem | our of the S | Vector and th | ximate Soluti $\phi_{i}($ | $\overline{i+1} \int_{0}^{x} P_{i}(t) d t$ |
| :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 |
| $\bar{e}_{n}(x)$ | $8.019148^{\circ}-3$ | $6.800886^{\prime}-5$ | 1.072883 ${ }^{\prime}-6$ | $+1.251697^{\circ}-6$ |
|  | $+1.272711^{\circ}+0$ | +1.274372 ${ }^{\text {+ }}$ +0 | 1. $274372^{\prime}+0$ | +1.274372 ${ }^{1}+0$ |
|  | +1.484564 ${ }^{\prime}$-6 | +1.575626 ${ }^{\prime}$-6 | +1.621495 ${ }^{\prime}$-6 | +1.621509 ${ }^{\text {-6 }}$ |
|  |  | +5.325417'-2 | +5.326225 ${ }^{\prime}$-2 | +5.326225'-2 |
|  |  |  | +2.304838'-6 | +2.304959 ${ }^{\text {-6 }}$ |
| $a^{\prime \prime}(\mathrm{i})$ |  |  | +6.660175'-4 | +6.660175'-4 |
|  |  |  | +1.968203 ${ }^{\prime}-6$ | +1.981231'-6 |
|  |  |  | +7.112133'-6 | +7.112155 ${ }^{\circ}$-6 |
|  |  |  |  | +2.934978 ${ }^{\circ}-6$ |


| Problem | haviour of the L2 |  | $\phi_{i}(x)=\int_{0}^{x}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 |
| $\bar{\theta}_{\mathrm{n}}(\mathbf{x})$ | $8.018791^{\text { }}-3$ | $6.830691^{\circ}-5$ | $1.311302^{8}-6$ | $1.490116^{\circ}-6$ |
| $a_{n}^{n(i)}$ | +2.204399 ${ }^{\text {+ }}$ 0 | +2.207274' ${ }^{\text {+ }}$ | +2.207274 ${ }^{\text {+ }} 0$ | +2.207274 ${ }^{\text {+ }}$ + |
|  | +3.334250 ${ }^{\circ}-6$ | +3.537141 ${ }^{\text {² }}$-6 | +3.638447'-6 | +3.638483 ${ }^{\text {- }}$ 6 |
|  |  | +1.408944 ${ }^{\prime}$-1 | +1.409158'-1 | +1.409158 ${ }^{\circ}-1$ |
|  |  |  | +6.817412'-6 | +6.817807'6 |
|  |  |  | +2.209962'-3 | +2.209962'-3 |
|  |  |  | +7.041765 ${ }^{\text {- } 6}$ | +7.092304 ${ }^{\text {- } 6}$ |
|  |  |  | +2.857999'-5 | +2.858006 ${ }^{\circ}-5$ |
|  |  |  |  | +1.301981'-5 |

Table A.XII
Behaviour of the Solution Vector and the Approximate Solution

| Problem L2 |  |  |  | Orthonormal Basis from $\phi_{i}=x^{i}(1-x)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}(x)$ | $8.018493{ }^{\circ}-3$ | $6.014105^{8}-5$ | $3.486871^{19}-5$ | $6.479023^{\circ}-5$ | $6.163716^{\text {: }}$-4 | $5.082487^{10-4}$ |
| $\underline{a}^{\prime \prime}{ }_{n}(\mathrm{i})$ | $-1.505888^{\text {i }}+0$ | $-1.505888^{9}+0$ | $-1.505888^{\circ}+0$ | $-1.505888^{8}+0$ | $-1.505888^{\circ}+0$ | $-1.505888^{\circ}+0$ |
|  | -8.583068 ${ }^{\circ}-6$ | -8.583068 ${ }^{\circ}-6$ | -8.583068 ${ }^{\circ}-6$ | -8.583068:-6 | -8.583-68'-6 | $-8.583068^{\circ}-6$ |
|  |  | -5.437374 ${ }^{\text {e }}$ - | -5.437374'-2 | -5.437374'-2 | -5.437374 ${ }^{\text {- }}$ 2 | -5.437374 ${ }^{\circ}-2$ |
|  |  |  | -4.005432'-5 | -4.005432'-5 | -4.005432'-5 | $-4.005432^{\prime}-5$ |
|  |  |  | -6.103515'-4 | -6.103515-4 | -6.103515 ${ }^{\circ}-4$ | -6.103515 ${ }^{\text {- }}$ - |
|  |  |  | -1.525879 ${ }^{-4}$ | -1.525879'-4 | -1.525879 - 4 | -1.525879 ${ }^{1}-4$ |
|  |  |  | -3.051757'-4 | -3.051757'-4 | -3.051757 ${ }^{1}-4$ | -3.051757'-4 |
|  |  |  |  | +9.307856'-4 | +9.307856 ${ }^{1}-4$ | +9.307856 ${ }^{\prime}-4$ |
|  |  |  |  |  | -2.578735'-3 | -2.578735'-3 |
|  |  |  |  |  | -4.048346 ${ }^{1}-3$ | -4.048346'-3 |
|  |  |  |  |  | +1.039505'-3 | +1.039505 ${ }^{\prime}-3$ |
|  |  |  |  |  |  | +3.342627'-3 |


|  | Orthogonal Combination Matrix $c^{\top}: n=7$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Problem L2 |  |

Table A.XIV
Behaviour of the Solution Vector and the Approximate Solution

| Problem S2 |  |  |  |  | $X_{i}(x)=\frac{\sqrt{2}}{i \pi} \sin i \overrightarrow{1} x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{\theta}_{n}(x)$ | $6.527401{ }^{1}-3$ | $5.923725^{\circ}-3$ | $1.535866^{\prime}-3$ | $1.139778^{\circ}-3$ | $7.211637^{6}-4$ | 4.667527 ${ }^{\text {- }}$-4 |
| $a_{n}^{\prime \prime \prime}(i)$ | -1.883149 ${ }^{\circ}-1$ | -1.895375 ${ }^{\circ}-1$ | -1.931626 ${ }^{\circ}-1$ | -1.933572 -1 | -1.935239 -1 | -1.935703 -1 |
|  | +9.572040'-2 | +9.513211'-2 | +8.831941'-2 | +8.795130'-2 | +8.763456 ${ }^{\circ}-2$ | +8.754694 ${ }^{\circ}-2$ |
|  |  | +8.788853'-3 | -1.533694'-3 | $-2.085970^{\circ}-3$ | -2.559677'-3 | -2.691058'-3 |
|  |  |  | +2.987747'-2 | +2.914348'-2 | +2.851251 ${ }^{1}-2$ | $+2.833767^{\circ}-2$ |
|  |  |  | +4.360727'-3 | +3.441324 ${ }^{\prime}-3$ | +2.652891'-3 | +2.434248 ${ }^{\prime}-3$ |
|  |  |  | +1.697441-2 | +1.587457'-2 | +1.492863'-2 | +1.466572'-2 |
|  |  |  | +5.427565'-3 | +4.137191'-3 | +3.033392 ${ }^{\prime}-3$ | +2.727323 ${ }^{-3}$ |
|  |  |  |  | +1.101873'-2 | +9.755838'-3 | +9.420480 -3 |
|  |  |  |  |  | +3.026842'-3 | +2.632835'-3 |
|  |  |  |  |  | +7.336101'-3 | +6.757706 ${ }^{\text {- }}$ - |
|  |  |  |  |  | +2.972543'-3 | +2.497274 ${ }^{\text {P }}$ - |
|  |  |  |  |  |  | +6.175361'-3 |

Behaviour of the Solution Vector and the Approximate Solution

| Problem S2 |  |  |  |  | $\emptyset_{i}(x)=x^{i}(1-x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}(x)$ | $5.803226{ }^{\text {² }}$ - 3 | $1.720130^{\circ}-3$ | $3.876723^{\circ}-4$ | $3.894865^{\circ}-4$ | $3.223009^{\prime}-4$ | $2.186298^{\circ-4}$ |
| $a_{n}^{n}(i)$ | -9.375005 ${ }^{\circ}-2$ | -5,000058 ${ }^{\circ}-2$ | $-5.526549^{\circ}-4$ | $-4.014935{ }^{?}-4$ | -2.169546-2 | $-8.558641^{8}-3$ |
|  | $-4.687501{ }^{\circ}-1$ | -7.749965 ${ }^{\prime}-1$ | $-1.843196^{\prime}+0$ | $-1.848973^{\circ}+0$ | $-1.129760^{\circ}+0$ | $-1.573131^{1}+0$ |
|  |  | $+3.499961^{\prime}-1$ | +7.165195 ${ }^{\prime}+0$ | +7.230227 ${ }^{\text {+ }}$ + | +8.122797 ${ }^{\prime}+1$ | +4.730925' +0 |
|  |  |  | $-2.048207^{\prime+1}$ | $-2.081726^{\prime}+1$ | +2.663888 ${ }^{\prime}+0$ | $-1.153619^{r}+1$ |
|  |  |  | +3.233145'+1 | +3.323843' ${ }^{\prime}$ +1 | $-3.215400^{\prime}+0$ | +1.992294 ${ }^{\prime}+1$ |
|  |  |  | $-2.568568{ }^{\prime}+1$ | -2.701338'+1 | $-1.720487^{\prime}+1$ | $-3.217942^{\prime}+1$ |
|  |  |  | +8.026410' +0 | +9.018657'+0 | +3.943324 ${ }^{\text {+ }} 1$ | $+4.319787^{\prime}+1$ |
|  |  |  |  | -2.961196'-1 | $-1.035058^{\prime}+1$ | $-2.166500^{\prime}+1$ |
|  |  |  |  |  | $-4.195680^{\prime}+1$ | $-1.888598^{\prime}+1$ |
|  |  |  |  |  | +4.288789' +1 | +1.369080' +1 |
|  |  |  |  |  | $-1.241240^{\prime}+1$ | $+1.431690^{\circ}+1$ |
|  |  |  |  |  |  | $-1.052300^{\prime}+1$ |

Table A.XVI
Behaviour of the Solution Vector and the Approximate Solution

| Problem S2 |  |  |  |  | $\phi_{i}(x)=x(1-x) T_{i-1}^{*}(x)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | 2 | 3 | 7 | 8 | 11 | 12 |
| $\bar{e}_{n}(x)$ | $5.803446^{\circ}-3$ | $1.720237^{\circ}-3$ | 9.139300'-5 | $6.333386^{\circ}-5$ | 1.615658 ${ }^{3}-5$ | $1.176447^{\circ}-5$ |
| $\mathrm{a}_{\mathrm{n}}^{\mathrm{n}}(\mathrm{i})$ | -3.281248 ${ }^{\circ}-1$ | -3.062503'-1 | -3.070344 ${ }^{\circ}-1$ | -3.072949 -1 | -3.069368'-1 | -3.069925 ${ }^{\circ}-1$ |
|  | -2.343750'-1 | -2.125003'-1 | -2.261004'-1 | -2.271205'-1 | -2.270883'-1 | -2.273091 ${ }^{\circ}-1$ |
|  |  | +4.374912 ${ }^{\text {- }}$ | +4.475112 ${ }^{\text {d }}$ - | +4.427361'-2 | +4.500172 ${ }^{\text {- }}$ - | +4.489445 ${ }^{\circ}-2$ |
|  |  |  | -1.419412'-2 | -1.521050'-2 | -1.523403'-2 | -1.545480'-2 |
|  |  |  | +6.426192'-3 | +6.071455'-3 | +6.827033'-3 | +6.732291 -3 |
|  |  |  | -2.274219'-3 | -3.249667 ${ }^{\circ}-3$ | -3.371217 ${ }^{-3}$ | -3.590253 ${ }^{\circ}-3$ |
|  |  |  | +1.384596'-3 | +1.207243'-3 | +1.975250'-3 | +1.900259'-3 |
|  |  |  |  | -7.980900'-4 | -1.028812'-3 | -1.241278 ${ }^{1}-3$ |
|  |  |  |  |  | +6.903937'-4 | +6.403994'-4 |
|  |  |  |  |  | -2.819008'-4 | -4.763621'-4 |
|  |  |  |  |  | +2.054354'-4 | +1.824376'-4 |
|  |  |  |  |  |  | -1.494704'-4 |

Table A.XVII



Notes on Figures A.I and A.II

The numbered asterisks shown in these figures have the following significance.

## Fig.A.I

*1 An incorrect large eigenvalue is determined by the numerical procedure for $n=11$.
*2 An incorrect small eigenvalue is determined by the numerical procedure for $n=12$ 。
*3 Incorrect large and small eigenvalues are determined alternately as $n$ increases.

## Fig.A.II

*l An incorrect large eigenvalue is determined by the numerical procedure for $n=13$.
*2 An incorrect small eigenvalue is determined by the numerical procedure for $n=16$.

## Appendix B

## Additional Numerical Experiments <br> concerning the <br> Stability of the Rayleigh-Ritz Method <br> for Mildly non-linear Differential Equations

Behaviour of the Solution Vector and the Approximate Solution

Table B I
Behaviour of the Solution Vector and the Approximate Solution

|  | Problem |  |  |  |  | $\phi_{i}(x)=x(1-x)$ | $)_{i-1}^{*}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | ESTMMATE | 2 | 3 | 4 | 5 | 6 | 10 |
| ${ }^{2}$ |  | $4.234559^{\circ}-4$ | 3.120360'-6 | $3.119472^{\circ}-6$ | $3.424599^{\circ}-8$ | $3.422530^{\circ}-8$ | $8.509098^{\circ}=9$ |
|  | 1.0 | $-4.565084^{\prime}-1$ | -4.591658 ${ }^{\text {c }}$ - 1 | $-4.591658^{\circ}-1$ | $-4.591897^{8}-1$ | -4.591897 ${ }^{\circ}-1$ | $-4.591899^{\circ}-1$ |
|  | 0 | $+6.886373^{\circ}-11$ | $+6.887238^{\circ}-11$ | +1.313644 ${ }^{\text {P }}$-10 | +1.313730 -10 | +1.909028:-10 | +3.042043 -10 |
|  | 0 |  | -4.363775 - 3 | -4.363775 ${ }^{\circ}-3$ | -4.408232 ${ }^{\circ}-3$ | $-4.408232^{\text { }}-3$ | -4.408692 -3 |
|  | 0 |  |  | +4.860495 ${ }^{\text {- }}$-11 | +4.831744 ${ }^{8}-11$ | +1.018942 ${ }^{\prime}-10$ | +2.098215 ${ }^{\circ}-10$ |
| $a_{n}(i)$ | 0 |  |  |  | -3.32375 '-5 | -3.323755'-5 | -3.364178 ${ }^{\prime}-5$ |
|  | 0 |  |  |  |  | $+3.928965^{\circ}-11$ | $+1.355382^{\prime}-10$ |
|  | 0 |  |  |  |  |  | -2.922086'-7 |
|  | 0 |  |  |  |  |  | +7.552395'-11 |
|  | 0 |  |  |  |  |  | -2.846474 -9 |
|  | 0 |  |  |  |  |  | +2.965556'-11 |
|  | ITERATIONS | 8 | 5 | 1 | 3 | 1 | 3 2 3 2 |
| Lo | Precision |  |  |  |  | $\delta_{n}=n .5$ | $10^{-5+n}$ |

Table B II
Behaviour of the Solution Vector and the Approximate Solution

| $\frac{P_{i}{ }^{*}(t) d t}{10}$ |
| :--- |
| $+2.509095^{\prime}-9$ |
| $+1.241750^{\circ}-17$ |
| $+2.639048^{\circ}-3$ |
| $+2.080312^{\circ}-18$ |
| $+3.054202^{\circ}-5$ |
| $-4.397795^{\circ}-18$ |
| $+3.550269^{\circ}-7$ |
| $-2.771491^{\prime}-18$ |
| $+4.125467^{\prime}-9$ |
| $+3.039154^{\prime}-18$ |


| IIERATIONS | 7 | 5 | 1 | 3 | 1 | 3 1 3 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Long Precision |  |  |  |  |  |  |

Behaviour of the Solution Vector and the Approximate Solution
$\phi_{1}(x)=x^{1}(1-x)$

| n | ESTILIATE | 2 | 3 | 4 | 5 | 6 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{n}(0.25)$ |  | -1.486763 ${ }^{\text {-1 }}$ | -1.498608 ${ }^{\circ}-1$ | $-1.511273^{\circ}-1$ | - $1.509089^{8}-1$ | -1.509232 -1 | $-1.50,3307^{\circ}-1$ |
| $y_{n}(0.5)$ |  | -2.399975 ${ }^{\circ}-1$ | $-2.361573^{\circ}-1$ | $-2.362442^{\circ}-1$ | -2.364812 ${ }^{\text {- }}$ - | $-2.364806^{\circ}-1$ | $-2.364674^{2}-1$ |
| $y_{n}(0.75)$ |  | -2.113200 -1 | -2.1224188-1 | $-2.110550^{\circ}-1$ | $-2.108470^{\circ}-1$ | -2.108340 ${ }^{\circ} \mathrm{-l}$ | -2.108453 ${ }^{2}-1$ |
| $a_{n}(i)$ | 1.0 | -6.258907 ${ }^{\circ}-1$ | $-6.958431^{8}-1$ | -6.509554 -1 | -6.587685 ${ }^{\prime}-1$ | $-6.561671^{8}-1$ | $-6.567726^{9}-1$ |
|  | 0 | -6.681989 ${ }^{4}-1$ | -3.297470:-1 | -7.294529 - 1 | -6.206072 - 1 | -6.725118'-1 | -6.568735 ${ }^{\circ}-1$ |
|  | 0 |  | -3.356501'-1 | +5.909725'-1 | +1.572041 ${ }^{\circ}-1$ | +4.679204 ${ }^{\text {e }}$ - | +3.452166 ${ }^{\circ}-1$ |
|  | 0 |  |  | -6.163057 ${ }^{8}-1$ | +3.290605'-2 | -7.426467 ${ }^{\text {- }}$ - | -3.323586'-1 |
|  | 0 |  |  |  | -3.242768'-1 | +5.279804 ${ }^{\text {- }}$ - | -8.611922 -2 |
|  | 0 |  |  |  |  | -3.407206'-1 | -8.728849'-2 |
|  | 0 |  |  |  |  |  | +4.098094 ${ }^{\prime}-1$ |
|  | 0 |  |  |  |  |  | -6.713837'-1 |
|  | 0 |  |  |  |  |  | +4.659514'-1 |
|  | 0 |  |  |  |  |  | -1.472348'-1 |
|  | ITErations | 20* | 17 | 18 | 15 | 14 | 20* |
|  |  |  |  |  |  |  | $\begin{aligned} & 20^{*} \\ & 20^{*} \end{aligned}$ |
| Long P | ecision |  |  |  |  | $\delta_{n}=n .5$ | (5+n) |


Table B V
Behaviour of the Solution Vector and the Approximate Solution


> Table BVI
Behaviour of the Solution Vector and the Approximate Solution

Table B VII
Behaviour of the Solution Vector and the Approximate Solution

$$
\phi_{i}(x
$$


Behaviour of the Solution Vector and the Approximate Solution
Table B IX

Appendix C

On the Order of the Error of a
New Finite Difference Formula.

In this Appendix we consider finite difference approximations of the solution of the ordinary differential equation

$$
\begin{equation*}
y^{\prime \prime}=f(x, y), x \in[0,1] \tag{array}
\end{equation*}
$$

with the boundary conditions

$$
y(0)=y(1)=0
$$

and in particular present a formal analysis of the order of the error of the new finite difference approximation (5.18) proposed in \% 5.1, together with numerical experiments in its use.

We assume that the equation (C 1.1) is such that a variational formulation exists ( $\%$ 2.6), and denoting its solution by $y^{\circ}(x)$ we have

$$
\left.I\left(y^{0}\right) \leq I(y)=\int_{0}^{1}\left\{y^{\prime} 2+2 \int_{0}^{y} f(x, \eta) d\right\}\right\} d x
$$

Applying the Rayleigh-Ritz method to the determination of an approximate solution of the variational problem of the form

$$
\bar{y}(x)=\sum_{i=1}^{n} \bar{y}_{i}^{\prime} w_{i}(x)
$$

where $W_{i}(x)$ are the basis for the subspace of piecewise Hermite polynomials of degree one on a partition

$$
\begin{aligned}
\Pi: \quad 0 & =x_{0}<x_{1} \ldots<x_{n+1}=1 \\
x_{i} & =i x h \quad h=1 / n+1
\end{aligned}
$$

leads to the equations (Herbold (1))

$$
\begin{array}{r}
\frac{\bar{y}_{i+1}-2 \bar{y}_{i}=\bar{y}_{i-1}}{h}=\int_{x_{i-1}}^{x_{i+1}} f(x, \bar{y}(x)) w_{i}(x) d x \ldots\left(\begin{array}{l}
\text { (1.2) }
\end{array}\right. \\
1=1, \ldots, n .
\end{array}
$$

Herbold shows that if the integral of (C1.2) is expressed as

$$
\begin{aligned}
& \int_{x_{i-1}}^{x_{i+1}} f(x, \bar{y}(x)) w_{i}(x) d x \\
&=\int_{x_{i-1}}^{x_{i}} f(x, \bar{y}(x)) w_{i}(x) d x+\int_{x_{i}}^{x_{i+1}} f(x, \bar{y}(x)) w_{i}(x) d x
\end{aligned}
$$

and each term approximated by the trapezium rule, then the familiar second order finite difference formula

$$
\begin{equation*}
\frac{\tilde{y}_{i+1}-2 \widetilde{y}_{i}+\widetilde{y}_{i-1}}{h^{2}}=f\left(x_{i}, \tilde{y}_{i}\right) \tag{array}
\end{equation*}
$$

is deduced, and similarly, that if the integrand $f(x, \bar{y}(x)) \cdot w_{i}(x)$ is approximated by $\bar{P}(x, \bar{y}(x)) \cdot w_{i}(x)$, where $\bar{P}(x, y)$ is the quadratic polynomial satisfying

$$
\bar{f}\left(x_{j}, \bar{y}_{j}\right)=f\left(x_{j}, \bar{y}_{j}\right) \quad, \quad j=i-1, i, i+1
$$

and the integration performed, the fourth order Mehrstellenverfarhen scheme (Collatz (1)) results; $\mathbf{i}_{0}$.

$$
\begin{aligned}
\frac{y_{i+1}^{+}-2 y_{i}^{+}+y_{i-1}^{+}}{h^{2}}=\frac{1}{12}\left(f\left(x_{i-1}, y_{i-1}^{+}\right)\right. & +10 f\left(x_{i}, y_{i}^{+}\right) \\
& \left.+f\left(x_{i+1}, y_{i+1}^{+}\right)\right) \quad \ldots\left(\begin{array}{l}
\text { ( } 1.4
\end{array}\right)
\end{aligned}
$$

The new scheme may be derived in at least two ways. Trivially, we may choose to approximate the integral of (C 1.2) by Simpson's Rule (which is consistent in the sense of Herbold (1)) to get

$$
\begin{array}{r}
\frac{\hat{y}_{i+1}-2 \widehat{y}_{i}+\hat{y}_{i-1}}{h^{2}}=\frac{1}{6}\left(f\left(x_{i-1}, \hat{y}_{i-1}\right)+4 f\left(x_{i}, \hat{y}_{i}\right)\right. \\
+f(x) \hat{v}))
\end{array}
$$

$$
\left.+f\left(x_{i+1}, \hat{y}_{i+1}\right)\right) \quad \ldots\left(c_{1.5}\right)
$$

Less arbitrarily, we consider the case in which

$$
f(x, y) \quad=\quad k y+g(x, y)
$$

where $k$ is a constant, including linear equations of this type automatically. Integrating the right hand side of (C 1.2) exactly yields

$$
\begin{aligned}
& \int_{x_{i-1}}^{x_{i+1}} f(x, y) \cdot w_{i}(x) d x=\int_{x_{i-1}}^{x_{i+1}}(k y+g(x, y)) \cdot w_{i}(x) d x \\
& =\frac{h k}{6}\left(y_{i-1}+4 y_{i}+y_{i+1}\right)+\int_{x_{i-1}}^{x_{i+1}} g(x, y) d x
\end{aligned}
$$

The motivation for Simpson's rule approximation of the remaining integral term is clearly apparent, leading again to (C 1.5).

As indicated in $\% 5.1$, it is clear that this new finite difference formula has an error of order $h^{2}$ with leading coefficient opposite in sign from that of (C 2.3) from the relation between (C 2.3), ( $C_{1.4}$ ), ( $\mathrm{C}_{1.5}$ ) and the known orders of accuracy of the established methods. We present here a verification of this in terms of a formal error analysis for linear equations of the form

$$
y^{\prime \prime}+k(x) y+f(x)=0
$$

and write ( $C 1.3$ ) and (C 1.5) in the forms

$$
\frac{\tilde{y}_{i-1}-2 \tilde{y}_{i}+\tilde{y}_{i+1}}{h^{2}}+k_{i} \tilde{y}_{i}+f_{i}=0
$$

and

$$
\frac{\hat{y}_{i-1}-2 \hat{y}_{i}+\hat{y}_{i+1}}{h^{2}}+\frac{1}{6}\left(k_{i-1} \hat{y}_{i-1}+4 k_{i} \hat{y}_{i}+k_{i+1} \widehat{y}_{i+1}\right)=0
$$

To consider the errors of these approximations, we write

$$
\begin{aligned}
& \hat{E}_{i}=y^{0}\left(x_{i}\right)-\tilde{y}_{i} \\
& \hat{E}_{i}=y^{0}\left(x_{i}\right)-\hat{y}_{i}
\end{aligned}
$$

Then

$$
k_{i} \tilde{\varepsilon}_{i}=-\left(\left.y^{0^{\prime \prime}}\right|_{x_{i}}-\frac{y_{i-1}-2 y_{i}+y_{i+1}}{h^{2}}\right)
$$

and, as is well known, this results in

$$
\begin{align*}
k_{i} \ddot{E}_{i} & =-\left.2 \sum_{j=1}^{\infty} \frac{h^{2 j} y^{o(2 j+2)}}{(2 j+2)!}\right|_{x=x_{i}} \\
& =-2 S(y 9 \tag{C1.6}
\end{align*}
$$

which we take to be the definition of $S\left(y^{\circ}\right)$. Similarly, for $\hat{\varepsilon}_{1}$, we can write

$$
\begin{array}{r}
-2 s\left(y^{9}+k_{i} \hat{\varepsilon}_{i}-\frac{1}{6}\left(k_{i-1} \hat{y}_{i-1}-2 k_{i} \hat{y}_{i}+k_{i+1} \hat{y}_{i+1}\right)\right. \\
+\left(f_{i-1}-2 f_{i}+f_{i+1}\right)=0
\end{array}
$$

Assuming $y^{o(i v)}$ to be continuous, we can write

$$
\begin{aligned}
y^{o(i v)}(x)= & -\frac{d^{2}}{d x^{2}}(k y+f) \\
= & \frac{\left(k_{i-1} \hat{y}_{i-1}-2 k_{i} \hat{y}_{i}+k_{i+1} \hat{y}_{i+1}\right)}{h^{2}} \\
& +\frac{\left(f_{i-1}-2 f_{i}+f_{i+1}\right)}{h^{2}}+s\left(k y^{0}+f\right)
\end{aligned}
$$

so that

$$
-2 S\left(y^{0}\right)+k_{i} \hat{\varepsilon}_{i}-\frac{h^{2}}{6}\left(y^{o(i v)}-2 S\left(k y^{0}+f\right)\right)=0
$$

Expanding -2S(y) from its definition, we have

$$
k_{i} \hat{\varepsilon}_{i}=\frac{h^{2}}{12} y^{o(i v)}+O\left(h^{4}\right)
$$

and from ( $C_{1}$ 1.6)

$$
k_{i} \varepsilon_{i}=-\frac{h^{2}}{12} y^{o(i v)}+o\left(h^{4}\right)
$$

Thus the conclusion that the finite difference algorithms (C 1.3), (C 2.5) have local truncation errors of order $h^{2}$ with coefficients equal in magnitude and opposite in sign is verified.

We report briefly numerical results from the application of the methods considered here to the linear ordinary differential equation

$$
y^{\prime \prime}-\frac{2 y}{(x+2)^{2}}+\frac{1}{x+2}=0
$$

with the boundary conditions

$$
y(0)=y(1)=0
$$

which has the solution

$$
y(x)=-\left(19(x+2)-5(x+2)^{2}-\frac{36}{x+2}\right) / 38
$$

This example is adapted from Collatz (1, p.178). The behaviour of the error as a function of $h$ is indicated, illustrating the $O\left(h^{2}\right)$ error behaviour of the new method. In Table C I results for the finite different approdimations (C 1.3), (C 1.4), (C 1.5) for a number of values of $h$ are given. In Table C II the results of an application of the Rayleigh-Ritz method in the form of Chapter Three with the modified Chebyshev basis funotions

$$
\phi_{i}(x)=x(1-x) \mathbb{T}_{i-1}^{*}(x)
$$

are given for comparison.

The new method cannot be recomended as an alternative to the established central difference formula ( l $_{\text {l }}$ ) , since it requires three times as many function evaluations. We suggest, however, that the joint application of methods ( $C$ 1.3), ( $C_{1.5}$ ) can be considered as a useful alternative to the direct application of (C 1.4). No

A Comparison of the Maximum Error of Three Finite Difference Formulae as a Function of $h$.

|  | $h=0.1$ | $h=0.05$ | $h=0.025$ |
| :--- | :--- | :--- | :--- |
| Method (C 1.3) | $+2.661^{\prime}-5$ | $+6.669^{\prime}-6$ | $+1.669^{\prime}-6$ |
| Method (C 1.5) | $+1.362^{\prime}-6$ | $+3.542^{\prime}-7$ | $+8.967^{\prime}-8$ |
| Method (C 1.4) | $-2.677^{\prime}-5$ | $-6.679^{\prime}-6$ | $-1.669^{\prime}-6$ |

## Table CI

The Behaviour of the Error of a Polynomial RayleighRitz Expansion.

| $n$ | 2 | 6 | 10 |
| :---: | :---: | :---: | :---: |
| $\theta_{\max }$ | $1.274^{\prime}-4$ | $1.247^{\prime}-8$ | $1.869^{\prime}-11$ |

Table C II
additional function evaluations are required, and in the general case $y^{\prime \prime}=f(x, y),(C 1.3)$ and (C 1.5) generate nonlinear algebraic equations of the form

$$
A y=g(y)
$$

with the same matrix $A$, so that the same iteration matrix $A$ may be used to solve these equations iteratively. As a result of
applying the two $O\left(h^{2}\right)$ methods jointly one readily obtains the solutions $\tilde{y}, \hat{y}$ and $y^{+}=(\tilde{y}+\hat{y}) / 2$, for which the relations
 (neglecting rounding error effects). Thus readily computable expressions of the nature of asymptotic error bounds are provided by the joint application of these formulae.


[^0]:    Table XXIV

[^1]:    *See Collatz (1, pol68).

