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Visually Grounded Meaning Representations

Carina Silberer, Member, IEEE, Vittorio Ferrari, Member, IEEE, Mirella Lapata, Member, IEEE

Abstract—In this paper we address the problem of grounding distributional representations of lexical meaning. We introduce a new
model which uses stacked autoencoders to learn higher-level representations from textual and visual input. The visual modality is
encoded via vectors of attributes obtained automatically from images. We create a new large-scale taxonomy of 600 visual attributes
representing more than 500 concepts and 700K images. We use this dataset to train attribute classifiers and integrate their predictions
with text-based distributional models of word meaning. We evaluate our model on its ability to simulate word similarity judgments and
concept categorization. On both tasks, our model yields a better fit to behavioral data compared to baselines and related models which
either rely on a single modality or do not make use of attribute-based input.

Index Terms—Cognitive simulation, Computer vision, Distributed representations, Concept learning, Connectionism and neural nets,

Natural Language Processing

1 INTRODUCTION

ECENT years have seen a surge of interest in single

word vector spaces ([1], [2], [3]) and their successful
use in many natural language applications. Examples in-
clude information retrieval [4], search query expansions
[5], document classification [6], and question answering [7].
Vector spaces have been also popular in cognitive science
figuring prominently in simulations of human behavior
involving semantic priming, deep dyslexia, text comprehen-
sion, synonym selection, and similarity judgments (see [8]
and the references therein). In general, these models spec-
ify mechanisms for constructing semantic representations
from text corpora based on the distributional hypothesis [9]:
words that appear in similar linguistic contexts are likely to
have related meanings. Despite their success in modeling
semantic phenomena, vector spaces have been criticized
as “disembodied” in that they represent word meaning
as the result of statistical text analysis only, falling short
of binding words to their real-world referents [10]. Many
behavioral studies suggest that word meaning is grounded
in the external environment and relates to sensorimotor
experience ([11], [12], [13]).

To account for this, new types of perceptually grounded
distributional models have emerged. These models concep-
tualize the problem of meaning representation as one of
learning from multiple views corresponding to different
modalities (i.e., textual and perceptual input). They still
represent words as vectors resulting from the combination
of representations with different statistical properties that
do not necessarily have a natural correspondence (e.g., text
and images). A few models use feature norms (e.g., [14])
as a proxy for sensorimotor experience ([15], [16]). These
are obtained by asking native speakers to write down at-
tributes they consider important in describing the meaning
of a word. The attributes represent perceived physical and
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functional properties associated with the referents of words.
For example, apples are typically green or red, round, shiny,
smooth, crunchy, tasty, and so on; dogs have four legs and bark,
whereas chairs are used for sitting. Numerous theories and
models in cognitive science are based on representations
involving semantic attributes ([17], [18]) which are thought
to represent salient psychological aspects of word meaning
including multisensory information from the nonlinguistic
environment. Other approaches focus on the visual modal-
ity as a major source of perceptual data and extract informa-
tion automatically from images ([19], [20], [21]), or combine
norming data and image feature extraction techniques [22].

In this article, we introduce a model, illustrated in Fig-
ure 1, which draws elements from connectionist, attribute-
based, and distributional models to learn grounded mean-
ing representations. Our model uses (stacked) autoencoders
[23], a variant of multilayer neural networks, to learn high-
level meaning representations by mapping words and im-
ages into a common hidden space. The literature describes
several successful approaches to multimodal learning using
different variants of deep networks ([24], [25]) and data
sources including text, images, audio, and video. Unlike
most previous work, our model computes representations
for individual words and is unique in its use of attributes as a
means of representing the visual modality.

To this end, we created a large-scale dataset consisting of
nearly 700K images and a taxonomy of 636 visual attributes.
We used this dataset to train attribute classifiers and ex-
tract attribute predictions for new images. We obtained
textual attributes from Strudel [26], a distributional model
akin to other vector-based models except that collocates
of a concept are established by relations to other concepts
interpreted as properties. It is important to note that our
model is not attribute-specific, any type of visual and textual
representation (encoded as a vector) can serve as input.
Nonetheless, we argue that attributes are well-suited to
describing visual phenomena (e.g., objects, scenes, actions),
beyond providing a natural and cognitively motivated way
of expressing salient properties of word meaning. They
allow to generalize to new instances when there are no
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training examples available; it is possible to say something
about new objects even though we cannot identify them
(e.g., it has a beak and a long tail). In other words, attributes
transcend category! and task boundaries whilst offering a
generic description of visual data [27] (e.g., animals have
stripes and so do clothing items; balls are round, and so
are oranges and coins). They are also expedient from a
modeling perspective allowing for easier integration of dif-
ferent modalities. In our case, visual and textual knowledge
are rendered in the same medium, namely, language. The
attributes we use are similar to those provided by par-
ticipants in norming studies, but importantly learned from
training data and thus applicable to new instances without
additional human involvement.

We experimentally evaluated the meaning representa-
tions our model produces using attributes as well as more
standard encodings based on neural network architectures
(e.g., CNN features for representing images and skip-gram
embeddings for representing words). We present results on
two tasks, namely word similarity and concept categoriza-
tion. In the first task, model estimates of word similarity
(e.g., gem—jewel are similar but glass—peanut are not) are
compared against elicited similarity ratings. We performed
a large-scale evaluation on a new dataset consisting of
human judgments for 7,576 word pairs. The dataset contains
ratings for visual and textual similarity, thus allowing to
study the two modalities (and their contribution to meaning
representation) together and in isolation. In the second task,
we assessed whether the learned representations are appro-
priate for categorization, i.e., grouping a set of objects into
meaningful semantic categories (e.g., peach and apple are
members of FRUIT, whereas chair and table are FURNITURE).

Our contributions in this work are threefold: we intro-
duce a novel modeling framework for grounded meaning
representations based on semantic attributes; we demon-
strate that the proposed model learns representations which
are meaningful and more accurate compared to models
based on individual modalities, different modality integra-
tion mechanisms, and non-attribute based visual encodings;
we create two novel resources which we hope will be of
use to the computer vision and NLP communities: a large-
scale taxonomy of visual attributes based on ImageNet, and
a large dataset of (visual and semantic) word similarity
judgments for the evaluation of grounded semantic spaces.

In the remainder of this article, we first present an
overview of related work. We then describe our model, ex-
plain how higher-level meaning representations are learned
and discuss the type of visual and textual input it expects.
Experimental results and discussion conclude the paper.

2 RELATED WORK

The presented model has connections to several lines of
research in neural networks, natural language processing,
computer vision, and more generally multimodal learning.
We review related work in these areas below.

Neural Network Models of Meaning Connectionist mod-
els of semantic representations have a long tradition in

1. We use the term concept to refer to basic-level concepts (e.g., chair),
and the term category for superordinate concepts (e.g., FURNITURE).

cognitive science (see [28] for an overview) where they
are typically employed to study semantic memory and its
impairments. Many early models were trained using feature
norms (e.g., [18]) or hand-crafted attributes which either
explicitly correspond to the units of the semantic represen-
tation (e.g., [29]) or are presented as input (or output) in
order to learn abstract (distributed) representations in the
network’s hidden layer (e.g., [30], [31]). In Rogers et al.
[32], the hidden layer unifies the representations of verbal
and visual units corresponding to linguistic and perceptual
properties of objects. A few models make use of neural
network architectures based on autoencoders ([18], [31]). In
contrast to these models, we learn deeper representations by
means of more than one hidden layer. More importantly, to
the best of our knowledge, we present the first model to use
as input attribute activations automatically extracted from
text and image data.

There has been a recent surge of interest in the devel-
opment of neural network architectures that learn word
representations corresponding to vectors of activation of
network units, a.k.a. word embeddings. A notable difference
between these models and earlier models outlined above is
that learning is performed on unlabeled text corpora using
various methods inspired from neural-network language
modeling. The continuous skip-gram model [33] is one of the
best-known word-embedding models. It not only produces
useful word representations, it is also efficient to train, and
scales to very large corpora (billions of words).

Grounded Semantic Spaces Grounded semantic spaces are
essentially distributional models augmented with percep-
tual information. Existing models mainly differ with respect
to the type of perceptual information used and the way it is
integrated with linguistic information.

Some models ([15], [16], [34]) use feature norms as an ap-
proximation of the perceptual environment. Other models
focus on the visual modality and exploit image databases,
such as ImageNet [35] or ESP [36]. A few approaches
([19], [37]) use visual words which they derive by clustering
SIFT descriptors [38] extracted from images, or combine
both feature norms and visual words [22]. Drawing inspi-
ration from the successful application of attribute classifiers
in object recognition, Silberer et al. [21] show that automati-
cally predicted visual attributes from images can act as sub-
stitutes for feature norms without any critical information
loss. In other work ([39], [40]) representations for the visual
modality are obtained directly from image pixels using the
feature extraction layers of a deep convolutional neural
network (CNN) trained on a large labeled object recognition
data set. Finally, some models use human generated image
tags as a proxy for visual information ([20], [34]).

As far as the integration mechanism is concerned, the
simplest method is to concatenate the vectors correspond-
ing to a word’s perceptual and linguistic representation
([39], [41]). Other approaches infer bimodal representations
over latent variables responsible for the co-occurrence of
words over featural dimensions. Bruni et al. [37] concatenate
two independently constructed textual and visual spaces
and subsequently project them onto a lower-dimensional
space using Singular Value Decomposition (SVD). Several
models ([15], [19], [22]) present extensions of Latent Dirich-
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let Allocation (LDA, [42]) where topic distributions are
learned from words and other perceptual units treating them
both as observed variables. Hill and Korhonen [34] extend
the skip-gram network model [33] in a similar fashion,
perceptual input is encoded verbally and treated as a word’s
linguistic context, whereas Lazaridou et al. [40] modify skip-
gram’s learning objective so that representations are trained
to predict linguistic and visual features. In most cases the
visual and textual modalities are decoupled and obtained
independently, i.e., from text corpora and feature norms or
image databases (but see [19] for an exception).

Our model uses stacked autoencoders to learn higher-
level vector representations from textual and visual input.
Rather than simply adding perceptual information to tex-
tual data it integrates both modalities jointly in a single
representation which is desirable, at least from a cognitive
perspective. It is unlikely that we have separate representa-
tions for different aspects of word meaning [32]. Following
earlier work, we also train our model on independently
collated linguistic and visual data. However, in our case, the
two modalities are unified in their representation by natural
language attributes.

Multimodal Deep Learning Our work employs deep learn-
ing to project linguistic and visual information onto a uni-
fied representation that fuses the two modalities together.
The use of stacked autoencoders to extract a shared lexical
meaning representation is new to our knowledge, although
related to a large body of work on deep learning.

Previous work has focused on projecting words and
images onto a common space using a variety of methods
including deep and restricted Boltzman machines [43], au-
toencoders [44], and recursive neural networks [45]. Similar
methods were employed to combine other modalities such
as speech and video or images ([24], [43]). Although our
model is conceptually similar to these studies (especially
those applying stacked autoencoders), it differs in at least
two aspects. Firstly, many former models learn bimodal
representations with the aim to reason about one modality
given the other ([24], [46]); in contrast, we aim to learn
an optimal representation unifying complimentary and re-
dundant information from different modalities. Secondly,
most approaches deal with a specific end task (e.g., image
classification, but see [43] for an exception). Different modal-
ities are unified in a task-independent representation by
means of an unsupervised criterion and subsequently fine-
tuned with a supervised criterion [47] or used as features
for training a conventional classifier ([24], [46]); in contrast,
we aim to learn generic representations and fine-tune our
autoencoder with a semi-supervised criterion. We use a
combined objective comprising the reconstruction of the
attribute-based representation and object classification of
the input. Furthermore, our model is defined at a finer level
of granularity than most previous work—it computes repre-
sentations for individual words—and leverages information
from decoupled data sources, i.e., image collections and
text corpora. Existing work on multimodal representation
learning exploits images and their associated tags ([43], [46])
or captions with the aim of performing image description
generation or retrieval ([48], [49], [50], [51]). These models
yield task-specific bimodal representations by using a train-

ing criterion and an architecture suited to the task at hand.
Finally, there are instances of cross-modal learning methods
([52], [53]) which are similar to our work in that they operate
on the word-level using disjoint data. But unlike us, they
learn a mapping between two modalities to tackle an image-
based task such as zero-shot classification.

Extracting Attributes from Data A key prerequisite in
describing images by their attributes is the availability of
training data for learning attribute classifiers. Initial work
[54] on automatic attribute extraction from images focused
on simple color and texture attributes (e.g., blue, stripes) and
showed that these can be learned in a weakly supervised
setting from images returned by a search engine when using
the attribute as a query. Farhadi et al. [27] developed a
dataset representing 20 objects from the PASCAL Visual
Object Classes Challenge 2008 [55] and annotated approx-
imately 12,000 instances with attributes from an inventory
of 64 attribute labels. The dataset created by Lampert et
al. [56] contains over 30,000 images representing 50 animal
concepts. It describes each concept using the 85 attributes
from the norming study of [57]. Other work focuses on
face descriptions [58], scenes [59], specific animal categories
[60], or human actions [61]. Although our database shares
many features with previous work ([27], [56]), it differs in
focus and scope. Since our goal is to develop distributional
models that are applicable to many words, it contains a
considerably larger number of concepts (i.e., more than 500),
images (i.e.,, 700K), and attributes (i.e., 636) based on a
detailed taxonomy which we argue is cognitively plausible
and beneficial for image and NLP tasks.

Several methods have been developed for extracting
norm-like attributes from text using pattern-based ap-
proaches and co-occurrence association measures [62], de-
pendency parsing and WordNet [63] as well as manual ex-
traction rules [64]. We obtain textual attributes from Strudel
[26], an unsupervised pattern-based system which extracts
weighted concept-property pairs (e.g., swan-bird:n) from a
text corpus. We opted for Strudel due to its knowledge-lean
approach—it merely expects part-of-speech (PoS) tagged
input—and the fact that it has a bias towards non-perceptual
properties such as actions, functions or situations [26].

3 AUTOENCODERS FOR GROUNDED SEMANTIC
REPRESENTATIONS

Our model builds upon autoencoders to learn higher-level
meaning representations for single words. We first briefly
review autoencoders placing emphasis on aspects relevant
to our model which we then describe in Section 3.2.

3.1 Background

An autoencoder is an unsupervised feed-forward neural
network which is trained to reconstruct a given input from
its hidden distributed representation ([65], [66]). A basic
autoencoder consists of an encoder fy which maps an input
vector x(!) to a hidden representation y) = fp(x¥) =
s(Wx® +b), with s being a non-linear activation function,
such as a sigmoid function. A decoder gy then aims to
reconstruct input x¥ from y®, ie, ¥ = g (y®) =
s(W'y() 4+ b’). The training objective is to determine the
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parameters § = {W, b} and # = {W’, b’} which minimize
the average reconstruction error over a set of input vectors
{(xM . xM}:

n
0,0 = argmin % Z L(xD ggr (fo(xD))), (1)
0.0 i=1
where L is a loss function, such as cross-entropy. Parame-
ters 6 and ¢’ can be optimized by gradient descent methods.
Autoencoders are a means to learn representations of
some input by retaining useful features in the encoding
phase which help reconstruct (an approximation of) the
input, whilst discarding useless or noisy ones. A bottleneck
hidden layer that has a smaller number of units compared
to the input is commonly used to guide parameter learning.
Other strategies include constraining the hidden layer to
yield sparse representations, or denoising [67]. The training
criterion with denoising autoencoders is the reconstruction
of clean input x() given a corrupted version X(). The
reconstruction error for input x(!) with loss L then is:

L(xD, go (fo(xV))) V)

One possible corruption process is masking noise, where
the corrupted version Xx() results from randomly setting a
fraction v of x¥) to 0.

The underlying idea of denoising autoencoders is that
if a latent representation is capable of reconstructing the
original input from its corruption, it has presumably learned
to capture its structure and can be thus deemed a good
representation. From a cognitive perspective, denoising can
be construed as learning to activate knowledge about a
concept when being exposed to partial information. An
example is the ability of humans to recognize objects which
are partially occluded or depicted in corrupted images [68].

Several (denoising) autoencoders can be used as build-
ing blocks to form a deep neural network [67]. They are
often pre-trained layer by layer, with the current layer being
fed the hidden representation of the previous autoencoder
as input. Using this unsupervised pre-training procedure,
initial parameters are found which approximate a good
solution. Subsequently, the original input layer and hidden
representations of all the autoencoders are stacked and all
network parameters are fine-tuned with backpropagation.

To further optimize the parameters of the network, a
supervised criterion can be imposed on top of the last
hidden layer such as the minimization of a prediction error
on a supervised task [66]. Another approach is to unfold
the stacked autoencoders and fine-tune them with respect
to the minimization of the global reconstruction error [69].
Alternatively, a semi-supervised criterion [70] can be used
through combination of the unsupervised training criterion
(global reconstruction) with a supervised criterion (predic-
tion of some target given the hidden representation).

3.2 Model Details

To learn meaning representations from textual and visual
input, our model employs stacked (denoising) autoencoders
(AEs). Both input modalities are vector-based representa-
tions of words, or, more precisely, of the objects they refer to
(e.g., canary, trolley). The vector dimensions correspond to
textual and visual attributes, examples of which are shown

recon-

structionfc(° © 0 ? ) OO0 @3 [N =]
Wi W}
@00 0 fimx [EHODO - O
A
ml @0 - 00 Wi
bimodal
encoding ¥
inputx @ @ @ @ - 0 O DO EDOD B O

TEXT IMAGES

Fig. 1. Stacked autoencoder trained with semi-supervised objective.
Input to the model are attribute-based vector representations of single
words obtained from text and images (see Table 1).

in Table 1 (Details on how these input representations are
derived are given in Section 4). We first train AEs with
two hidden layers (encodings) for each modality separately.
Then, we join these two AEs by feeding their respective
second encoding simultaneously to another AE. Its hidden
layer ¥ yields representations that capture the meaning of
words across both modalities. In the final training phase, we
stack all layers and unfold them in order to fine-tune a bi-
modal stacked AE (SAE). Figure 1 illustrates the architecture
of the model. As can be seen, we additionally add a softmax-
layer on top of the bimodal encoding layer (shown above
the bimodal layer in Figure 1), which outputs predictions
with respect to the object label of the input (e.g., dog). This
serves as a supervised training criterion in addition to the
unsupervised reconstruction objective during fine-tuning
with the aim of guiding the learning towards (bimodal)
representations that not only capture the structure of the
input patterns within and across the two modalities, but
also discriminate between different objects.

After training, a word is represented by its encoding in
the bimodal layer, corresponding to a vector ¥ of distributed
unit activations. Note, that an individual unit of ¥ does not
represent a nameable attribute; rather, it is part of a pattern
formed by the interplay between the visual and linguistic
characteristics of the word it represents. Two words can
then be compared on the basis of their encoding vectors;
the more their activation patterns coincide, the more similar
the words are assumed to be.

Unimodal Autoencoders For both modalities, we use the
hyperbolic tangent as activation function for encoder fs and
decoder gg: and an entropic loss function for L. The weights
of each AE are tied, i.e., W' = WT. We employ denoising
AEs for pre-training the textual modality. Regarding the
visual autoencoder, we treat x(¥) itself as corrupted input
and construct a new ("denoised’) target vector for each input
vector x(V): Each object o (or concept) is represented by
multiple images. Each image in turn is rendered in a visual
attribute vector x(*). The target vector is the aggregation
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- eats_seeds has_beak has_claws has_handlebar has_wheels has_wings is_yellow made_of wood
;:} canary 0.05 0.24 0.15 0.00 -0.10 0.19 0.34 0.00
> trolley 0.00 0.00 0.00 0.30 0.32 0.00 0.00 0.25
Tg bird:n  breediv cage:n chirpiv  fly:v frackin  ride:v runiv railin wheelin
£ canary  0.16 0.19 0.39 013 013 0.0 000 000 000  -0.05
& trolley  -0.40 0.00 0.00 0.00 0.00 0.14 0.16 0.33 0.17 0.20
TABLE 1

Examples of attribute-based representations provided as input to our autoencoders.

of x() and the centroid x¥) of all attribute vectors col-
lectively representing object o. This denoising procedure
compensates for prediction errors made by the attribute
classifiers on individual images. Moreover, not all attributes
which are true for a concept are necessarily observable
from a relevant image. Attribute predictions for individual
images therefore introduce corruption with respect to the
overall concept they represent.

Bimodal Autoencoder The bimodal AE is fed with the
concatenated final hidden codings of the visual and textual
modalities as input and maps these inputs to a joint hidden
layer ¥ with B units. We normalize both unimodal input
codings to unit length. Again, we use tied weights for
the bimodal AE. We actively encourage the AE to detect
dependencies between the two modalities while learning
the mapping to the bimodal hidden layer, and therefore
apply masking noise to one modality with a factor v so that
the corrupted modality has to optimally rely on the other
modality in order to reconstruct its missing input features.

Stacked Bimodal Autoencoder We finally build an SAE
with all pre-trained layers and fine-tune them with re-
spect to a semi-supervised criterion. That is, we unfold the
stacked autoencoder and furthermore add a softmax output
layer on top of the bimodal layer ¥ that outputs predictions
t with respect to the inputs’ object labels (e.g., boat):

) _ eXp(W(G)y(i) 4 b(ﬁ))
S exp (W50 + by
with weights W) € ROXB, b(6) ¢ ROX1, where O is the
number of unique object labels. The overall objective to be
minimized is therefore the weighted sum of the reconstruc-
tion error L, and the classification error L.:
1 & . . N
—— (1) 4@ (&) §@®
L=- ; (5TLT(X xD) 15, LD ))—MR @

®)

where d, and J. are weighting parameters that give dif-
ferent importance to the partial objectives, L, and L, are
entropic loss functions, and R is a regularization term
with R = Y2°_, 2[|[WW||2 4 [[W()|2. Finally, ) is the
object label vector predicted by the softmax layer for input
vector x(), and t(*) is the correct object label, represented as
an O-dimensional one-hot vector?.

4 VISUAL AND TEXTUAL REPRESENTATIONS
In this section we describe in more detail how the visual
and textual modalities are represented in our model. To

2. In a one-hot vector, the element corresponding to the object label
is one and the others are zero.

obtain visual attribute vectors, we created VISA, a large-scale
dataset, consisting of 700K images and attribute descriptions
for approximately 500 concepts. In the following we de-
scribe VISA and explain how it was used to train SVM-based
classifiers that predict visual attributes for images [27]. We
also describe how textual attributes were extracted from a
corpus.

4.1 Visual Attributes

The visA Dataset’® We created the dataset for the nouns
contained in the McRae [14] feature norms* which cover
a wide range of concrete concepts including animate and
inanimate things (e.g., animals, clothing, vehicles, uten-
sils, fruits, and vegetables). The norms were elicited by
asking participants to list properties (e.g., barks, an_animal,
has_legs) describing the nouns they were presented with.
We harvested images representing McRae’s concepts from
ImageNet® [35], an ontology of images based on the nominal
hierarchy of WordNet [71]. ImageNet has more than 14 mil-
lion images spanning 21K WordNet synsets. We chose this
database due to its high coverage and the high quality of
its images (i.e., cleanly labeled and high resolution). McRae
et al.’s norms contain 541 concepts out of which 516 appear
in ImageNet® and are represented by nearly 700K images
overall. The average number of images per concept is 1,310
with the most popular being closet (2,149 images) and the
least popular prune (5 images).

Our aim was to develop a set of visual attributes that are
both discriminating and cognitively plausible, i.e., humans
would generally use them to describe a concrete concept.
As a starting point, we thus used the visual attributes from
McRae’s norming study. Attributes capturing other primary
sensory information (e.g., smell, sound), functional or motor
properties, or encyclopedic information were not taken into
account. For example, is_purple is a valid visual attribute for
an eggplant, whereas a_vegetable is not, since it cannot be
visualized. Collating all the visual attributes in the norms
resulted in a total of 673 which we further modified and
extended during the annotation process explained below.

The annotation was conducted on a per-concept rather
than a per-image basis (as for example in [27]). For each con-
cept (e.g., bear or eggplant), we inspected the images in the
development set and chose all visual attributes that applied.
If an attribute was generally true for the concept, but the
images did not provide enough evidence, the attribute was

3. Available at homepages.inf.ed.ac.uk/csilbere/resources.html.

4. Available at sites.google.com/site/kenmcraelab/norms-data.

5. ImageNet is available at http://www.image-net.org.

6. Some words had to be modified in order to match the correct
synset, e.g., tank_(container) was found as storage_tank.
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24 made_of_ceramic
) made_of_fabrics
= made_of_metal;

is_shiny —,__~

has_prongs
has_handle
has_stand
has_windows
- has_strap
has_sails

is_round
is_concave

(49)

is_cylindrical
has_pointed

eats_carrots
eats_nuts

shape/size

diet (34)

has,4,hoo®
has_antlers
has_wool

has_fins .
has_beak

= C|.imb5\\
&Y flies )

anatomy
avior

(

beh

i N
is_orange

b3fl has_stripes

4 has_patterns
has_carving

has_stalks

botany (36)

color (29)

Fig. 2. Attribute categories and examples of attribute instances and
images. Parentheses denote the number of attributes per category.

nevertheless chosen and labeled with <no_evidence>. For
example, a plum has_a_pit, but most images in ImageNet
show plums where only the outer part of the fruit is visible.
We added attributes which were supported by the image
data but missing from the initial set as given by the norms.
For example, has_lights and has_bumper are attributes of cars
but are not included in the norms.

Our methodology is slightly different from [56] in that
we did not simply transfer the attributes from the norms
to the concepts in question but refined and extended them
according to the visual data. There are several reasons for
this. Firstly, it makes sense to select attributes corroborated
by the images. Secondly, by looking at the actual images,
we could eliminate errors in McRae’s norms. For exam-
ple, eight participants erroneously thought that a catfish
has_scales. Thirdly, during the annotation process, we nor-
malized synonymous attributes (e.g., has_pit and has_stone)
and attributes that exhibited negligible variations in mean-
ing (e.g., has_stem and has_stalk). Finally, our aim was to
collect an exhaustive list of visual attributes for each concept
which is consistent across all members of a category. This is
unfortunately not the case in McRae’s norms. Participants
were asked to list up to 14 different properties that describe
a concept. As a result, the attributes of a concept denote the
set of properties humans consider most salient. For example,
both, lemons and oranges have_pulp. But the norms provide
this attribute only for the second concept.

Annotation proceeded on a category-by-category basis,
e.g., first all food-related concepts were annotated, then an-
imals, vehicles, and so on. Two annotators (both co-authors
of this paper) developed the set of attributes for each cat-
egory. One annotator first labeled concepts with their at-
tributes, and the other annotator reviewed the annotations,
making changes if needed. Annotations were revised and
compared per category in order to ensure consistency across
all concepts of that category. Attributes were grouped in ten

general classes shown in Figure 2 (e.g., anatomy, diet).
Overall, we discarded or modified 262 visual attributes

in McRae’s norms and added 294 attributes. On average,

each concept was annotated with 15 attributes; approxi-

_mately 11.5 of these were not part of the semantic represen-

tation created by McRae’s participants for that concept even
though they figured in the representations of other concepts.
Furthermore, on average two McRae attributes per concept
were discarded.

Automatic Extraction of Visual Attributes Following pre-
vious work ([27], [56]) we learned one classifier per attribute
provided that the attribute had been assigned to at least two

total.” We used an L2-regularized L2-loss linear SVM [72]
to learn the attribute predictions, and adopted the training
procedure of [27].8

For each concept in our dataset, we partitioned the
corresponding images into a training, development, and
test set. For most concepts the development set contained
a maximum of 100 images and the test set a maximum of
200 images. Concepts with less than 800 images in total were
split into 1/8 test and development set each, and 3/4 training
set. The splits were done randomly, regardless of the test
set, to which we assigned images for which bounding box
annotations (if any) were provided. To learn a classifier for a
particular attribute, we used all images in the training data,
totaling to approximately 550K images.

Images of concepts annotated with the attribute were
used as positive examples, and the rest as negative exam-
ples. We optimized cost parameter C' on the training data,
randomly partitioning it into a split of 70% for training,
and 30% for validation. The final SVM for the attribute was
trained on the entire training data, i.e., on all positive and
negative examples. The SVM learners used the four different
feature types proposed in [27], namely color, texture, visual
words, and edges. Texture descriptors were computed for
each pixel and quantized to the nearest 256 k-means centers.
Visual words were constructed with a HOG spatial pyramid.
HOG descriptors were quantized into 1000 k-means centers.
Edges were detected using a standard Canny detector and
their orientations were quantized into eight bins. Color
descriptors were sampled for each pixel and quantized to
the nearest 128 k-means centers. Shapes and locations were
represented by generating histograms for each feature type
for each cell in a grid of three vertical and horizontal blocks.
Our classifiers used 9,688 features in total. Figure 3 shows
classifier predictions for seen (i.e., encountered during train-
ing) and unseen concepts, respectively.

We quantitatively evaluated the attribute classifiers by
measuring the Average Precision (AP, [73]) on the test set.
Since gold annotations in VISA are concept-based, evalua-
tion was performed on concept-level predictions (computed
as the centroid of all attribute predictions for images belong-
ing to the same concept—see next paragraph for details on
how we compute the concept-level predictions); specifically,
we plot precision against recall based on a threshold.” Recall

7. We furthermore only trained classifiers for attributes corroborated
by the images and excluded those labeled with <no_evidence>.

8. Code is available at http:/ /vision.cs.uiuc.edu/attributes/.

9. Threshold values ranged from 0 to 0.9 with 0.1 stepsize.
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Seen Concepts

® has_windows has_many_floors made_of_stone

has_chimney has_tiled_roof made_of_brick
has_door has_roof has_walls has_spire
has_balcony is_grey has_wires is_large

& has_carving

3§ has_fur has_jaws has_tail has_nose has_tongue
s_slender has_4 legs chases has_spots
has_mouth  has_neck has_eyes has_claws
has_snout has_feet has_teeth has_ears

has_black_spots has_head is_beige has_paws

Unseen Concepts

. has_carving has_chimney has_door has_roof
has_many_floors has_wheels has_windows
is_high is_large is_rectangular made_of_logs
made_of_wood

has_6_legs has_antennae has_eyes
{ has_compound_eyes has_claws has_layers
is_small has_mouthparts has_shell has_stinger
has_toes has_top has_warts has_wings is_green

Fig. 3. Attribute predictions for concepts seen during training (top;
house, cheetah) and unseen concepts (bottom; boathouse, cicada).

is the proportion of correct attribute predictions whose
prediction score exceed the threshold to the true attribute
assignments given by the dataset, and precision is the
fraction of correct attribute predictions to all predictions
exceeding the threshold. The interpolated average precision
is then the mean of the maximum precision at eleven recall
levels [0,0.1,...,1]. The precision/recall curve is shown in
Figure 4; the attribute classifiers achieved a mean AP of 0.52.

Computing Visual Representations of Concepts The clas-
sifiers predict attributes on an image-by-image basis, and a
concept w is represented by multiple images. To derive a
single representation for w we need to aggregate all related
attributes. We use a vector-based representation where each
attribute corresponds to a dimension of an underlying se-
mantic space. Just as in text-based semantic spaces, we can
then quantify similarity between two concepts by measur-
ing the geometric distance of their vectors. Since we encode
visual attributes, however, the underlying semantic space is
perceptual, and so is the similarity we measure. For each
image i, € I, of concept w, we output an F-dimensional
vector containing prediction scores score,(i,,) for attributes
a = 1,...,F. We transform these attribute vectors into a
single vector p,, € R'*¥, by computing the centroid of all
vectors for concept w. That is, we average the scores for the
various attributes:

Pu = (‘[—1| > scorea(iv))a=t,...F ()

wl

G €L

The construction of the visual representation for concept
chick is exemplified in Figure 5.

Table 2 (left) shows the 5 nearest neighbors for seven
example concepts from our dataset using the visual attribute
vectors. Neighbors for a concept were found by measuring
the cosine similarity between the attribute vectors p of that
concept and all other concepts in our dataset and choosing
the five concepts with the highest similarity. The examples

1

0.8~

0.6

Recal

0.4

0.2

O R B
0 0.3 0.4 05 0.6 0.7 0.8 0.9

Precision

Fig. 4. Attribute classifier performance for thresholds § (on the test set).

show that our representation is able to capture visual and
semantic similarity discovering neighbors of the same se-
mantic category as the target. For comparison, we show
the five nearest neighbors when the example concepts are
represented by their textual attribute vectors and by their
bimodal vectors as learnt with our SAE model, respectively
(Table 2, middle and right, respectively).

4.2 Textual Attributes

Recall that the SAE can be augmented with any type of
input data. Analogously to representing the visual modality
through attributes extracted from images, we can repre-
sent the textual modality through attributes from text data.
To obtain textual attributes we use Strudel'® [26], a sys-
tem for automatically extracting weighted concept-attribute
pairs (e.g., chick—bird:n (60.1), chick—brood:v (67.5), chick—
precocial;j (45.8)) from a lemmatized and PoS-tagged corpus.
Strudel takes as input a set of target concepts and a set of
patterns, and extracts a list of attributes for each concept.
The attributes are not known a priori, but are directly
extracted from the corpus. Strudel induces meaning repre-
sentations that describe a concept via its properties instead
of a bag of co-occurring words. Each concept-attribute pair
is weighted with a log-likelihood ratio expressing the pair’s
strength of association. Baroni et al. [26] show that the
learned representations can be used as a basis for various
tasks such as typicality rating, categorization, or clustering
features into types. To obtain a textual semantic space from
Strudel’s output, we represent each target word as a vector
in a high-dimensional space, where each component corre-
sponds to some textual attribute (entries are set to word-
attribute log-likelihood ratio scores). Example representa-
tions are shown in Table 1.

4.3 Word Embeddings

In addition to attribute-based textual representations, we
present experiments with textual embeddings obtained
from the continuous skip-gram model [33]. Because of this
and the fact that two competitor models we compare against
are essentially extensions of skip-gram, we briefly outline
how these embeddings are learned. Given a text corpus,
skip-gram uses a neural network to learn embeddings for
words (and phrases) by optimizing the training objective of

10. The software is available from http://clic.cimec.unitn.it/strudel.
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Fig. 5. Visual representation for concept chick. Attribute classifiers predict attributes for example images depicting chicks. These prediction scores
are then converted into vectors (first arrow). To compute a single visual attribute vector for a concept, all vectors are aggregated into p.pick-

[ Concept | Visual Neighbors [ Textual Neighbors [ SAE Neighbors
ambulance van, truck, taxi, bus, limousine helicopter, trolley, van, taxi, train taxi, van, truck, bus, train
bison ox, bull, pony, elephant, bear buffalo, bear, elephant, caribou, deer | elk, buffalo, deer, caribou, bear
brush paintbrush, pencil, ladle, hammer, screwdriver | comb, paintbrush, vest, scissors, doll | comb, paintbrush, pencil, scissors, razor
dress robe, blouse, camisole, nightgown, vest gown, shirt, skirt, blouse, jacket gown, blouse, robe, skirt, nightgown
hut shed, shack, barn, cabin, house shack, cottage, bungalow, cabin, tent | shack, cabin, house, cottage, bungalow
microwave | oven, shelves, stove, cabinet, freezer stove, oven, freezer, radio, pot radio, stove, oven, freezer, stereo
scarf gloves, shawl, socks, sweater, veil shawl, sweater, cloak, veil, gown shawl, sweater, pyjamas, skirt, socks

TABLE 2
Nearest neighbors represented by visual, textual and bimodal (SAE) vectors. Neighbors are shown in order of decreasing cosine similarity.

predicting the context words of a target word. The network
architecture consists of an input layer encoding target wy,
a continuous projection (embedding) layer, and an out-
put layer encoding contexts wi_c, ..., Wi—1, Wig1, ..., Wite,
within a window surrounding the target w;. During train-
ing, the model uses negative sampling where the objective is
to distinguish a correct context word of w, from k randomly
sampled negative examples using logistic regression.

5 EXPERIMENT 1: SIMILARITY

Vector-based models aimed at representing the meaning of
individual words are commonly evaluated against human
similarity judgments. The ability to judge similarity under-
lies many cognitive tasks such as as semantic priming [74]
and practical applications such as document retrieval [4].
In the following we give details on the dataset used for
evaluating word similarity, explain how the SAE model was
trained, and describe the approaches used for comparison
with our own work.

5.1 Method

To evaluate how well our model predicts word similarity
ratings, we created a new dataset based on the concepts
represented in VISA. Although several related datasets exist,
such as the widely used WordSim353 [75] or the more re-
cent Rel-122 norms [76], they contain many abstract words,
(e.g., love—sex or arrest—detention) which are not covered
by our visual attributes database. This is for a good reason,
as most abstract words do not have discernible attributes,
or at least attributes that participants would agree upon.
The new dataset we created consists exclusively of concrete
nouns which we hope will be useful for the development
and evaluation of grounded semantic space models.'! Ini-
tially, we created all possible pairings over McRae’s nouns

11. Available at homepages.inf.ed.ac.uk/csilbere/resources.html.

and computed their semantic relatedness using Patwardhan
et al’s [77] WordNet-based measure. We opted for this
specific measure as it achieves high correlation with human
ratings and has a high coverage on our nouns. Next, for each
word we randomly selected 30 pairs under the assumption
that they are representative of the full variation of semantic
similarity. This resulted in 7,576 word pairs. We split the
pairs into overall 255 similarity rating tasks; each task
consisted of 32 pairs covering examples of weak to very
strong semantic relatedness, and furthermore contained at
most one instance of each target word. Two control pairs
from Miller and Charles (M&C, [78]) were included in each
task to potentially help identify and eliminate data from
participants who assigned random scores.

We obtained similarity ratings using Amazon Mechan-
ical Turk (AMT). Participants were first presented with
instructions that explained the task and gave examples.
They were asked to rate a pair on two dimensions, visual
and semantic similarity using a Likert scale of 1 (highly
dissimilar) to 5 (highly similar). Each task was completed
by five volunteers, all self-reported native English speakers.
Participants were allowed to complete as many tasks as
they wished. A total of 46 subjects (27 women, 18 men,
1 unspecified, mean age: 38.5 years, age range: 18-67) took
part in the study and completed between one and 147 tasks
each. Participants were paid $0.5 per task. Examples of the
stimuli and elicited mean ratings are shown in Table 3.

The similarity data was post-processed so as to iden-
tify and remove outliers. An outlier was any individual
whose mean pairwise correlation fell outside two stan-
dard deviations from the mean correlation. 11.5% of the
annotations were detected as outliers and removed. Af-
ter outlier removal, we examined how well the partici-
pants agreed in their judgments. We measured inter-subject
agreement as the average pairwise correlation coefficient
(Spearman’s p) between the ratings of all annotators for
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[ Word Pairs [| Semantic  Visual |
couch-sofa 5.0 5.0
frog—toad 5.0 5.0
cup-mug 5.0 43
gloves—mittens 5.0 42
missile-rocket 4.8 5.0
tortoise—turtle 4.8 5.0
bat_(baseball)-baton 2.8 4.0
pencil-wand 1.8 4.0
bracelet—chain 2.8 4.0
pencil-wand 1.8 4.0
car-scooter 4.0 1.7
gun-missile 4.0 1.0
screwdriver-wrench 3.6 1.4
airplane—truck 34 1.2

TABLE 3

Mean semantic and visual similarity ratings using a scale of 1 (highly
dissimilar) to 5 (highly similar); averaged across AMT participants.

each task. For semantic similarity, the mean correlation
was p = 0.76 (Min=0.34, Max=0.97, StD=0.11) and for vi-
sual similarity p = 0.63 (Min=0.19, Max=0.90, StD=0.14).
These results indicate that the participants found the task
relatively straightforward and produced similarity ratings
with a reasonable level of consistency. The correlation be-
tween the average ratings of the AMT annotators and the
M&C dataset was p = 0.91.

5.2 Comparison Models

The SAE model learned meaning representations for the
McRae nouns covered by the VISA dataset (see Section 4).
As shown in Figure 1, the autoencoder (AE) takes as input
two (real-valued) vectors representing the visual and textual
modalities. We maintained the partition of the VISA image
data into training, validation, and test set and acquired
visual vectors for each of the sets by means of our attribute
classifiers (see Section 4). We used the visual vectors of the
training and development set for training the AEs, and the
vectors of the test set for evaluation. Visual vectors were
scaled to the [—1, 1] range. Textual attributes were extracted
by running Strudel [26] on WaCkypedia, a 2009 dump of the
English Wikipedia of about 800M tokens.'> We only retained
the ten attributes with highest log-likelihood ratio scores for
each target word which resulted in 2,362 dimensions for the
textual vectors. Analogously to the visual representations,
association scores were scaled to the [—1, 1] range. We also
trained an SAE with skip-gram embeddings (and visual
attributes). We obtained 500-dimensional skip-gram embed-
dings from the same WaCkypedia corpus using hierarchical
softmax, negative sampling with k = 5, and a window size
of c = 5.

Parameters for the SAE model were optimized on a sub-
set of the free word association norms collected by Nelson
et al. [79]. These were established by presenting participants
with a cue word (e.g., canary) and asking them to name
an associate word in response (e.g., bird, sing, yellow). For
each cue, the norms provide a set of associates and the fre-
quencies with which they were named. The dataset contains
a very large number of cue-associate pairs (63,619 in total)
some of which luckily are covered in McRae’s norms and

12. From http:/ /wacky.sslmit.unibo.it/doku.php?id=corpora.

by extension in VISA.”® During training we used correlation
analysis (Spearman’s p) to monitor the degree of linear re-
lationship between model cue-associate (cosine) similarities
and human probabilities. The best autoencoder on the word
association task obtained a correlation coefficient of 0.33.
The resulting SAE model has the following architec-
ture: the textual autoencoder (see Figure 1, left-hand side)
consists of 700 hidden units which are then mapped to
the second hidden layer with 500 units (the corruption
parameter was set to v = 0.1); the visual AE (see Figure 1,
right-hand side) has 170 and 100 hidden units, in the first
and second layer, respectively. The 500 textual and 100
visual hidden units were fed to a bimodal AE containing 500
hidden units, and masking noise was applied to the textual
modality with v = 0.2. The weighting parameters for the
joint training objective of the stacked autoencoder were set
to §, = 0.8 and 6. =1 (see Equation (4)). The textual AE
trained on skip-gram embeddings, in turn, has 490 and 450
hidden units, respectively, and v = 0.1. The corresponding
bimodal SAE was trained with v = 0.4 and §,, = 6. = 1. The
other hyperparameters are the same as described above.
Throughout our experiments we compare the meaning
representations obtained from the output of the bimodal
hidden layer of the SAE against unimodal autoencoders
based solely on textual and visual input (left- and right-
hand sides in Figure 1 respectively). We also evaluated
our model against three latent inference models that differ
in their modality integration mechanisms. The first one is
based on kernelized canonical correlation analysis (kCCA,
[80]) with a linear kernel and was the best performing model
in Silberer et al. [21]. The main assumption underlying
CCA is two (or more) heterogeneous representations contain
some joint information that is reflected in their correlation.
Given two random variables x and y (or two sets of vectors),
CCA can be seen as determining two sets of basis vectors
in such a way, that the correlation between the projections
of the variables onto these bases is mutually maximized
[81]. The second model is a deep learning-based variant
of kKCCA (DCCA, [82]) which computes representations by
passing the two views through a deep network which is
fine-tuned to maximize the total correlation of the output
layers. The third model emulates Bruni et al.’s [37] integra-
tion mechanism. Specifically, we concatenated the textual
and visual vectors and projected them onto a lower dimen-
sional latent space using singular value decomposition, a
mathematical technique for reducing the dimensionality of
semantic spaces [83]. All these models were run on the same
data and were given input identical to our model, namely
attribute-based visual representations and textual informa-
tion represented as attributes or skip-gram embeddings.
We further report results with Bruni et al.’s [37] bi-
modal distributional model using their publicly available
system [84]. Their textual modality is represented by a
30K-dimensional co-occurrence matrix'* extracted from the
ukWaC corpus (2 billion tokens)!® and WaCkypedia. Note
that our attribute-based input relies solely on the latter.
The entries of the matrix correspond to the weighted co-

13. 435 word pairs constitute the overlap between Nelson et al.’s
norms [79] and McRae et al.’s [14] nouns.

14. We thank Elia Bruni for providing us with their data.

15. From http:/ /wacky.sslmit.unibo.it/doku.php?id=corpora.
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[ # Pair [ # Pair |
1 pliers-tongs 11 cello-violin
2 cathedral-church 12 cottage-house
3 cathedral-chapel 13 horse-pony
4 pistol-revolver 14 gun-rifle
5 chapel-church 15 cedar-oak
6 airplane-helicopter | 16 bull-ox
7 dagger-sword 17 dress-gown
8 pistol-rifle 18 bolts—screws
9 cloak-robe 19 salmon-trout
10 nylons—trousers 20 oven-stove

TABLE 4

Word pairs with highest semantic and visual similarity according to SAE
model. Pairs are ranked from highest to lowest similarity.

occurrence frequency of a target word (rows) and a context
word (columns). Two words are considered co-occurring if
one of them occurs in the window of two content words
on each side of the other word. Moreover, they extract
visual information from the ESP game dataset [36] which
comprises 100K images randomly downloaded from the
Internet and tagged by humans (the average number of
images per tag is 70). The visual modality is represented
by bag-of-visual-words histograms built on the basis of
clustered SIFT descriptors [38].

Finally, we also compare to two multimodal extensions
of Mikolov et al.’s [33] continuous skip-gram model. Kiela
and Bottou [39] concatenate skip-gram textual embeddings
with vectors based on CNN image features (the vectors
representing both modalities are normalized prior to con-
catenation). The CNN was trained on about 1.6M ImageNet
images associated with 1,512 categories ([85], [86]). They ob-
tain 6,144-dimensional feature vectors for arbitrary images
using the seventh layer of the pre-trained CNN. A visual
representation for an individual word is then computed
as the aggregated feature vectors of its associated images.
We compare against four variants of their model using ei-
ther 500-dimensional textual attribute vectors obtained from
WaCkypedia or skip-gram embeddings obtained from the
same corpus (also with 500 dimensions), and image vectors
extracted from ESP and aggregated through averaging'® or
our own visual attributes.

Lazaridou et al.’s [40] model takes into account visual
information during training by adding a visual objective!”
to the text-based skip-gram objective. The visual objective is
to maximize the similarity between the fixed visual vector
of a target word (when available) and its textual embed-
ding to be learned using a max-margin framework. We re-
implemented their model and trained it on WaCkypedia
representing the visual modality by our visual attribute
vectors (as we did not have access to their visual features).

5.3 Results

We evaluated the models described above on the word
similarity dataset introduced in Section 5.1. We measure
how well model predictions (cosine similarities) correlate
with (mean) human similarity ratings using Spearman’s p.

16. Downloaded from the author’s website http://www.cl.cam.ac.
uk/~dk427 /imgembed.html. Computing the maximum instead of the
average vector performed worse in our experiments.

17. Among the two visual objectives they propose, we chose the one
that performed best on our similarity dataset.

Table 5 summarizes our results. The table is divided into
three parts. The upper part (see McRae row) report results
of a distributional model induced from McRae’s original
norms as an indicator of how well automatically extracted
attributes can approach the performance of clean human
generated attributes. Each noun is represented as a vector
with dimensions corresponding to attributes elicited from
participants of the norming study. Vector components are set
to the (normalized) frequency with which participants gen-
erated the corresponding attribute. The middle part reports
the performance of models which integrate the two modal-
ities into a joint representation. We report results with our
SAE model, SVD, and the CCA models using (automatically
obtained) textual and visual attributes (tAttrib, vAttrib) or
skip-gram embeddings and visual attributes (skip-gram,
vAttrib). We also compare SAE to Lazaridou et al.’s [40]
multimodal skip-gram model and Bruni et al. [37]. The third
section of the table presents concatenation models using our
textual and visual attributes (tAttrib, vAttrib), skip-gram
embeddings, CNN features, and combinations thereof. We
show results using both textual and visual modalities (T+V)
and each of them individually (T or V), wherever possible.!®
We observe that amongst models trained on attribute-
based input the bimodal SAE (tAttrib, vAttrib, T+V) per-
forms best on both similarity tasks. Table 4 shows examples
of word pairs with highest semantic and visual similarity ac-
cording to this model. We also observe that simply concate-
nating textual and visual attributes (tAttrib+vAttrib, T+V)
performs competitively with SVD and better than the CCA
models. This indicates that the attribute-based representa-
tion is a powerful predictor on its own. Moreover, the visual
attributes outperform Kiela and Bottou’s [39] CNN-based
features (skip-gram+-CNN, V) on both similarity tasks, and
the concatenation of the latter with skip-gram vectors is as
effective as skip-gram alone (skip-gram+CNN, T and T+V).
On the other hand, the textual attributes fall short compared
to the skip-gram embeddings (tAttrib vs. skip-gram, T). The
bimodal SAE trained on the latter (skip-gram, vAttrib; T4+V)
is the overall best model, outperforming SVD and CCA
(skip-gram, vAttrib, T+V), Lazaridou et al. [40], Bruni et
al. [37], and all concatenation models. It yields a correlation
coefficient of p =.77 on semantic similarity and p = 0.66 on
visual similarity. Human agreement is 0.77 on the former
task and 0.63 on the latter. We present information on the
statistical significance of the reported results in Appendix A,
which is available in the online supplemental material.
Moreover, we would expect the textual modality to be
more dominant when modeling semantic similarity and
conversely the perceptual modality to be stronger with re-
spect to visual similarity. This is borne out in our unimodal
SAEs for both types of textual input. The textual SAEs
correlate better with semantic similarity judgments (p = 0.67
and p =0.74) than their visual equivalent (p = 0.61). And
the visual SAEs correlate better with visual similarity judg-
ments (p =0.60) compared to the textual SAEs (p =0.55,
p = 0.59). Interestingly, the bimodal SAEs are better than the
unimodal variants on both types of similarity judgments.
This suggests that both modalities contribute complemen-

18. Classification of attributes into categories is provided by McRae
et al. [14] in their dataset.



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. X, NO. X, MONTH 201X

11

Models Semantic Similarity Visual Similarity Models Categorization
T V T4V | T V. T+V T V. T+V
[ McRae [ 071 049 068 ] 058 052 061 | [ McRae [052 031 042 ]

SAE (tAttrib, vAttrib) 0.67 0.61 072 ] 055 0.60 0.65 SAE (tAttrib, vAttrib) 036 035 043
SVD (tAttrib, vAttrib) —  — 070 — — 059 SVD (tAttrib, vAttrib) - — 03
kCCA (tAttrib, vAttrib) — — 058 | — — 0.56 kCCA (tAttrib, vAttrib) — — 0.37
DCCA (tAttr, vAttr) —  — 065 — — 059 DCCA (tAttrib, vAttrib) — — 036
SAE (skip-gram, vAttrib) 074 0.61 0.77 | 0.59 0.60 0.66 SAE (skip-gram, vAttrib) 044 035 048
SVD (skip-gram, vAttrib) — — 075 | — — 0.63 SVD (skip-gram, vAttrib) — — 0.43
kCCA (skip-gram, vAttrib) — — 059 | — — 0.57 kCCA (skip-gram, vAttrib) — — 0.35
DCCA (skip-gram, vAttr) — — 0.68 | — — 0.56 DCCA (skip-gram, vAttrib) | — — 0.35
Lazaridou et al. 070 0.62 070 | 055 057 0.61 Lazaridou et al. 037 037 039
Bruni et al. — — 050 | — — 0.44 Bruni et al. — — 0.34
tAttrib+vAttrib 0.63 0.62 071 ] 049 057 0.60 tAttrib+vAttrib 035 037 033
tAttrib+CNN 0.63 0.34 0.67 | 049 034 0.53 tAttrib+CNN 035 030 037
skip-gram+CNN 071 0.34 071 | 056 034 055 skip-gram+CNN 037 030 042
skip-gram+-vAttrib 071  0.62 075 | 056 057 0.62 skip-gram+4-vAttrib 037 037 045

TABLE 5 TABLE 6

Correlation of model predictions against similarity ratings for [14]'s noun pairs

(using Spearman’s p).

tary information and that the bimodal SAE model is able to
extract a shared representation which improves generaliza-
tion performance across tasks via joint learning.

6 EXPERIMENT 2: CATEGORIZATION

The task of categorization (i.e., grouping objects into mean-
ingful categories) is a classic problem in the field of cog-
nitive science, central to perception, learning, and the use
of language (see [87] for an overview). Existing models
typically focus on a single modality, either perception or
language (but see [31], [37] for exceptions). For example,
perceptual information is represented in form of hand-
coded (binary) values on a few dimensions such as color or
shape (e.g., [88]), via artificial stimuli (e.g., [89]), geometric
shapes (e.g., [90]) or real-world images (e.g., [91]). And lin-
guistic representations are often derived from large text cor-
pora (e.g., [92], [93]). In our second experiment, we induce
semantic categories following a clustering-based approach
which uses the bimodal word representations learned by
our model.

6.1 Method

To obtain a clustering of nouns into categories, we used
Chinese Whispers (CW, [94]), a randomized agglomerative
graph-clustering algorithm. In the categorization setting,
CW produces a hard clustering over a weighted graph
whose nodes correspond to words and edges to cosine
similarity scores between vectors representing their mean-
ing. At the beginning, each word forms an own, basic-
level category. All words are then iteratively processed for
a few repetitions in which each word is assigned to the
category (i.e., cluster) of the most similar neighbor words,
as determined by the maximum sum of (edge) weights
between the word and the neighbor nodes pertaining to the
same category. CW is a non-parametric model, it induces
the number of clusters from the data as well as which nouns
belong to these clusters. We initialized CW with different
graphs resulting from different vector-based representations
of the McRae nouns. We evaluated model output against
a gold standard set of categories created by Fountain and

F-score results on concept categorization.

Lapata [95]. The dataset contains a classification (produced
by human participants) of the McRae nouns into (possibly
multiple) semantic categories (40 in total).!® We transformed
the dataset into hard categorizations by assigning each noun
to its most typical category as extrapolated from human
typicality ratings (see [95] for details).

We used the same SAE model described in Experiment 1.
While some performance gains could be expected if param-
eter optimization took place separately for each task, we
wanted to avoid overfitting, and show that our parameters
are robust across tasks and datasets. The SAE model was
evaluated against the same comparison models described
in Section 5.2 (Experiment 1). We evaluated the clusters
produced by CW wusing the F-score measure introduced
in the SemEval 2007 task [96]; it is the harmonic mean
of precision and recall defined as the number of correct
members of a cluster divided by the number of items in
the cluster and the number of items in the gold standard
class, respectively.

6.2 Results

Our results on the categorization task are given in Table 6.
Again, we observe that amongst models based on visual
and textual attributes, SAE is the better model (tAttrib,
vAttrib; T+V) outperforming the CCA models and SVD by
a large margin as well as the related models of Lazaridou
et al. [40] and Bruni et al. [37]. Table 7 shows examples
of clusters produced by CW when using vector represen-
tations provided by the bimodal SAE model (the cluster
labels are added by the authors for illustration purposes).
Overall, the SAE with skip-gram embeddings (and visual
attributes) performs best, delivering clustering performance
similar to McRae’s gold standard norms. We also observe
that simple concatenation of visual and textual attributes
does not yield improved performance over the individual
modalities (tAttrib+vAttrib) and that the concatenation of
textual attributes and CNN-based features (tAttrib+CNN)
do not improve over visual attributes alone. As observed
in Experiment 1, concatenation models gain a substantial
boost when using skip-gram embeddings to represent the

19. Available at http:/ /homepages.inf.ed.ac.uk/s0897549/data/.
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[ Category

STICK-LIKE UTENSILS
RELIGIOUS BUILDINGS
WIND INSTRUMENTS

[ Words |

baton, ladle, peg, spatula, spoon

cathedral, chapel, church

clarinet, flute, saxophone, trombone, trum-
pet, tuba

axe, hatchet, machete, tomahawk

door, elevator, gate

bison, buffalo, bull, calf, camel, cow, don-
key, elephant, goat, horse, lamb, ox, pig,
pony, sheep

crow, dove, eagle, falcon, hawk, ostrich,
owl, penguin, pigeon, raven, stork, vulture,
woodpecker

TABLE 7
Examples of clusters produced by CW using the semantic
representations obtained from the bimodal SAE model.

AXES
ENTRY POINTS
UNGULATES

BIRDS

textual modality. We present information on the statistical
significance of the reported results in Appendix B, which is
available in the online supplemental material.

7 CONCLUSIONS

In this paper, we presented a model that uses stacked
autoencoders to learn grounded meaning representations
by simultaneously combining textual and visual modali-
ties. The two modalities are encoded as vectors of natural
language attributes and are obtained automatically from
text and image data. To the best of our knowledge, our
model is novel in its use of attribute-based input in a deep
neural network. Experimental results in two tasks, namely
simulation of word similarity and word categorization show
that our model outperforms competitive baselines and re-
lated models trained on the same attribute-based input. Our
evaluation also reveals that the bimodal models are supe-
rior to their unimodal counterparts and that higher-level
unimodal representations are better than the raw input.
Since the attribute-based representation is general and text-
based, it can be conveniently integrated with any type of
distributional model or embeddings such as those obtained
from skip-gram.

Compared to related bimodal models, with the excep-
tion of DCCA [82], the SAE has a deeper architecture,
and thus obtains meaning representations from multiple
layers. The first layers operate on individual modalities,
whereas the final hidden layer combines them to create
a bimodal representation. This architecture allows us to
test different hypotheses with respect to word meaning.
Specifically, we can disentangle the contribution of visual
or textual information (e.g., by contrasting words based
on their unimodal against their bimodal representation).
Models using SVD [37], LDA [22], or kCCA [21] project the
input data into a joint space directly. There is no hierarchy
of representations with potentially increasing complexity,
nor an intermediate unimodal representation naturally con-
necting the input to the bimodal representation. The semi-
supervised architecture of our SAE model affords flexibility
allowing it to adapt to specific tasks. For example, by setting
the corruption parameter v for the textual modality to one
and J, to zero, a standard object classification model for
images can be trained.

Similarly to models employing SVD, kCCA or the bi-
modal skip-gram [40], our model and DCCA perform

dimensionality-reduction in the course of representation
learning, but integrate the different modalities non-linearly
which we argue allows to model complex relationships
between visual and textual data. Importantly, our SAE
can be augmented with any type of input and can derive
bimodal representations for out-of-vocabulary words when
being trained on meaningful input data (e.g., attributes). In
addition, our model can perform inductive inference [97]
when faced with a concept for which only one modality
is available. For example, when presented only with visual
information for the new word currant the SAE predicts tex-
tual attributes fruit:n, sugar:n, pickled:j, flavor:n, salad:n, pick:v,
sourj, juice:n, ripeyj, cultivate:v; whereas for jellyfish it predicts
silverj, color:v, fisherman:n, catch:v, swim:v, fish:v, carpet:n, whitez,
ocean:n, fishing:n. This inference ability follows directly out
of the model, without additional assumptions or modifica-
tions. Related models either do not have a simple way of
projecting one modality into a joint space [15], altogether
lack a mechanism of inferring missing modalities [16], or
can at most provide a generic representation for new words
not seen during training. The latter is the case for the
multimodal skip-gram models ([39], [40]) which learn word
embeddings from randomly initialized textual input.

Directions for future work are many and varied. We
would like to extend our database to actions and show that
an attribute-centric representation is useful to to other tasks,
such as image and text retrieval, zero-shot learning, and
word learning.
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